Robust Scheduling and Resource Allocation in the Downlink of Spatially Correlated MIMO-OFDMA Wireless Systems With Imperfect CSIT

Citation for published version:

Digital Object Identifier (DOI):
10.1109/TVT.2015.2402515

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Peer reviewed version

Published In:
IEEE Transactions on Vehicular Technology

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s) and / or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer content complies with UK legislation. If you believe that the public display of this file breaches copyright please contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
Robust Scheduling and Resource Allocation in the Downlink of Spatially Correlated MIMO-OFDMA Wireless Systems with Imperfect CSIT

Guillem Femenias, Senior Member, IEEE,
Felip Riera-Palou, Senior Member, IEEE, and
John S. Thompson, Senior Member, IEEE

Abstract

MIMO-OFDMA has been selected as the core physical layer access scheme for the downlink of state-of-the-art and next-generation wireless communications standards. In these systems, scheduling and resource allocation algorithms, jointly assigning transmission data rates, bandwidth and power, become crucial to optimize the resource utilization while providing support to multimedia applications with heterogeneous quality of service (QoS) requirements. To this end, the transmitter is assumed to have channel state information (CSIT) that will typically be imperfect. This paper introduces a unified analytical framework for robust channel- and queue-aware QoS-guaranteed cross-layer scheduling and resource allocation algorithms for the downlink of MIMO-OFDMA networks with imperfect CSIT. The framework is based on the statistical characterization of the SNR under imperfect CSIT, and is general enough to encompass spatial correlation effects in the Tx and Rx antenna arrays, different types of traffic, uniform and continuous power allocation, discrete and continuous rate allocation, and protocols with different amounts of channel- and queue-awareness. Simulation results using parameters drawn from the 3GPP-LTE standard demonstrate the validity and merits of the proposed robust cross-layer unified approach.

G. Femenias and F. Riera-Palou are with the Mobile Communications Group, University of the Balearic Islands (UIB), Mallorca 07122, Illes Balears (Spain).
J.S. Thompson is with the Institute for Digital Communications, University of Edinburgh, Edinburgh EH9 3JL, Scotland (UK).
I. INTRODUCTION

Orthogonal frequency division multiple access (OFDMA), combined with multiple-input multiple-output (MIMO) strategies, has been chosen as the core physical layer access scheme for state-of-the-art and next-generation wireless communications standards such as IEEE 802.16e/m-based WiMAX systems [1] and the Third Generation Partnership Project (3GPP) networks based on the Long-Term Evolution (LTE) and LTE-Advanced (LTE-A) [2]. In the downlink of a MIMO-OFDMA system, the scheduling and resource allocation (SRA) unit at the base station (BS) obtains channel state information (CSI) from the physical (PHY) layer of all the mobile stations (MSs) in the system and collects queue state information (QSI) by observing the backlogged data in the buffers of these MSs at the data link control (DLC) layer. Based on this information, the SRA unit can then make a cross-layer SRA decision allowing a good trade-off between multiuser diversity exploitation, provision of fairness and delivering of quality-of-service (QoS) to the wide range of applications supported by emerging OFDMA-based wireless networks [3].

There are quite a number of existing works reporting optimal and suboptimal SRA algorithms taking into consideration, in a cross-layer fashion, the DLC layer bursty packet arrivals and queueing behavior jointly with the PHY layer channel conditions [4]–[11]. Most of them, however, assume that the BS has access to ideal CSI whereas, although accurate CSI is essential to achieve high spectral efficiency while providing heterogeneous QoS requirements, perfect instantaneous CSI is rarely available in practice due to estimation errors and/or feedback delay. The problem of joint SRA in the OFDMA downlink under imperfect CSI has been previously studied in several papers, notably [12]–[17]. Wang and Lau in [12], focus on a cross-layer MIMO-OFDMA design in which zero-forcing beamforming is used at the BS. Suboptimal algorithms are designed for ergodic continuous rate allocation using a Gaussian convergence approximation for the conditional outage probability and a simplification of the combinatorial search in the scheduling step. The Gaussian convergence lemma, however, is only valid when the number of users allocated to a given subcarrier is sufficiently large, a condition rarely fulfilled in real systems, and the simplified combinatorial search is only valid when the total transmit power available at the BS is very large. In [13], Wong and Evans propose a dual optimization approach to derive optimal resource allocation algorithms for ergodic continuous and discrete rate maximization assuming the availability of partial CSI. In the calculation of the expected sum rate, however, they do not take into account that capacity outages are produced when, due to
imperfect CSI, the data-rate allocated by the BS to a given MS is greater than the instantaneous channel capacity, a situation quite frequent in systems without a properly designed rate backoff function [18]. A similar approach was proposed by Awad *et al.* in [15], where the calculations of the achievable rate as a function of the imperfect CSI do not consider the packet losses induced by capacity outages. In [14], the authors also use dual decomposition techniques to solve a joint SRA optimization problem in which multiple users can time-share each of the subcarriers in the system. The optimization problem, however, is formulated using upper bounds on the capacity of the system (via Jensen’s inequality) which are only applicable to capacity-based continuous rate allocation systems. Aggarwal *et al.* in [16] consider maximizing the ergodic sum-utility by using a generic probability distribution to model the imperfect CSI. The proposed solution, however, is only applicable to capacity-based continuous data-rate allocation systems and, furthermore, eventual capacity outages are modeled using far from practical bit error rate (BER) approximations. Finally, Zarakovitis *et al.* in [17] present a cross-layer design for SISO-OFDMA systems with imperfect CSI and considering data outage effects. The authors of this paper claim that goodput-based optimization provides infeasible scheduling operation under channel conditions with average to high uncertainty, an issue that we address in this paper, and propose a power-bit loading algorithm aiming at power-efficiency maximization.

In this paper, cross-layer SRA algorithms addressing some of the shortcomings of the previous approaches are proposed. These algorithms are able to optimally exploit spatially correlated MIMO-OFDMA wireless systems with imperfect channel state at the transmitter (CSIT). Our main contributions in this paper can be summarized as follows:

1. The BS has to take SRA decisions based on the availability of partial CSI at the SRA unit. In order to minimize the negative effects of a bad scheduling and/or allocation decision the SRA unit should have access to a proper mathematical model characterizing the behavior of the propagation channel under imperfect CSI. In Section III a thorough statistical characterization of the received signal-to-noise ratio (SNR) conditioned on the partial CSI available at the SRA unit is provided. The mathematical model is general enough to account for the joint effects of imperfect CSIT and MIMO channel correlation.

2. In contrast to previous works (i.e., [12]–[17]), our paper proposes a unified framework that, based on the statistical characterization of the SNR, takes into account the packet outage probability due to imperfect CSI and generalizes results presented in, for instance, [6], [8], [9], [11], [19]. To this end, Section IV introduces a framework able to account for: (i) the
existence of poor scattering conditions in the surroundings of both the transmit and receive terminals, (ii) different types of traffic, (iii) different allocation strategies, (iv) protocols with different amounts of CSI- and QSI-awareness, and (v) different utility functions measuring user’s satisfaction.

3) Reinforcing the practical applicability of the proposed framework, results for the discrete data-rate schemes presented in Section V are obtained using block error probability models obtained for state-of-the-art adaptive modulation and coding (AMC) schemes standardized by the 3GPP [20]–[22].

The rest of the paper is organized as follows. Section II introduces the system model and related traffic assumptions. Section III presents a statistically robust design of the SRA unit that is based on the statistical characterization of the SNR in light of imperfect CSIT and spatial correlation. Section IV formally states the objective optimization problem whose solution is tackled using convex optimization techniques. Extensive numerical results are provided in Section V. Finally, the main outcomes of this paper are recapped in Section VI.

In this paper, vectors and matrices are denoted by lower- and uppercase bold letters, respectively. The K-dimensional identity matrix is represented by $I_K$. The symbols $\mathbb{R}_+$ and $\mathbb{C}$ serve to denote the set of non-negative real numbers and the set of complex numbers, respectively. The operator $\text{tr}\{\cdot\}$ denotes the trace of a matrix whereas $\otimes$ represents the Kronecker product of two matrices. Superscripts $(\cdot)^T$ and $(\cdot)^H$ are used to denote the transpose and the conjugate transpose (hermitian) of a matrix.

II. SYSTEM MODEL AND ASSUMPTIONS

Let us consider the downlink of a time-slotted MIMO-OFDMA wireless packet access network as the one depicted in Fig. 1. In this setup, a BS with a total transmit power $P_T$ and equipped with $N_T$ transmit antennas provides service to $N_m$ active MSs, indexed by the set $\mathcal{N}_m = \{1, \ldots, N_m\}$, each equipped with $N_{R}^{(m)}$ receive antennas.

Transmission between the BS and active MSs is organized in time-frequency resource allocation units, also known as resource blocks (RB). Each RB is formed by a slot in the time axis and a subband in the frequency axis:

- In the time axis, each RB occupies a time-slot of a fixed duration $T_s$, assumed to be less than the channel coherence time. Thus, the channel fading can be considered constant over the whole slot and it only varies from slot to slot, i.e., a slot-based block fading channel is
assumed. Each of these slots consists of a fixed number $N_o$ of orthogonal frequency-division multiplexing (OFDM) symbols of duration $T_o + T_{CP} = T_s/N_o$, where $T_{CP}$ is the cyclic prefix (CP) duration.

- Slotted transmissions take place over a bandwidth $B$, which is divided into $N_f$ orthogonal subcarriers, out of which $N_d$ are used to transmit data and $N_p$ are used to transmit pilots and to set guard frequency bands. The $N_d$ data subcarriers are divided into $N_b$ orthogonal subbands, each consisting of $N_{sc}$ adjacent subcarriers and with a bandwidth $B_b = B N_d/(N_f N_{sc})$ small enough to assume that all subcarriers in a subband experience frequency flat fading. Frequency subbands in a given slot are indexed by the set $N_b = \{1, \ldots, N_b\}$.

Without loss of generality, and in order to simplify the mathematical notation of the problem, only one service data flow (also known as a connection or session) per active MS will be assumed. Depending on the traffic type, three classes of service and the associated QoS requirements and priorities must be accounted for in wireless communications\footnote{Using LTE terminology, real-time services would be associated to guaranteed bit rate (GBR) evolved packet system (EPS) bearers, and the non GBR bearers would be suitable for best-effort and non-real-time services [23].} [24]: Best Effort (BE), Non-Real-Time (nRT), and Real-Time (RT). Traffic flows arriving from higher layers are buffered into the corresponding $N_m$ first-in first-out (FIFO) queues at the DLC layer. At the beginning of each scheduling time interval, based on the available joint CSI/QSI, the cross-layer SRA unit selects
some packets in the queues for transmission, which are then forwarded to the OFDM transmitter, where they are adaptively modulated and channel encoded and, based on the MIMO processing, are allocated power and subbands.

A. Channel model

Relying on the widely used Kronecker channel model [25], the spatially-correlated MIMO channel matrix between the BS and MS \( m \) on subband \( b \) can be expressed as

\[
H_{b,m}(t) = R_{Rb,m}^{1/2} H_{b,m}(t) R_{Tb,m}^{1/2}.
\]

(1)

where

\[
H_{b,m}(t) = \begin{bmatrix}
H_{b,m}^{1,1}(t) & \cdots & H_{b,m}^{1,N_T}(t) \\
\vdots & \ddots & \vdots \\
H_{b,m}^{N_R(m),1}(t) & \cdots & H_{b,m}^{N_R(m),N_T}(t)
\end{bmatrix}.
\]

(2)

is a spatially white complex valued \( N_R(m) \times N_T \) MIMO matrix and the matrices \( R_{Tb,m} \) and \( R_{Rb,m} \) are used to denote the normalized transmit and receive spatial correlation.

The frequency correlation between subbands is modeled as follows. The channel between the BS and MS \( m \) is characterized by a power delay profile [26]

\[
S_m(\tau) = G_m \sum_{l=0}^{L_p-1} \frac{\sigma^2_{m,l}}{\sum_m} \delta(\tau - \tau_l),
\]

(3)

with \( L_p \) denoting the number of independent propagation paths, \( \sigma^2_{m,l} \) and \( \tau_l \) being, respectively, the power and delay of the \( l \)th propagation path, \( \sum_m = \sum_{l=0}^{L_p-1} \sigma^2_{m,l} \), and

\[
G_m = \varpi_m d_m^{-\varsigma_m} 10^{\chi_m/10} \sum_m
\]

(4)

representing the average channel propagation gain between the BS and MS \( m \), where \( \varpi_m \) is a constant, \( d_m \) is the distance between the BS and MS \( m \), \( \varsigma_m \) is the path-loss exponent, and \( \chi_m \sim N(0,\sigma^2_\chi) \) is a random variable modeling the shadow fading experienced by MS \( m \). Hence, without taking into account the transmit and receive correlation between antennas and assuming that the channel coherence time is greater than \( T_c \), the channel impulse response between transmit antenna \( n_T \) and the receive antenna \( n_R \) of MS \( m \), over the whole frame period \( t \), can be written as

\[
h_{n_R,n_T}^{m}(t; \tau) = \sum_{l=0}^{L_p-1} h_{m,l}^{n_R,n_T}(t) \delta(\tau - \tau_l),
\]

(5)
where \(E\{|h_{nR,nT}^m(t)|^2\} = \omega_m d_m^{-\varsigma_m} 10^{\gamma_m/10} \sigma_{nR,nT}^2\). The corresponding frequency response, when evaluated over subband \(b\) (with center frequency \(f_b\)), can be safely approximated by

\[
H_{b,m}^{nR,nT}(t) = \sum_{l=0}^{L_p-1} h_{m,l}^{nR,nT}(t) e^{-j2\pi f_b \tau_l}.
\] (6)

**B. Modeling imperfect CSI**

In practical wireless communication systems, with time-varying fading radio channels, imperfect CSI at both the transmitter (CSIT) and the receiver (CSIR) may arise from a variety of sources such as, for example, channel estimation errors, quantization of the channel estimate in the feedback channel and/or outdated channel estimates with respect to the current channel response. By modeling such imperfections and taking them into account in the transceiver design, a robust high performance link can be achieved [27].

Typically, perfect CSIR can be safely assumed to be acquired via training pilot sequences that allow the estimation of the channel. CSIT, however, obtained by means of feedback from the receiver or from previous receive measurements assuming some kind of channel reciprocity, is far from perfect in most realistic situations. In this paper, a perfect CSIR will be assumed, and imperfect CSIT will consist of a nonzero channel mean and a channel covariance matrix, or equivalently a channel estimate and its estimation error covariance [27]. Thus, the relation between this mean-covariance CSIT and the MIMO channel in (1) will be modeled as

\[
H_{b,m}(t) = \zeta \overline{H}_{b,m}(t) + \sqrt{1 - \zeta^2} R_{Tb,m}^{1/2} \psi_{b,m}(t) R_{Rb,m}^{1/2},
\] (7)

where \(\overline{H}_{b,m}(t) = R_{Rb,m}^{1/2} \overline{H}_{b,m}(t) R_{Tb,m}^{1/2}\), \(\zeta\) is a parameter that determines the quality of the channel estimate, and \(\psi_{b,m}(t) \sim \mathcal{CN}_{N_R^{(m)},N_T} \left(0, G_m \left(I_{N_R^{(m)}} \otimes I_{N_T} \right) \right)\) is the unknown part in the CSIT.

**C. Transmitter**

MIMO technology comprises a great variety of techniques that can be used to exploit the propagation paths between the \(N_T\) transmit antennas at BS and the \(N_R^{(m)}\) receive antennas at MS \(m \in \mathcal{N}_m\) (see [28] for a review). When CSI is available at the transmitter and receiver sides, and multiplexing in the spatial domain is not used, the joint use of maximum ratio transmission (MRT) [29] at the transmitter and maximal ratio combining (MRC) at the receiver is known to provide optimum performance in the sense of maximizing the received SNR.
Let us assume that subband $b$ has been allocated to MS $m$ and that the BS uses an MRT scheme to exploit the spatial diversity provided by the MIMO channel. In this case, bits from the queue of MS $m$ are channel encoded and mapped onto a sequence of symbols drawn from the allocated normalized unit energy complex constellation (e.g., BPSK, QPSK, 16QAM, 64QAM). Furthermore, before the usual OFDM modulation steps on each transmit antenna (IFFT, cyclic prefix (CP) appending and up-conversion), the symbols are allocated power and processed in accordance with the MRT scheme. Denoting by $s_{b,m}(c,o)^{(c,o)}(t)$ the symbol to be sent to MS $m$ over subcarrier $c \in \{1, \ldots, N_{sc}\}$ of subband $b$ and OFDM symbol $o \in \{1, \ldots, N_o\}$ during time slot $t$, then the corresponding $N_T \times 1$ transmitted vector can be written as

$$x_{b,m}^{(c,o)}(t) = \sqrt{p_{b,m}(t)} N_{sc} \alpha_{b,m}(t) s_{b,m}(c,o)^{(c,o)}(t),$$

(8)

where $p_{b,m}(t)$ is the power allocated to MS $m$ on subband $b$ during the time slot $t$ (within a given subband, power is uniformly allocated to subcarriers), and $\alpha_{b,m}(t) \in \mathbb{C}^{N_T \times 1}$ denotes the unit energy linear transmit filter used by the MRT transmission system, which, for the situation at hand, as stated in [27], is found to be the eigenvector associated with the maximum eigenvalue of the matrix $\zeta^2 \mathcal{H}_{b,m}(t) \mathcal{H}_{b,m}(t) + G_m (1 - \zeta^2) \text{tr} \{ R_{Rb,m} \} R_{Tb,m}^H$.

D. Receiver

At the receiver side, as usual, ideal synchronization and sampling processes, and an OFDM cyclic prefix duration greater than the maximum delay spread of the channel impulse response are assumed. In this case, the received samples at the output of the $N_R^{(m)}$ fast Fourier transform (FFT) processing stages of MS $m$ are given by the $N_R^{(m)} \times 1$ complex valued vector

$$y_{b,m}^{(c,o)}(t) = H_{b,m}(t)x_{b,m}^{(c,o)}(t) + \eta_{b,m}^{(c,o)}(t) = \sqrt{p_{b,m}(t)} N_{sc} \alpha_{b,m}(t) s_{b,m}^{(c,o)}(t) + \eta_{b,m}^{(c,o)}(t),$$

(9)

where $\alpha_{b,m}(t) = H_{b,m}(t) \mathbf{u}_{b,m}(t)$, and $\eta_{b,m}^{(c,o)}(t) \sim \mathcal{CN}_{N_R^{(m)} \times 1}(0, \sigma^2 \eta I_{N_R^{(m)}})$.

The complex valued vector $y_{b,m}^{(c,o)}(t)$ is finally processed by the maximal ratio combiner producing a combined complex sample with an instantaneous SNR that can be expressed as

$$\gamma_{b,m}(t) = \frac{p_{b,m}(t) \delta_{b,m}(t)}{N_{sc} \sigma^2 \eta},$$

(10)

where

$$\delta_{b,m}(t) = \alpha_{b,m}^H(t) \alpha_{b,m}(t).$$

(11)
III. STATISTICALLY ROBUST DESIGN OF THE SRA UNIT

The SRA decisions at the BS will depend on the degree of knowledge of the CSI. For a given network configuration, characterized through the instantaneous SNR for each active MS in the system, the best performance would obviously be achieved with perfect CSI being available at both sides of the corresponding links. In practical communication systems, however, it is of paramount importance to properly model the CSI imperfections arising from channel estimation errors, outdated channel estimates and/or quantization of the channel estimate in the feedback channel, and to take them into account in the SRA unit in order to achieve a robust high performance design. In the following subsection, the CSI uncertainty effects on the instantaneous SNR are statistically characterized. This statistical model is used in the sequel first to propose a robust design for the PHY layer resource allocation schemes guarantying a certain average system performance, specified in terms of an outage probability bound, and second, to present a robust prediction approach of the DLC layer behaviour that allows a proper setting of the user priority coefficients used in the SRA algorithms.

A. Statistical characterization of the SNR

When conditioned on the set of variables \( \Phi_{b,m}(t) = \{ \zeta, \mathbf{R}_{T_{b,m}}, \mathbf{R}_{R_{b,m}}, \mathbf{H}_{b,m}(t), \mathbf{v}_{b,m}(t) \} \), the random vector \( \mathbf{\alpha}_{b,m}(t) \) has a complex Gaussian distribution with mean \( \zeta \mathbf{H}_{b,m}(t) \mathbf{R}^{1/2}_{T_{b,m}} \mathbf{v}_{b,m}(t) \) and covariance matrix \( \sigma_{T_{b,m}}(t) \mathbf{R}_{R_{b,m}}(t) \), where

\[
\sigma_{T_{b,m}}(t) = G_{m} \left( 1 - \zeta^2 \right) \text{tr} \left\{ \mathbf{R}_{T,b,m}^{1/2} \mathbf{v}_{b,m}(t) \mathbf{v}^H_{b,m}(t) \mathbf{R}_{T,b,m}^{H/2} \right\}.
\]

Then, conditioned on \( \Phi_{b,m}(t) \), \( \delta_{b,m}(t) \) is a noncentral complex quadratic form whose distribution can be denoted as [30, Definition III]

\[
\delta_{b,m}(t) | \Phi_{b,m}(t) \sim Q_{1,N_R^{(m)}} \left( \mathbf{I}_{N_R^{(m)}}, \sigma_{T_{b,m}}(t), \mathbf{R}_{R_{b,m}}(t), \zeta \mathbf{v}_{b,m}(t) \mathbf{H}_{b,m}^H(t) \right).
\]

Thus, using [30, (5)] it can be shown that, conditioned on \( \Phi_{b,m}(t) \), the probability density function (pdf) of \( \delta_{b,m}(t) \) is

\[
p_{\delta_{b,m}(t) | \Phi_{b,m}(t)}(x) = \frac{x^{N^{(m)}_{R}} - 1 \exp \left( \frac{-\omega x + \zeta^2 \| \mathbf{u}_{b,m}(t) \|^2}{\sigma_{T_{b,m}}(t)} \right)}{\left[ \sigma_{T_{b,m}}(t) \right]^{N^{(m)}_{R}} | \mathbf{R}_{R_{b,m}} |} \sum_{k=0}^{\infty} \frac{\tilde{P}_k \left( \mathbf{T}_{b,m}(t), \mathbf{A}_{b,m}(t), x / \sigma_{T_{b,m}}(t) \right)}{k! \Gamma \left( N^{(m)}_{R} + k \right)},
\]

where...
where \( \mathbf{u}_{b,m}(t) = \mathbf{H}_{b,m}(t)R_{1/2}^{1/2} \mathbf{v}_{b,m}(t) \), \( \omega \geq 0 \) is an arbitrary constant,

\[
\mathcal{T}_{b,m}(t) = \frac{\zeta \mathbf{u}_{b,m}(t)}{[\sigma_{T_{b,m}(t)}]^{1/2}} \left( \mathbf{I}_{N_R^{(m)}} - \omega R_{R_{b,m}} \right)^{-1/2},
\]

(15a)

\[
\mathcal{A}_{b,m}(t) = R_{R_{b,m}}^{-1} - \omega \mathbf{I}_{N_R^{(m)}},
\]

(15b)

and \( \tilde{P}_k(\cdot) \) is the generalized complex Hayakawa polynomial (corresponding to \( k \)) with two matrix arguments, defined in terms of complex zonal polynomials \( \tilde{C}_k(\cdot) \) as [31], [32]

\[
\tilde{P}_k(\mathcal{T}, \mathcal{A}, \mathcal{B}) = E \left\{ \tilde{C}_k \left( -\mathcal{B}(\mathcal{V} - i\mathcal{T})\mathcal{A}(\mathcal{V} - i\mathcal{T})^H \right) \right\}.
\]

(16)

In our case, \( \mathcal{T} \in \mathbb{C}^{1 \times N_R^{(m)}}, \mathcal{A} \in \mathbb{C}^{N_R^{(m)} \times N_R^{(m)}} \) is Hermitian, and the expectation is taken with respect to \( \mathcal{V} \in \mathbb{C}^{1 \times N_R^{(m)}} \), with \( \mathcal{V} \sim \mathcal{CN}_{1,N_R^{(m)}}(0_{1 \times N_R^{(m)}}, \mathbf{I}_{N_R^{(m)}}) \).

Using the definition of a complex zonal polynomial [33, (2)-(6)] we have that

\[
\tilde{P}_k \left( \mathcal{T}_{b,m}(t), \mathcal{A}_{b,m}(t), x/\sigma_{T_{b,m}(t)} \right) = \left( \frac{-x}{\sigma_{T_{b,m}(t)}} \right)^k \times E \left\{ \left[ (\mathcal{V} - i\mathcal{T}_{b,m}(t))\mathcal{A}_{b,m}(t)(\mathcal{V} - i\mathcal{T}_{b,m}(t))^H \right]^k \right\}.
\]

(17)

Let us define \( \mathbf{X}_{b,m}(t) = (\mathcal{V} - i\mathcal{T}_{b,m}(t))^H \), then

\[
\mathbf{X}_{b,m}(t) \sim \mathcal{CN}_{N_R^{(m)},1}(i\mathcal{T}_{b,m}(t)^H, \mathbf{I}_{N_R^{(m)}}).
\]

(18)

Let us also define the Hermitian quadratic form

\[
\mathcal{Q}(\mathbf{X}_{b,m}(t)) = \mathbf{X}_{b,m}(t)^H \mathcal{A}_{b,m}(t) \mathbf{X}_{b,m}(t).
\]

(19)

Then, using [34, Chapter 4] and [35, Chapter 3], the moments of this quadratic form are obtained recursively as

\[
\nu_{b,m}^{(k)}(t) = E \left\{ \left[ \mathcal{Q}(\mathbf{X}_{b,m}(t)) \right]^k \right\} = \sum_{r=0}^{k-1} \binom{k-1}{r} g_{b,m}^{(k-r)}(t) \nu_{b,m}^{(r)}(t),
\]

(20)

with \( \nu_{b,m}^{(0)}(t) = 1 \), and

\[
g_{b,m}^{(r)}(t) = r! \left[ \frac{1}{2r} \text{tr} \left\{ \mathbf{A}_{b,m}(t) \right\} + \mathbf{T}_{b,m}(t) \mathbf{A}_{b,m}(t)^T \mathbf{T}_{b,m}(t) \right],
\]

(21)

where

\[
\mathbf{T}_{b,m}(t) = \begin{bmatrix} \Re \{ \mathbf{T}_{b,m}(t) \} & \Im \{ \mathbf{T}_{b,m}(t) \} \\ \Im \{ \mathbf{T}_{b,m}(t) \} & \Re \{ \mathbf{T}_{b,m}(t) \} \end{bmatrix},
\]

(22)

and

\[
\mathbf{A}_{b,m}(t) = \begin{bmatrix} \Re \{ \mathbf{A}_{b,m}(t) \} & -\Im \{ \mathbf{A}_{b,m}(t) \} \\ \Im \{ \mathbf{A}_{b,m}(t) \} & \Re \{ \mathbf{A}_{b,m}(t) \} \end{bmatrix}.
\]

(23)
Thus, the pdf of $\delta_{b,m}(t)$, conditioned on $\Phi_{b,m}(t)$, can be finally written as

$$p_{b,m}(t|\Phi_{b,m}(t))(x) = \frac{x^{N_R^{(m)}-1}}{\sigma_{T_b,m}(t)}\exp\left(-\frac{x+\omega x}{\sigma_{T_b,m}(t)}\right)\sum_{k=0}^{\infty} \frac{\nu_{b,m}^{(k)}(t)}{k!}\Gamma\left(N_R^{(m)}+k\right)\left(\frac{\omega x}{\sigma_{T_b,m}(t)}\right)^k.$$

(24)

For later use, let us also calculate the cdf of $\delta_{b,m}(t)$ conditioned on $\Phi_{b,m}(t)$ as

$$F_{\delta_{b,m}(t)|\Phi_{b,m}(t)}(x) = 1 - \frac{\exp\left(-\frac{\omega x}{\sigma_{T_b,m}(t)}\right)}{|R_{Rb,m}|} \sum_{k=0}^{\infty} \frac{(-1)^k \nu_{b,m}^{(k)}(t)}{k!}\Gamma\left(N_R^{(m)}+k\right)\left(\frac{\omega x}{\sigma_{T_b,m}(t)}\right)^k,$$

(25)

where $\Gamma(a, x) = \int_x^{\infty} t^{a-1}e^{-t}dt$ denotes the complementary incomplete Gamma function.

For the special case where the receive antennas are uncorrelated\(^2\), i.e. $R_{Rb,m} = I_{N_R^{(m)}}$, we have that, using $\omega = 1$,

$$\nu_{b,m}^{(k)}(t) = \left(\frac{\zeta^2 \|u_{b,m}(t)\|^2}{\sigma_{T_b,m}(t)}\right)^k.$$

(26)

Hence, rearranging terms, the following alternative equivalent closed-form of (24) can be obtained

$$p_{b,m}(t|\Phi_{b,m}(t))(x) = \frac{\exp\left(-\frac{x+\zeta^2 \|u_{b,m}(t)\|^2}{\sigma_{T_b,m}(t)}\right)}{\sigma_{T_b,m}(t)} \left(\frac{x}{\zeta^2 \|u_{b,m}(t)\|^2}\right)^{N_R^{(m)}-1} \times I_{N_R^{(m)}-1}\left(\frac{2\sqrt{\zeta^2 \|u_{b,m}(t)\|^2}}{\sigma_{T_b,m}(t)}x\right),$$

(27)

where $I_n(\cdot)$ is the modified Bessel function of order $n$. Furthermore, using [36, (18)] we have that (25) reduces to

$$F_{\delta_{b,m}(t)|\Phi_{b,m}(t)}(x) = 1 - Q_{N_R^{(m)}}\left(\sqrt{\frac{2\zeta^2 \|u_{b,m}(t)\|^2}{\sigma_{T_b,m}(t)}}, \sqrt{\frac{2x}{\sigma_{T_b,m}(t)}}\right),$$

(28)

with $Q_n(a, b)$ denoting the $n$th-order (generalized) Marcum $Q$ function [37].

B. Statistically robust resource allocation

1) Power allocation: Let $p_{b}(t) = [p_{b,1}(t) \cdots p_{b,N_b}(t)]^T$ denote the vector of power allocation values for subband $b$ and time slot $t$. For a given set of constraints, the SRA algorithm will be in charge of determining the power allocation vector

$$p(t) = [(p_1(t))^T \cdots (p_{N_b}(t))^T]^T.$$

(29)
optimizing a prescribed objective function. In addition to determining the power allocation values, the resource allocation algorithms should also allocate subbands and transmission rates. Nevertheless, as it will be shown next, the power allocation vector \( p(t) \) can also be used to represent the allocation of all these resources, thus simplifying the formulation of the optimization problem in Section IV [38].

2) Subband allocation: As usual, it is assumed that subband allocation (or RB) is exclusive, that is, only one MS is allowed to transmit on a given subband. Hence, the subband allocation constraints can be captured by constraining the power allocation vectors as

\[
p_b(t) \in \mathcal{P}_b,
\]

where \( \mathcal{P}_b \triangleq \{ p_b \in \mathbb{R}^{N_{b,m}}_+: p_{b,m}p_{b,m'} = 0, \forall m' \neq m \} \), with \( \mathbb{R}_+ \) denoting the set of all non-negative real numbers. Hence, the power allocation vector satisfies

\[
p(t) \in \mathcal{P} = \mathcal{P}_1 \times \ldots \times \mathcal{P}_{N_b} \subset \mathbb{R}^{N_mN_b}_+,
\]

where \( \times \) denotes the Cartesian product (or product set).

3) Robust rate allocation: In the downlink of multi-rate systems based on AMC, a channel estimate is obtained at the receiver of each MS and it is then fed back to the BS so that the transmission scheme, comprising a modulation format and a channel code, can be adapted in accordance with the channel characteristics. If MS \( m \) is allocated subband \( b \) over time slot \( t \), then the BS selects a modulation and coding scheme (MCS) that can be characterized by a transmission rate \( \rho_{b,m}(t) \) (measured in bits per second). As each subband contains \( N_{sc} \) subcarriers, the aggregated data rate allocated to MS \( m \) on subband \( b \) during time slot \( t \) will be given by

\[
r_{b,m}(t) = N_{sc}\rho_{b,m}(t).
\]

a) Discrete-rate AMC: AMC strategies use a discrete set \( \mathcal{N}_n = \{0, 1, \ldots, N_n\} \) of MCSs that can differ for different MSs. Each MCS is characterized by a particular transmission rate \( \varrho^{(n)}_m \), with \( \varrho^{(1)}_m < \ldots < \varrho^{(N_n)}_m \). The data rate \( \varrho^{(0)}_m = 0 \) corresponds to the no-transmission mode, that is, the mode selected when the channel is so bad that no bits can be transmitted to MS \( m \) while guaranteeing the prescribed QoS constraints.

Transmission rate \( \varrho^{(n)}_m \) can be related to block error rate (BLER) observed by MS \( m \), denoted as \( \epsilon_m \), and instantaneous SNR \( \gamma_{b,m}(t) \) as [39, Chapter 9] (see also [24])

\[
\epsilon_m(\gamma_{b,m}(t), \varrho^{(n)}_m) = \begin{cases} 
1, & \gamma_{b,m}(t) < \varrho^{(n)}_m \\
\kappa_1^{(n)} \exp \left( -\frac{\gamma_{b,m}(t)}{2\varrho^{(n)}_m} \right), & \text{otherwise},
\end{cases}
\]

(33)
where \( \kappa_1^{(n)} \) and \( \kappa_2^{(n)} \) are modulation- and code-specific constants that can be accurately approximated by exponential curve fitting. This expression is general enough to obtain the BLER performance of any transmission system for which the joint effects of transmission filters, channel coefficients and reception filters can be represented through an instantaneous SNR \( \gamma_{b,m}(t) \), which for the special case of MRT/MRC scheme is given by (10).

In a system with ideal CSIT, given \( p_{b,m}(t) \), \( \delta_{b,m}(t) \) and \( \sigma^2_\eta \), the transmitter can use (10) to find the instantaneous SNR \( \gamma_{b,m}(t) \) and then, assuming a maximum allowable BLER \( \bar{\epsilon}_m \), employ (33) to select the most adequate MCS scheme as the one with transmission rate

\[
\rho_{b,m}(t) = \max \left\{ \varrho_m^{(n)} : \epsilon \left( \gamma_{b,m}(t), \varrho_m^{(n)} \right) \leq \bar{\epsilon}_m \right\}. \tag{34}
\]

In this case, the transmission rate \( \rho_{b,m}(t) \) can be expressed using the staircase function

\[
\rho_{b,m}(t) = \begin{cases} 
\varrho_m^{(0)}, & 0 \leq \gamma_{b,m}(t) < \Gamma_m^{(1)} \\
\varrho_m^{(1)}, & \Gamma_m^{(1)} \leq \gamma_{b,m}(t) < \Gamma_m^{(2)} \\
\vdots \\
\varrho_m^{(N_n)}, & \Gamma_m^{(N_n)} \leq \gamma_{b,m}(t) < \infty
\end{cases} \tag{35}
\]

where \( \{ \Gamma_m^{(n)} \}_{n=1}^{N_n-1} \), with \( \Gamma_m^{(n)} \leq \Gamma_m^{(n+1)} \), are the instantaneous SNR boundaries defining the MCS intervals, which can be obtained from (33) as

\[
\Gamma_m^{(n)} = 2^{T_o \varrho_m^{(n)} - 1} \ln \frac{\kappa_1^{(n)}}{\kappa_2^{(n)}} \bar{\epsilon}_m. \tag{36}
\]

In a system with imperfect CSIT, however, the transmitter does not know the value of \( \delta_{b,m}(t) \). In fact, it has only access to the set of variables \( \Phi_{b,m}(t) \). In this case, a robust transmitter design can guarantee a BLER outage probability \( \bar{\pi}_m \) associated to a maximum allowable BLER \( \bar{\epsilon}_m \). That is, given \( p_{b,m}(t) \), \( \sigma^2_\eta \) and \( \Phi_{b,m}(t) \), the transmitter can select the optimal MCS scheme as the one with transmission rate

\[
\rho_{b,m}(t) = \max \left\{ \varrho_m^{(n)} : \Pr \left\{ \epsilon \left( \gamma_{b,m}(t), \varrho_m^{(n)} \right) \geq \bar{\epsilon}_m \right\} \leq \bar{\pi}_m \right\} \tag{37}
\]

\[
= \max \left\{ \varrho_m^{(n)} : F_{\delta_{b,m}(t)|\Phi_{b,m}(t)} \left( \frac{N_s \sigma^2_\eta \Gamma_m^{(n)}}{p_{b,m}(t)} \right) \leq \bar{\pi}_m \right\}.
\]

Thus, as for the ideal CSIT case, the transmission rate \( \rho_{b,m}(t) \) can be expressed using the staircase function in (35) by substituting \( \gamma_{b,m}(t) \) with

\[
\hat{\gamma}_{b,m}(t) = \frac{p_{b,m}(t)}{N_s \sigma^2_\eta} F^{-1}_{\delta_{b,m}(t)|\Phi_{b,m}(t)} \left( \bar{\pi}_m \right). \tag{38}
\]
b) Continuous-rate AMC: A useful abstraction when exploring rate limits is to assume that each user’s set of MCSs is infinite. In this case, for each value of $\gamma \geq 0$ there is an MCS characterized with a transmission rate
\[
\varrho_m(\gamma) = \frac{1}{T_o} \log_2 \left( 1 + \frac{\gamma}{\Lambda_m} \right),
\]
and a BLER given by
\[
\epsilon(\gamma_{b,m}(t), \varrho_m(\gamma)) = \begin{cases} 
1, & \gamma_{b,m}(t) < \gamma \\
0, & \text{otherwise},
\end{cases}
\]
where $\Lambda_m \geq 1$ represents the coding gap due to the utilization of a practical (rather than ideal) coding scheme. With $\Lambda_m = 1$ this expression results in the Shannon’s capacity limit and allows the comparison of practical AMC-based schemes against fundamental capacity-achieving benchmarks.

In a system with ideal CSIT, given the instantaneous SNR $\gamma_{b,m}(t)$, the transmitter can use (40) to select the most adequate MCS scheme as the one with transmission rate
\[
\rho_{b,m}(t) = \max \{ \varrho_m(\gamma) : \epsilon(\gamma_{b,m}(t), \varrho_m(\gamma)) \leq \hat{\epsilon}_m \} = \frac{1}{T_o} \log_2 \left( 1 + \frac{p_{b,m}(t)\delta_{b,m}(t)}{N_{sc}\sigma^2\eta\Lambda_m} \right).
\]
In a system with imperfect CSIT, the maximum allowable transmission rate fulfilling the prescribed BLER constraints can be obtained as
\[
\rho_{b,m}(t) = \max \{ \varrho_m(\gamma) : \Pr \{ \epsilon(\gamma_{b,m}(t), \varrho_m(\gamma)) \geq \hat{\epsilon}_m \} \leq \hat{\pi}_m \}
= \max \left\{ \varrho_m(\gamma) : F_{\delta_{b,m}(t)\Phi_{b,m}(t)} \left( \frac{N_{sc}\sigma^2\eta}{p_{b,m}(t)} \right) \leq \hat{\pi}_m \right\}
= \frac{1}{T_o} \log_2 \left( 1 + \frac{p_{b,m}(t)F_{\delta_{b,m}(t)\Phi_{b,m}(t)}^{-1}(\hat{\pi}_m)}{N_{sc}\sigma^2\eta\Lambda_m} \right).
\]

C. Statistically robust scheduling predictions

As shown in [11], most of the SRA schemes that have been proposed in the literature can be interpreted as decision making algorithms that, at the beginning of time slot $t$ estimate or predict the future behavior of QoS quantitative performance measures such as the throughput, average delay, queue length and/or head-of-line delay, and decide which users will be granted a transmission opportunity and the amount of resources that they will be allocated.
At the beginning of time slot \( t \), MS \( m \) is assumed to have \( Q_m(t) \) bits in the queue. If there are \( A_m(t) \) bits arriving during time slot \( t \), the queue length at the end of this time slot, assuming queues of infinite capacity\(^3\), can then be expressed as [8, Section IV.A]

\[
Q_m(t + 1) = Q_m(t) + A_m(t) - R_m(t) N_o T_o,
\]

where

\[
R_m(t) = \min \left\{ \sum_{b=1}^{N_b} \vartheta_{b,m}(t) r_{b,m}(t), \sum_{b=1}^{N_b} \vartheta_{b,m}(t) q_{b,m}(t) \frac{N_o T_o}{N_s N_o T_o} \right\},
\]

with

\[
\vartheta_{b,m}(t) = \begin{cases} 
1 & \text{successful transmission of RB} \\
0 & \text{otherwise}
\end{cases},
\]

and \( \sum_{b=1}^{N_b} q_{b,m}(t) = Q_m(t) \), that is, \( q_{b,m}(t) \) denotes the quantity of information that is transmitted by MS \( m \) on RB \( b \) when \( Q_m(t) \leq N_s N_o T_o \sum_{b=1}^{N_b} \rho_{b,m}(t) \).

1) Predicting the queue length: As \( A_m(t) \) and \( \vartheta_m(t) = \{ \vartheta_{b,m}(t) \}_{b=1}^{N_b} \) are unknown at the beginning of time slot \( t \), and assuming that the DLC layer only knows the average arrival data rate \( \lambda_m \), then a prediction of the queue length at the end of this time slot can be obtained from (43) as

\[
\hat{Q}_m(t + 1) = E_{A_m,\vartheta_m} \{ Q_m(t + 1) \} = Q_m(t) + \lambda_m T_s - \overline{R}_m(t) N_o T_o,
\]

where \( E_x \{ \cdot \} \) denotes the statistical expectation operator with respect to the random variables in vector \( x \) and, thus,

\[
\overline{R}_m(t) = \min \left\{ \sum_{b=1}^{N_b} \overline{\vartheta}_{b,m}(t) r_{b,m}(t), \sum_{b=1}^{N_b} \overline{\vartheta}_{b,m}(t) q_{b,m}(t) \frac{N_o T_o}{N_s N_o T_o} \right\},
\]

with

\[
\overline{\vartheta}_{b,m}(t) = 1 - \epsilon_m(\gamma_{b,m}(t), \rho_{b,m}(t)),
\]

for the ideal CSIT case, and

\[
\overline{\vartheta}_{b,m}(t) = 1 - E_{\vartheta_{b,m}(t) \mid \Phi_{b,m}(t)} \{ \epsilon_m(\gamma_{b,m}(t), \rho_{b,m}(t)) \},
\]

for the partial CSIT case.

\(^3\)With a slight increase in notational complexity, this framework can be easily extended to the case with finite capacity queues by taking into account the overflown information bits when the queues are found full.
In a continuous allocation system (CRA) using an MCS with \( \rho_{b,m}(t) = q_m(\gamma) \) the BLER can be expressed as in (40) and, thus, \( \overline{\nu}_{b,m}(t) = 1 \) for the ideal CSIT case, and

\[
\overline{\nu}_{b,m}(t) = 1 - E_{\delta_{b,m}(t)}(\Phi_{b,m}(t)) \{ \epsilon_m(\gamma_{b,m}(t), \rho_m(\gamma)) \}
\]

\[
= 1 - F_{\delta_{b,m}(t)}(\Phi_{b,m}(t)) \left( \frac{N_{sc}\sigma_n^2 \gamma}{p_{b,m}(t)} \right) = 1 - \bar{\pi}_m,
\]

(50)

for the partial CSIT case.

On the other hand, in a discrete allocation system (DRA) using MCS \( n \), the BLER can be expressed as in (33), hence

\[
\overline{\nu}_{b,m}(t) = \overline{\nu}^{(n)}_{b,m}(t) = 1 - \kappa_1^{(n)} \exp \left( -\frac{\kappa_2^{(n)} \gamma_{b,m}(t)}{2T_o} - 1 \right),
\]

(51)

for the ideal CSIT case, and

\[
\overline{\nu}_{b,m}(t) = \overline{\nu}^{(n)}_{b,m}(t) = 1 - E_{\delta_{b,m}(t)}(\Phi_{b,m}(t)) \{ \epsilon_m(\gamma_{b,m}(t), \rho_m^{(n)}) \}
\]

\[
= 1 - F_{\delta_{b,m}(t)}(\Phi_{b,m}(t)) \left( \frac{N_{sc}\sigma_n^2 \gamma^{(n)}}{p_{b,m}(t)} \right) - \frac{\kappa_1^{(n)} \exp \left( -\frac{\zeta^2 \| u_{b,m}(t) \|^2}{\sigma_{T,b,m}(t)} \right)}{\left[ B^{(n)}_{b,m}(t) \right]^{N_{R}^{(m)}}} | R_{Rb,m} |
\]

\[
\times \sum_{k=0}^{\infty} \frac{(-1)^k \nu_{b,m}^{(k)}(t) \Gamma \left( N_R^{(m)} + k \right)}{k! \Gamma \left( N_R^{(m)} + k \right)} \left[ B^{(n)}_{b,m}(t) \right]^k
\]

(52)

for the partial CSIT case, where

\[
B^{(n)}_{b,m}(t) = \frac{\kappa_2^{(n)} \sigma_{T,b,m}(t)p_{b,m}(t)}{N_{sc}\sigma_n^2 \left( 2T_o \bar{\rho}_m^{(n)} - 1 \right)} + \omega.
\]

(53)

For uncorrelated receive antennas, i.e. \( R_{Rb,m}(t) = I_{N_{R}^{(m)}} \), (52) simplifies to (with \( \omega = 1 \))

\[
\overline{\nu}_{b,m}(t) = \overline{\nu}^{(k)}_{b,m}(t) = 1 - E_{\delta_{b,m}(t)}(\Phi_{b,m}(t)) \{ \epsilon_m(\gamma_{b,m}(t), \rho_m^{(k)}) \}
\]

\[
= 1 - F_{\delta_{b,m}(t)}(\Phi_{b,m}(t)) \left( \frac{N_{sc}\sigma_n^2 \gamma^{(k)}}{p_{b,m}(t)} \right) - \frac{\kappa_1^{(k)} \exp \left( -\frac{\kappa_2^{(k)} \gamma^{(k)}}{2T_o} - 1 \right)}{\left[ B^{(n)}_{b,m}(t) \right]^{N_{R}^{(m)}}} \exp \left( -\frac{\kappa_2^{(k)} \zeta^2 \| u_{b,m}(t) \|^2}{\sigma_{T,b,m}(t) B^{(n)}_{b,m}(t)} \right)
\]

\[
\times Q_{N_{R}^{(m)}} \left( \frac{2\zeta^2 \| u_{b,m}(t) \|^2}{\sigma_{T,b,m}(t) B^{(n)}_{b,m}(t)} \right), \frac{2B^{(n)}_{b,m}(t)N_{sc}\sigma_n^2 \gamma^{(k)}}{p_{b,m}(t)\sigma_{T,b,m}(t)}
\]

(54)
2) Predicting the head-of-line delay: The HOL delay of user $m$ at the beginning of time slot $t$ (or equivalently, the end of time slot $(t - 1)$) can be written as $W_{\text{HOL},m}(t) = tT_s - \tau_m^{(A)}(t)$, where $\tau_m^{(A)}(t)$ denotes the arrival time of the HOL packet to the queue of user $m$. Hence, the predicted HOL delay at the end of time slot $t$ can be readily obtained as

$$W_{\text{HOL},m}(t + 1) = (t + 1)T_s - \hat{\tau}_m^{(A)}(t + 1)$$

$$= (t + 1)T_s - \left(\tau_m^{(A)}(t) + \frac{R_m(t)N_oT_o}{\lambda_m}\right)$$

$$= W_{\text{HOL},m}(t) + T_s - \frac{R_m(t)N_oT_o}{\lambda_m}. \quad (55)$$

IV. Unified Optimization Framework

The main objective of cross-layer SRA algorithms over a wireless network is the establishment of effective policies able to optimize metrics related to spectral/energy efficiency and fairness, while satisfying prescribed QoS constraints. The issues of efficient and fair allocation of resources have been intensively investigated in the context of economics, where utility functions have been used to quantify the benefit obtained from the usage of a pool of resources. In a similar way, utility theory can be used in wireless communication networks to evaluate the degree up to which a given network configuration can satisfy users’ QoS requirements [4], [5]. Invoking the procedure presented in [11] (and references therein), the cross-layer SRA problem at hand can be formally posed as

$$\max_{p \in \mathcal{P}} \sum_{m=1}^{N_m} w_m \bar{r}_m$$

subject to

$$\sum_{m=1}^{N_m} \sum_{b=1}^{N_b} p_{b,m} \leq P_T,$$

where $\bar{r}_m = \sum_{b=1}^{N_b} \bar{q}_{b,m} r_{b,m}$ is the effective date rate allocated to user $m$, and the $w_m$’s are the weighing coefficients used to implement different schedulers based on the predicted parameters. Details on how to set the weighing coefficients to follow prescribed scheduling rules can be found in [11]. For completeness, weights for some popular schedulers are given next.

$^4$Note that since optimization is performed on a RB-by-RB basis, from this point onwards the time dependence (i.e., $(t)$) of all the variables will be dropped.
• **Proportional fair (PF) rule** [40] is based on a channel-aware scheduling rule aiming at maximizing the logarithmic-sum-throughput of the system. It is often implemented using weights defined by

\[ w_m = 1/\tilde{r}_m, \quad \forall m, \]  

(57)

where \( \tilde{r}_m \) is the average effective data rate actually allocated to user \( m \), which is calculated using a moving average over a relatively long sliding window [41].

• **Modified largest weighted delay first (MLWDF)** [42] is based on a channel- and queue-aware scheduling rule. At each time slot \( t \), the MLWDF scheduler aims at choosing the best combination of queueing delay and potential transmission rate by setting the weights to [42],

\[ w_m = \phi_m W_{HOL,m}/\tilde{r}_m, \quad \forall m, \]  

(58)

where \( \phi_m \) are arbitrary positive constants that can be used to set different priority levels between traffic flows. In order to guarantee that users with absolute delay requirement \( \tilde{D}_m \) and maximum outage delay probability requirement \( \tilde{\xi}_m \) will be satisfied, the authors of [42] propose to properly set the values of \( \phi_m \) as

\[ \phi_m = -\frac{\log(\tilde{\xi}_m)}{\tilde{D}_m}, \]  

(59)

providing in this way QoS differentiation among flows.

• **Exponential (EXP) rule** [43] is also based on a channel- and queue-aware throughput optimal scheduling rule that considers the waiting time in the queues, the instantaneous potential transmission rates and the maximum tolerable delay requirements. The weights in this case can be shown to be defined by

\[ w_m = \frac{\phi_m}{\tilde{r}_m} \exp \left( \frac{\phi_m W_{HOL,m} - \overline{\Phi W}}{1 + \sqrt{\overline{\Phi W}}} \right) \]

for all \( m \), with

\[ \overline{\Phi W} = \frac{1}{N_m} \sum_{m=1}^{N_m} \phi_m W_{HOL,m}. \]  

(60)

The optimization problem formulated in (56) is general enough to account for different power and rate allocation strategies: uniform power allocation (UPA), adaptive power allocation (APA), continuous rate allocation (CRA) and discrete rate allocation (DRA), which are next treated in detail.
A. Uniform Power Allocation

Let us assume that the BS transmit power $P_T$ is uniformly allocated to all subbands. In this case, if subband $b$ is allocated to user $m_b^*$, then the subband exclusive allocation constraint (i.e., $p \in \mathcal{P}$) forces that

$$p_{b,m} = \begin{cases} P_T/N_b, & m = m_b^* \\ 0, & m \neq m_b^* \end{cases},$$

for all $b$. Thus, using (32) in (56) it is straightforward to show that subband $b$ must be allocated to MS $m_b^*$ satisfying

$$m_b^* = \arg \max_{m \in \mathcal{N}_m} \{ w_m \bar{\vartheta}_b, m \rho_{b,m} \}, \ \forall b,$$

with $\rho_{b,m}$ obtained as in (35) (see also (38)), for the DRA case, or (41) and (42), for the CRA case.

B. Adaptive Power Allocation

The objective function in (56) is concave, but $\mathcal{P}$ is a highly non-convex discrete constraint space. Fortunately, problem (56) is separable across subbands and, as stated in [38], [44], it can be approached by using Lagrange duality principles. With $\mu$ denoting the Lagrange multiplier associated with the power constraint, the Lagrangian of (56) can be expressed as

$$L(p, \mu) = \sum_{m=1}^{N_m} w_m \sum_{b=1}^{N_b} \bar{\vartheta}_{b,m} r_{b,m} + \mu \left( P_T - \sum_{m=1}^{N_m} \sum_{b=1}^{N_b} p_{b,m} \right),$$

and the dual problem can then be written as [45]

$$g(p, \mu) = \min_{\mu \geq 0} \left\{ \max_{p \in \mathcal{P}} L(p, \mu) \right\} = \min_{\mu \geq 0} \left\{ \max_{p \in \mathcal{P}} \left[ \sum_{m=1}^{N_m} \sum_{b=1}^{N_b} \left( w_m \bar{\vartheta}_{b,m} r_{b,m} - \mu p_{b,m} \right) \right] + \mu P_T \right\}.$$

Now, using the subband exclusive allocation constraint and the separability of power variables across subbands, the dual problem can be simplified as

$$g(p, \mu) = \min_{\mu \geq 0} \left\{ \sum_{b=1}^{N_b} \max_{p_{b,m} \geq 0} \left\{ w_m \bar{\vartheta}_{b,m} r_{b,m} - \mu p_{b,m} \right\} + \mu P_T \right\}.$$

The solution to the simplified dual problem is given by optimizing (65) over all $(p, \mu) \geq 0$. This optimization can be done iteratively and coordinate-wise, starting with the $p$ variables and continuing with $\mu$.

1) Optimizing the dual function over $p$: 

a) Continuous rate allocation (CRA): For a given value of $\mu$, in case of using $\rho_{b,m}$ as defined in either (41), for the ideal CSIT case, or (42), for the imperfect CSIT case, the innermost maximization in (65) provides a multilevel water-filling closed-form expression for the optimal power allocation given by

$$p_{b,m}^* = \left[ \frac{N_{sc}w_m\bar{y}_{b,m}}{\mu T_o \ln 2} - \frac{N_{sc}\Lambda_m\sigma^2_n}{\varphi_{b,m}} \right]^+, \tag{66}$$

where $[x]^+ \triangleq \max\{0, x\}$ and

$$\varphi_{b,m} = \begin{cases} 
\delta_{b,m} & \text{for perfect CSIT} \\
F_{\delta_{b,m}}^{-1}(\Phi_{b,m}(\pi_m)) & \text{for imperfect CSIT} 
\end{cases} \tag{67}$$

Now, using (66) in (65) yields

$$g(\mu) = \min_{\mu \geq 0} \left\{ \sum_{b=1}^{N_b} \max_{m \in \Lambda_m} \left\{ w_m \bar{y}_{b,m}\bar{r}_{b,m}^* - \mu p_{b,m}^* \right\} + \mu P_T \right\}, \tag{68}$$

where

$$\bar{r}_{b,m}^* = \frac{N_{sc}T_o}{\log_2(1 + \frac{p_{b,m}^*\varphi_{b,m}}{\sigma^2_n N_{sc}\Lambda_m})}. \tag{69}$$

Hence, for a fixed dual variable $\mu$, the subband $b$ will be allocated to MS $m_{b}^*$ satisfying

$$m_{b}^* = \arg\max_{m \in \Lambda_m} \left\{ w_m \bar{y}_{b,m}\bar{r}_{b,m}^* - \mu p_{b,m}^* \right\}, \forall b. \tag{70}$$

b) Discrete rate allocation (DRA): In this case, the innermost maximization in (65) has to deal with a non-derivable discontinuous objective function. However, an approach derived from that proposed by Wong and Evans in [38, Chapter 3] can be applied to arrive at either the optimal or an approximate suboptimal solution. Using (35) the set of non-negative real numbers (i.e., $\mathbb{R}^+$) can be subdivided, for each MS $m$ and subband $b$, into the $N_n$ segments

$$\mathcal{R}_{b,m,n}^+ = \left[ \frac{N_{sc}\sigma^2_n \Gamma_m^{(n)}}{\varphi_{b,m}}, \frac{N_{sc}\sigma^2_n \Gamma_m^{(n+1)}}{\varphi_{b,m}} \right], n \in \mathcal{N}_n. \tag{71}$$

Furthermore, it can be shown that, over each of these segments, the optimization subproblem is a standard concave maximization over a convex set with a unique solution given by

$$p_{b,m}^{(n)} = \arg\max_{p_{b,m} \in \mathcal{R}_{b,m,n}^+} \left\{ w_m N_{sc} \bar{y}_{b,m}\mathcal{U}_m^{(n)} - \mu p_{b,m} \right\}, \tag{72}$$

Subsequent expressions involving (67) should be understood to be valid for any type of CSIT just by choosing the corresponding entry for $\varphi_{b,m}$. 
which can be found by a standard line-search algorithm. As a consequence, there only exist \( N_n \) candidate power allocations

\[
p_{b,m}^* \in \left\{ p_{b,m}^{(0)*}, p_{b,m}^{(1)*}, \ldots, p_{b,m}^{(N_n-1)*} \right\}
\]

from which the one maximizing \( w_m N_{sc} \tilde{\eta}_{b,m}^{(n)} \varrho_m^{(n)} - \mu p_{b,m}^{(n)*} \) must be selected, that is,

\[
p_{b,m}^* = (n_{b,m}^*)^*, \quad (74)
\]

where

\[
n_{b,m}^* = \arg \max_{n \in N_n} \left\{ w_m N_{sc} \tilde{\eta}_{b,m}^{(n)*} \varrho_m^{(n)} - \mu p_{b,m}^{(n)*} \right\}. \quad (75)
\]

Furthermore, as in the CRA case, given \( \mu, n_{b,m}^* \) and \( p_{b,m}^* \), the subband \( b \) must be allocated to MS \( m_b^* \) satisfying

\[
m_b^* = \arg \max_{m \in N_m} \left\{ w_m N_{sc} \tilde{\eta}_{b,m}^{(n_{b,m}^*)} \varrho_m^{(n_{b,m}^*)} - \mu p_{b,m}^* \right\}, \quad \forall b. \quad (76)
\]

An approximate, less complex, suboptimal solution can be obtained if instead of using (51) or (52) to obtain the exact expression for \( \tilde{\eta}_{b,m}^{(n)} \), we use the approximations\(^6\)

\[
\tilde{\eta}_{b,m}^{(n)} = \begin{cases} 
1 & \text{for ideal CSIT} \\
1 - \tilde{\pi}_m & \text{for partial CSIT,}
\end{cases} \quad (77)
\]

which are not dependent on the value of \( p_{m,b} \). In these cases, if a power allocation \( p_{b,m} \in \mathcal{R}_{b,m,n}^+ \) is used, then (72) can be approximated as

\[
p_{b,m}^{(n)*} \simeq N_{sc} \Theta_m^{2(n)} / \varphi_{b,m}. \quad (78)
\]

2) Optimizing the dual function over \( \mu \): Once known the optimal vector \( p^* \) for a given \( \mu \), the dual optimization problem (65) reduces to

\[
g(\mu) = \min_{\mu \geq 0} \left\{ \sum_{b=1}^{N_b} \left( w_m \tilde{\eta}_{b,m}^{*} N_{sc} \rho_{m,b}^{*} - \mu \rho_{m,b}^{*} \right) + \mu P_T \right\}. \quad (79)
\]

Using standard properties of dual optimization problems [38], [44], it can be shown that this problem is convex with respect to \( \mu \), and thus, derivative-free line search methods like, for example, Golden-section or Fibonacci, can be used to determine \( \mu^* \). Once \( \mu^* \) has been found, it can be used to obtain optimal power, subband and rate allocation for each of the data flows in the system.

\(^6\)These are excellent approximations when using AMC schemes based on powerful Turbo or low-density parity-check (LDPC) codes characterized with very steep slopes in the waterfall region of the BLER curves. For instance, Turbo codes showing these characteristics have been standardized by 3GPP for use in the evolved-UTRAN (E-UTRAN) radio access of Long Term Evolution (LTE) and LTE-Advanced (LTE-A) systems [21], [22].
V. Numerical Results

This section, using the unified cross-layer framework introduced in previous sections, presents results that serve to illustrate how this can be used to evaluate different SRA policies under different CSIT conditions. To this end, a unicellular downlink MIMO-OFDMA wireless network with a cell radius of 500 m has been simulated with a BS serving a set of MSs uniformly distributed over the whole coverage area. System parameters have been defined based on current LTE specifications [46]. In particular, the entire system bandwidth is $B = 10$ MHz, and is divided into $N_b = 50$ orthogonal subbands, each with a bandwidth $B_b = 16.67$ kHz and consisting of $N_{sc} = 12$ adjacent subcarriers. Transmission between the BS and active MSs is organized in time slots of duration $T_s = 0.46$ ms with each of these slots consisting of $N_o = 7$ OFDM symbols of duration $T_o = 61.13$ µs (excluding the cyclic prefix\(^7\)). Thus, the basic resource unit is formed by 12 adjacent subcarriers (one subband) over 7 OFDM symbols (one time slot), usually known as a resource block. However, and following the LTE scheduling procedure, the SRA process takes place over two consecutive RBs (RB pair). A wireless channel including the path-losses, shadowing effects and frequency-, time- and space-selective fading experienced by the transmitted signal on its way from the BS to the MSs, has been generated conforming to the Extended Typical Urban (ETU) channel model defined within LTE [47] with a shadow fading standard deviation of 6 dB. For clarity, three different scenarios have been considered, namely, homogeneous and heterogeneous traffic conditions are covered in Scenarios 1 and 2, respectively, while the third scenario is devoted to the study of correlation effects. For all scenarios, and without loss of generality, the BS is assumed to have two transmit antennas ($N_T = 2$) whereas MSs are also assumed to have two receive antennas ($N_R = 2$). Moreover, correlation matrices are assumed to be common to all MSs and across the different subbands ($R_{Rb,m} = R_R, R_{Tb,m} = R_T \ \forall b, m$) and of the form

$$R_R = \begin{pmatrix} 1 & \rho_{rx} \\ \rho_{rx} & 1 \end{pmatrix}, \quad R_T = \begin{pmatrix} 1 & \rho_{tx} \\ \rho_{tx} & 1 \end{pmatrix}.$$ \hspace{1cm} (80)

In Scenarios 1 and 2 the correlation of the Tx and Rx antenna arrays is defined by setting $\rho_{tx} = \rho_{rx} = 0.1$. In Scenario 3, the correlation factor is the parameter under study.

\(^7\)Note that in LTE, the first OFDM symbol within a slot has a CP duration slightly longer than the rest. In this work, and for the sake of implementation simplicity, all OFDM symbols forming a slot are assumed to have a CP with a duration of 4.7 µs.
The outage and maximum BLER have been set to \( \bar{\pi}_m = \bar{\epsilon}_m = 0.01 \) for all scenarios. For the simulation results in which discrete rate adaptation (DRA) is used, MCSs defined within LTE are employed whose transmission rates \( \varrho_m^{(n)} \) are specified in Table 7.2.3-1 in [48] and lie in the range \((0.15, 5.55)\) bits/s/Hz. The parameters \( \kappa_1^{(n)} \), \( \kappa_2^{(n)} \) and \( \gamma_m^{(n)} \) in (33) have been extracted from [19] and the approximation given by (77) has been used because, as it is shown in [19], it entails a negligible performance loss with respect to the use of the more complex (52)-(54). To illustrate the merits of the proposed robust design (based on an equivalent channel gain defined by \( F_{\delta_{b,m}}^{-1}(\pi_m) \)), we will compare it against a naive cross-layer design in which SRA is based on the equivalent channel gain defined by \( \delta_{b,m}(t) = \| \mathbf{H}_{b,m}(t) \mathbf{\bar{v}}_{b,m}(t) \|^2 \) where \( \mathbf{\bar{v}}_{b,m}(t) \) is the eigenvector associated to the largest eigenvalue of matrix \( \mathbf{H}_{b,m}(t) \mathbf{H}_{b,m}(t) \). The naive character of this strategy stems from the fact that it neglects the imperfect character of the available CSIT and prescribed QoS constraints.

A. Scenario 1: homogeneous traffic

Without loss of generality, Scenario 1 considers a set of \( N_m = 8 \) users all receiving information streams of the same traffic class, assumed to be RT traffic streams with a maximum allowable delay of \( \bar{D}_m = 50 \) ms. For the simulations shown here, we concentrate on the use of the MLWDF scheduler.

Figures 2 and 3 depict the attained average throughput as a function of the incoming traffic for CRA and DRA schemes, respectively, and for a variety of CSIT conditions under UPA and APA. Two common traits to all curves in these figures are: 1) for low incoming traffic, the system is able to dispatch it all, thus the throughput vs arrival curves initially increase with a slope of 1 up to the point where saturation appears, an indication that the system can no longer serve all the incoming traffic, and 2) it can be clearly appreciated how regardless of the design and power allocation, better CSIT quality (i.e., higher \( \zeta \)) leads to improved system performance.

Concentrating now on the CRA case (Fig. 2), it is very remarkable the great advantage offered by the robust design in front of the naive design. The poor performance of the naive design even for accurate CSIT (\( \zeta = 0.99 \)) is to be sought in the continuous nature of the system. Figure 4 presents pdf estimates of the equivalent channel gains used to perform the resource allocation when using the robust design \( (F_{\delta_{b,m}}^{-1}(\pi_m)) \) for poor (\( \zeta = 0.9 \)) and accurate (\( \zeta = 0.99 \)) CSIT, and also when using the naive design \( (\delta_{b,m}(t)) \). Notice that only one pdf is show for the naive
design as this does not take into account the imperfect character of the CSIT. Note how the channel gains onto which the robust design performs the resource allocation do indeed vary in accordance with the CSIT quality. In particular, when CSIT is poor the robust design utilizes conservative estimates of the channel gains (mostly between 0 and 2) owing to the uncertainty with which they have been estimated. In contrast, when CSIT is accurate the effective channel gains are larger to reflect the larger confidence in the estimation. Note that as $\zeta \rightarrow 1$, both designs, naive and robust, will lead to equal effective channel gains, which in turn result in the same $pdf$. It may seem somewhat counterintuitive that for accurate CSIT, the robust detector so clearly outperforms the naive design. The explanation is due to the fact that even for an extremely
accurate CSIT, when the presumed channel gain guiding the resource allocation process is almost identical to the actual channel gain, there is always a $\frac{1}{2}$ probability that the presumed gain exceeds the real gain, in which case the capacity for that particular frequency band drops to zero (capacity outage). In fact, it can be observed in Fig. 2 that for $\zeta = 0.99$, the achievable saturated throughput for the naive design actually approaches half the one of the robust design due to this effect. The performance of the naive design could certainly be improved if a certain safety rate backoff [18] was applied when estimating the channel gain employed to drive the resource allocation. In fact, this is the mechanism that actually implements the robust design introduced in this paper, with the advantage that it is optimally tuned to the available CSIT accuracy and the specific QoS requirements (i.e., outage BLER). Finally, it is worth commenting that, in the CRA case, results are only shown for UPA as the benefits of APA were found to be virtually negligible (see [11]).

Turning now the attention to the DRA case (Fig. 3), it can be observed that the robust design still significantly outperforms the naive design. Nonetheless, the performance gap between them is far less pronounced than in the CRA case because indeed, operating with a discrete modulation and coding set (MCS) where a given MCS is optimum over an SNR range, somehow induces the safety rate backoff that was mentioned before. It is also remarkable that APA (for clarity shown only for the robust design) results in significant throughput gains, thus indicating that this strategy plays an important role in systems with constrained MCS sets.

Complementing the throughput plots, Fig. 5 presents the average BLER results for the robust and naive designs under CRA and DRA for two different levels of CSIT accuracy. Remarkably,
when using CRA the robust design satisfies with equality the prescribed instantaneous BLER outage constraint independently of the CSIT quality, thus somehow highlighting the optimum nature of the CRA scheme. When using the robust design in combination with DRA, the resulting average BLER is below the target as a result of often having to select the transmission mode in a rather conservative fashion due to the lack of granularity in the MCS set. In sharp contrast with the robust scheme, the naive design, regardless of the rate allocation and CSIT accuracy, is found unable to fulfill the BLER outage constraint.

B. Scenario 2: heterogeneous traffic

Scenario 2 is defined by a collection of users with different traffic requirements. In particular, it is assumed that there are $N^\text{RT}_m$ real-time traffic users, $N^\text{nRT}_m$ non real-time users and $N^\text{BE}_m$ best effort users with maximum allowable delays of 50, 100 and 300 ms, and with delay outage probabilities of 0.01, 0.1 and 0.1, respectively. Without loss of generality, for the results shown here it is assumed that $N^\text{RT}_m = N^\text{nRT}_m = N^\text{BE}_m = 4$ users, thus totalling 12 different users in the system. Furthermore, this section assumes the utilization of the robust design in combination with DRA+APA, as this configuration is the one most likely to be used in practical systems. Figure 6 evaluates how CSIT inaccuracies impact the different traffic classes for the case of MLWDF scheduling. First note that the throughput for the different traffic classes behaves in the expected way. In particular, it is clearly observed how, as the traffic arrivals increase, the
performance of the BE and nRT classes is sacrificed in order to keep serving the RT traffic class, which has the most stringent QoS requirements. Also, as expected, the more degraded the CSIT quality is, the lower the attained throughputs for all user types.

Figure 7 compares the throughput performance of different scheduling policies (PF, MLWDF and EXP) when considering a CSIT quality defined by $\zeta = 0.95$. Focusing first on the results for MLWDF and EXP schedulers, it can be concluded that both strategies are appropriate to handle heterogeneous traffic requirements despite notable differences between them: the EXP scheduler tends to favour the RT and nRT users at the cost of hardly providing any services to BE users. In fact, note how BE users, after a certain traffic arrival rate, stop being serviced under EXP scheduling and when the service to the RT class shows the first signs of saturation (around 8 Mbps), service to nRT users is drastically reduced. In contrast, the MLWDF, at least up to a certain traffic arrival rate, aims at splitting resources among all traffic classes. For comparison purposes, results for the PF scheduler are also shown. Notice how this scheduler allocates resources among users without taking into account the traffic class being served, thus resulting in similar throughput for all users in the system. Obviously, such scheduling policy cannot be considered adequate to handle heterogeneous traffic requirements. Figure 8 depicts the service coverage\(^8\) for the different schedulers where, as in previous figures, a CSIT quality

\(^8\)Defined as the percentage of users who achieve their QoS requirements in terms of minimum throughput or maximum allowable average or absolute delay.
defined by $\zeta = 0.95$ has been considered. Service coverage reveals that all schedulers are able to guarantee the QoS restrictions up to an scheduler-dependent limit, where from this point onwards the service coverage drops dramatically. As expected, the PF scheduler for both RT and nRT traffic, is the most sensitive one to an increase in traffic arrivals.

It is worth mentioning at this point that the results shown here are just a (representative) small fraction of the ones that can be shown. Measures such as the Jain’s fairness index for delay and throughput, probability of exceeding the prescribed delay and many others can be derived from
the proposed robust design. It should be clear from the results so far that a single metric is usually not representative of the merits or weaknesses a particular choice of system parameters may have, in fact, several performance indicators are often required to evaluate it. Remarkably, the proposed framework can be used to effectively evaluate the overall system performance by realizing that the only computationally-intensive part of the framework (i.e., the statistical characterization of the SINR under imperfect CSIT) needs only be evaluated once. This physical layer characterization can then serve to estimate the performance of different rate allocation strategies (DRA or CRA), power allocation techniques (APA or UPA), scheduling policies or arrival rates, to name a few, and see how the CSIT accuracy affects the different performance metrics.

C. Scenario 3: correlation effects

The last considered scenario is devoted to evaluate the effects of antenna correlation on the system performance using as a baseline the same setup of Scenario 2. For the results shown here, MLWDF scheduling in combination with DRA+APA is assumed.

Figures 9 and 10 present results for throughput and delay, respectively, when a significant amount of correlation is present at the transmitter or receiver side ($\rho_{tx} = 0.5$ or $\rho_{rx} = 0.5$). Figure 9 reveals that transmit correlation ($\rho_{tx} = 0.5$) has hardly any effect on the throughput and it can even bring along (rather minor) performance improvements, an effect well described in the literature (see Chapter 5 in [49]) in the context of MRT schemes with partial CSIT. In contrast, receiver correlation does indeed induce a significant performance loss that can be seen to affect every single traffic class, specially when the system reaches saturation. Similar conclusions can be drawn regarding the delay based on the results shown in Fig. 10, where it can be observed that receive correlation leads to larger delays whereas transmit correlation can even be marginally beneficial.

VI. CONCLUSIONS

This paper has considered the problem of resource allocation and scheduling in the context of (downlink) spatially correlated MIMO-OFDMA networks where the available CSIT information has limited accuracy. An analytical cross-layer framework has been developed that allows design decisions such as power, subcarrier and rate allocation, and scheduling strategy, to be taken in a robust manner by incorporating the degree of CSIT accuracy while maximising some
utility function subject to prescribed QoS constraints. The presented framework allows the study of many performance metrics of practical relevance such as throughout, fairness (in the form of the JFI), delay or service coverage. Numerical results drawn using parameters from current 4G systems serve to illustrate the versatility of the proposed cross-layer design in studying different SRA techniques. Transmit spatial correlation has been shown to play a minor role in overall network performance whereas receive correlation has indeed been observed to significantly impact the different performance metrics. Numerical results have clearly shown the
performance advantages of the proposed robust framework when compared to a naive design that neglects the imperfect nature of the CSIT, thus reveling the importance of incorporating statistical CSIT characterizations in the cross-layer SRA design. Further research work is expected to progress along three different, but rather intertwined, lines: 1) the generalization of the current framework to allow per-user multi-stream transmission, 2) the incorporation of multi-user MIMO mechanisms, and 3) the extension of the framework to multicell scenarios.
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