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ABSTRACT

OFDM is currently the most popular PHY-layer carrier modulation technique, used in the latest generations of cellular, Wi-Fi and TV standards. OFDM systems use cycle prefix to mitigate inter-symbol interference. However, most of the existing systems over-provision the size of the cycle prefix considering the worst case scenarios which rarely occur. We propose a novel OFDM PHY receiver design, called CPRecycle, that exploits the redundant cycle prefix to reduce the effects of interference from neighboring nodes. CPRecycle is based on the key observation that the starting position of the FFT window within the cyclic prefix at the OFDM receiver does not affect the received signal but can substantially reduce interference from concurrent transmissions. We further develop an algorithm that is able to find the optimal starting position of the FFT window for each subcarrier using a Gaussian kernel density function and a fixed sphere maximum likelihood detector. Through implementation and extensive evaluations using USRP and off-the-shelf IEEE 802.11g transmitters/interferers, we show the effectiveness of CPRecycle in significantly mitigating interference. CPRecycle only requires local modifications at the receiver and does not require changes in standards, making it incrementally deployable.

1. INTRODUCTION

Orthogonal Frequency Division Multiplexing (OFDM) is a spectrally efficient digital modulation method that is at the heart of almost all modern wireless systems. In OFDM, the stream of symbols (that represent the digitally modulated form of user data) are multiplexed over closely spaced subcarriers and transmitted as parallel sub-streams. Orthogonality of sub-carriers makes them non-interfering with each other and in turn leads to other benefits including robustness to frequency-selective fading, flexible/dynamic channel-aware allocation of sub-carriers to users and ease of spectrum aggregation. For these reasons, Wi-Fi (WLANs based on IEEE 802.11) standards since 802.11a/g have adopted OFDM as the physical layer underlying a CSMA/CA multiple access scheme. 4G LTE mobile networks take this further by incorporating a multiple access scheme called OFDMA that allocates different users to different subsets of subcarriers.

In this paper, we present a novel receiver design called CPRecycle that leverages the over-provisioned cyclic prefix to mitigate the interference from concurrent wireless transmissions. The key observation underlying CPRecycle design is that when the receiver performs FFT with different starting points in the redundant portion of the cyclic prefix, the resulting signal component remains the same across the different FFTs but interference can vary by as much as 40dB, as we demonstrate in our measurements.

The main design challenge is how to find the optimal starting point for the FFT as it depends on the content of the interfering packet and it varies across subcarriers. This is

1 More precisely, LTE uses OFDMA in the downlink direction. A variant called SC-FDMA is used for the uplink to suit lower cost and battery operated mobile transmitters with non-linear amplifiers.
very difficult as we cannot observe the interference signal in isolation. Instead, we create an empirical model of the interference as a function of the starting position of the FFT transformation. We then use this model to perform a maximum likelihood detection using the decoding outputs of all starting positions.

We implement CPRecycle on USRPs. An attractive aspect of CPRecycle is that it is local to the receiver and does not require any modification of the existing protocols nor changes at the transmitter, thus it can work with legacy devices. It is applicable to any OFDM/OFDMA based PHY with over-provisioned cyclic prefix. The computation complexity of CPRecycle can be tuned and it gracefully degrades to a standard OFDM receiver in the worst case.

In our evaluation we show that CPRecycle is useful in two important scenarios. The first scenario, co-channel interference, is a common case in real-world Wi-Fi deployments where multiple nodes access the same Wi-Fi channel at the same time. This can cause interference and packet losses, in particular in hidden-node scenarios. In the co-channel interference case we observe up to 15dB reduction in interference through the use of CPRecycle, even in case of the highest modulation rate (64QAM) and lowest coding rate (3/4).

The second important scenario is the adjacent channel interference scenario. All wireless transmitters experience RF leakage and cause interference even outside of their own channel. OFDM is able to maintain orthogonality between carriers only in perfectly synchronized systems, which rarely occurs [46]. In practice, there is a non negligible out-of-band interference and a guard-band is reserved to prevent interference between adjacent channels. We study the performance of CPRecycle interference mitigation in the adjacent channel interference scenario where we remove the guardband and tightly pack channels together. We observe that CPRecycle can remove up to 25dB of interference.

Through extensive simulation and experimental evaluations using USRP and commodity Wi-Fi hardware, we demonstrate the effectiveness of CPRecycle in significantly improving receiver side decoding in presence of interference, thereby also enabling efficient spectrum use. The network level benefits are significant due to the sharp drop in the average number of interfering neighbors in the network. In summary, the key contributions of this paper are:

- We propose CPRecycle, a novel receiver design that improves performance of existing OFDM-based wireless systems through an improved signal processing at the receiver, leveraging commonly overprovisioned OFDM cycle prefixes.
- As a part of CPRecycle, we propose a novel decoding algorithm that improves decoding performance by jointly decoding received signal over multiple FFT window positions.
- In our evaluation we show that we can reduce the effects of co-channel interference on a Wi-Fi receiver by up to 15dB and the effects of adjacent channel interference by up to 25dB by implementing only local modifications at the receiver.

Figure 1: Illustration of Adjacent Channel Interference and Co-channel Interference.

2. BACKGROUND

This sections gives a brief overview of interference in OFDM based systems and the use of cyclic prefix for inter-symbol interference avoidance.

2.1 Interference in OFDM

Adjacent channel interference [9,10,34,49,58,59] occurs when an interferer while transmitting in its own channels, leaks part of its power into the adjacent channels, corrupting the signal received by a receiver in those adjacent channels. This can be due to imperfect filters at the transmitters or due to intermodulation of signals. Zubow et al. [59] analyze the effects of adjacent channel interference on 802.11 WLANs and observe that adjacent channel interference causes severe problems with the carrier sensing mechanism in 802.11. It was found that the carrier sensing mechanism can be too restrictive in some cases, leading the node to mistakenly defer its transmission, and too optimistic in some cases resulting in packet losses. An illustration of adjacent channel interference is shown in Fig.1. In this example, the sender is assigned a 20MHz channel (from 24 to 44MHz) in which it transmits the signal of interest. The interferer although assigned an adjacent non-overlapping 20MHz channel (1 to 21MHz in Fig.1) leaks energy into the adjacent band interfering with the signal of interest leading to a drop in SINR by about 15dB.

Another scenario where adjacent channel interference might occur is when two neighboring transmitters use partially overlapping channels, a very common scenario in IEEE 802.11 networks due the limited number of non-overlapping channels. In this scenario, there are three main problems caused due to adjacent channel interference. (i) Incorrect determination of a busy medium: when a transmitter performs carrier sensing before transmitting a packet, it may detect a high energy level due to an interferer leaking energy into its adjacent bands. This leads the transmitter to incorrectly assume that the medium is in use and defer its transmission. (ii) Signal corruption due to power heterogeneity: a weak signal
received by a receiver can be corrupted a high power interferer located close by leaking energy into the adjacent bands. (iii) Hidden terminals and exposed terminals that cause signal corruption due to adjacent channel interference cannot be handled through RTS/CTS, since the nodes are operating on a different channel, even though they are overlapping channels. One of the defining features of adjacent channel interference is the effect of interference power heterogeneity. The subcarriers closer to the channels occupied by the interferer are affected by a stronger interfering signal in relative to the other subcarriers, leading to a varying effect in different subcarriers.

Co-channel interference [13,28] occurs when multiple transmitters use the same subset of frequencies for communication. In IEEE 802.11 standards, co-channel interference is mitigated with the use of CSMA/CA, where transmitters would scan for an idle medium before transmissions. However, in dense IEEE 802.11 WLAN deployments, this situation cannot be avoided due to the limited number of non-overlapping channels in the 2.4GHz ISM band and overcrowding [12]. Gummadi et al [17], in their study of the effects of co-channel interference on 802.11 networks show how an interfering signal that is about 1000 times weaker can cause significant packet losses in a WLAN.

The presence of co-channel interference can have other indirect effects on the network performance as well. Using CSMA/CA, 802.11 nodes must scan the medium (for 4μs for 20MHz channel) and perform a clear channel assessment to determine if the channel is busy before transmission. The clear channel assessment can result in a busy medium when one of two following conditions are satisfied: (i) Carrier Sense – it is able to detect and decode an 802.11 preamble; (ii) Energy Detection – the energy detected in the channel is atleast 20dB greater than the minimum modulation and coding rate sensitivity. In the presence of co-channel interference, the transmitter would perform an exponential back-off which reduces the achievable throughput. Significant improvements in throughput [48] can be achieved by reducing this energy detection threshold.

In cellular networks, the use of femto cells can cause co-channel interference when deployed in a co-channel or hybrid configuration. In these configurations, a macrocell is overlaid with OFDM based femto cells assigned an overlapping set of channels. This can cause co-channel interference between neighboring femto cells sharing the same set of channels (co-tier interference) or between a femto cell and a macro cell (cross-tier interference) [39]. While co-tier interference can be managed through an efficient allocation of subcarriers, it is far more difficult to manage cross-tier interference due to limited availability of the wireless spectrum.

2.2 Cyclic Prefix

In OFDM based systems, the cyclic prefix (CP) or guard interval, illustrated in Fig. 2, is used primarily to prevent inter-symbol interference (ISI). ISI is a type of signal distortion that is caused when consecutively transmitted symbols interfere with each other at the receiver. This is due to the multi-path propagation characteristics of the wireless channel, where a transmitted signal may take multiple paths from the transmitter to the receiver with different propagation delays and the multiple copies of the signal may interfere with itself. The cyclic prefix acts as a guard period between successive OFDM symbols, thereby completely eliminating the ISI. The duration of the cyclic prefix is chosen to be greater than the largest delay spread expected by any user in the target environment. It is usually defined in the communication standards and cannot be changed adaptively based on the environment due to interoperability issues.

In practice, cyclic prefix is a copy of a portion of the OFDM symbol towards its end, and it is inserted before the actual OFDM symbol. Because of the way cyclic prefix is constructed, only one symbol from the intended transmitter is received at any point in time during the whole course of duration spanning the cyclic prefix and actual OFDM symbol.

Table 1: Cyclic Prefix in 802.11 standards

<table>
<thead>
<tr>
<th>Standard</th>
<th>Bandwidth</th>
<th>FFT Size</th>
<th>CP Size</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>802.11a/g</td>
<td>20 MHz</td>
<td>64</td>
<td>16</td>
<td>0.8 μs</td>
</tr>
<tr>
<td>802.11n/ac</td>
<td>40 MHz</td>
<td>128</td>
<td>32 (16)</td>
<td>1.6 (0.8) μs</td>
</tr>
<tr>
<td>802.11n/ac</td>
<td>80 MHz</td>
<td>256</td>
<td>64 (32)</td>
<td>3.2 (1.6) μs</td>
</tr>
<tr>
<td>802.11n/ac</td>
<td>160 MHz</td>
<td>512</td>
<td>128 (64)</td>
<td>6.4 (3.2) μs</td>
</tr>
</tbody>
</table>

The downside of using cyclic prefix is that it lowers the spectral efficiency since no additional information is transferred during the cyclic prefix period. Note that cyclic prefix duration is chosen based on the maximum delay spread which can result in substantial portion of the overall symbol period being consumed by the cyclic prefix. For example, in 802.11 systems about 20% of the symbol duration is allocated for the cyclic prefix.

Table 2.2 lists size and duration of cyclic prefix specified in different 802.11 standards with the default long guard interval as well as the short guard interval (in parentheses). In LTE, the normal cyclic prefix length is 4.7μs, an overhead about 7% in an OFDM symbol with actual data portion of about 66.7μs. There is also an extended cyclic prefix of length 16.7μs specified in LTE for broadcast services and environments with long delay spreads, increasing the cyclic prefix related overhead to 25% in this case.
Studies that model the indoor propagation characteristics [18, 29, 55] of wireless signals, however, show that in most of the cases the multi-path delay spread is in the order of nano-seconds, suggesting that cyclic prefix in practice is usually over-provisioned by a significant amount. In these measurement based studies, the power delay profile, which is the strength of the received signal plotted against time, is used to characterize the multipath channel. The time delay between the multipath arrivals is used to determine the maximum delay spread in the environment, which is in the order of nano-seconds for various environments [18, 29, 55]. Since the inter-symbol interference from an OFDM symbol increases due to the increase in number of subcarriers, channels, as shown in Table 2.2, the duration of the cyclic prefix increases significantly in several environments.

Furthermore, the latest standards such as IEEE 802.11n/ac, support wider channel widths of up to 160MHz. With wider channels, as shown in Table 2.2, the duration of the cyclic prefix increases due to the increase in number of subcarriers. However, since the multipath delay spread is independent of the channel width, the number of samples that are unaffected by ISI (which is the portion of over-provisioned cyclic prefix) only increases with channel width.

3. OPPORTUNITIES IN CYCLIC PREFIX

In a standard OFDM system (illustrated in Fig. 3), the receiver discards the cyclic prefix before decoding the OFDM symbol. In this section we discuss the opportunities in retaining the cyclic prefix and using it to improve symbol decoding. We start by analyzing the effect of choosing different FFT windows on an OFDM symbol.

3.1 Sliding FFT Windows

Let us consider a discrete-time OFDM system, illustrated in Fig. 3. The system consists of $F$ subcarriers onto which complex data symbols $X_s$ are modulated using an inverse discrete Fourier transform (IDFT). Let vector

\[ X_s = (X_s[0], \ldots, X_s[F-1]) \]

where, $X_s[f] \in \mathcal{L} = \{l_1, l_2, \ldots, l_k\}$ denote, in frequency domain, a complex vector representing the $s^{th}$ OFDM symbol transmitted by the $n^{th}$ user, and $\mathcal{L}$ denotes the finite set of alphabet from the transmitter’s codebook, each corresponding to a lattice point. The time-domain representation of the OFDM symbol $s$ transmitted by the $n^{th}$ user is given by

\[ x_s = (x_s[0], \ldots, x_s[F-1]) \]

where,

\[ x_s[t] = \frac{1}{F} \sum_{f=0}^{F-1} X_s[f] e^{i2\pi ft/F}, \quad 0 \leq t < F \]

To eliminate the effects of dispersed channel distortion a cyclic prefix, which is a copy of a portion of the symbol, is prepended to each OFDM symbol. The time-domain signal with a cyclic prefix of size $C$ transmitted by node $n$ can be written as follows,

\[ x'_s[t] = x_s[t \mod F], \quad -C \leq t < F - 1 \]

The received signal $y_s$ for OFDM symbol $s$, contains $F+C$ samples, including the cyclic prefix of $C$ samples. To perform DFT on the received signal, a segment of size $F$ must be chosen with the rest of the $C$ samples disregarded from $y_s$. Since there are $P$ samples in the cyclic prefix that are not affected by ISI, as shown in Fig. 2, there are $P$ valid sampling windows which can be used to decode the data transmitted in symbol $s$. We refer to each of these $P$ sampling windows as segments. After channel equalization, since these $P$ segments are not affected by ISI, the signal received from the $j^{th}$ segment at subcarrier $f$ in OFDM symbol $s$ can be written as,

\[ \hat{X}_s^j[f] = \frac{1}{\tilde{H}} \sum_{i=0}^{P-1} y_s^j[f] e^{-i2\pi(C-P+j)f/F} + \mathcal{E}_s^j[f] \quad (1) \]

where, $\tilde{H}$ is the estimated channel matrix and $\mathcal{E}_s^j[f]$ is the cumulative noise on that subcarrier from the environment and other interferers.

In the time domain, these different segments correspond to different cyclic shifts of the data transmitted in the OFDM symbol. However, this translates to a frequency dependent phase rotation in the frequency domain which can be com-
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\[ \mu \text{ offset that is greater than 0.8} \]

between. The interferer transmits the signal with a temporal offset greater than 0.8 µs with 16 samples. To create a scenario with adjacent channel interference, contiguous subcarriers are assigned to the sender and interferer with 4 subcarriers as guardband in between. The interferer transmits the signal with a temporal offset that is greater than 0.8 µs, the duration of the cyclic prefix to create adjacent channel interference. To create co-channel interference, the interferer is assigned the same set of subcarriers used by the sender.

The key insight from analyzing the interference at the receiver is that the effect of interference varies significantly across the different FFT segments of the same OFDM symbol. For instance, an OFDM symbol received with -20dB SIR, is shown in Fig. 4a. In this scenario, the interferer occupies the subcarriers (68-132) adjacent to the sender (1 to 64) and due to a temporal offset greater than the duration of cyclic prefix, leaks energy into the adjacent bands distorting the sender’s signal. The normalized interference power (obtained by muting the sender) at subcarrier 63 as seen by the receiver for different levels of SIR, over all 16 possible FFT segments of an OFDM symbol is shown in Fig.4b. It can be seen that the interference power varies significantly across the FFT segments. For instance, in the presence of adjacent channel interference with -30dB SIR, the interference power varies by almost 40dB, with the lowest at FFT segment 6.

Combining this insight with the fact that these \( P \) values for each subcarrier \( f \) have the same signal component as stated in Proposition 3.1, but are affected by a different interference component as shown in Eq. 1, it is clear that identifying the best FFT segments for each subcarrier can have significant benefits over discarding the cyclic prefix as done in existing OFDM based wireless systems.

First, minimizing interference power in each subcarrier would reduce the overall effects of interference, enabling signal decoding even in the presence of interference and it can be effective for different types of interference. In the example discussed above in Fig. 4b with SIR -30dB, a standard OFDM receiver would have discarded the cyclic prefix and selected the 16th FFT segment where the interference is almost 35dB stronger than in FFT segment 6. We refer to a scheme identifying the FFT segment yielding the lowest interference power as the Oracle scheme, which assumes perfect knowledge of the interference at the receiver. The interference power in different subcarriers with a standard OFDM receiver and an Oracle receiver are shown in Fig. 4a. The oracle scheme is able to reduce the effects of interference in the channel used by the sender by about 20dB as illustrated.

Second, the sharp spectrum mask realized by choosing the best FFT windows can reduce the number of subcarriers used as guard-band between contiguous bands assigned to neighboring transmitters. This means cognitive users can be allocated frequencies that are much closer to incumbents, improving efficiency of spectrum use. For instance, from Fig. 4a, the spectrum mask realized using the oracle scheme (shown in red) is very sharp compared to the vanilla case of not using any adjacent channel interference mitigation mechanism (shown in blue). And the required guard band is significantly reduced from 5.3MHz to just 625KHz for an adjacent channel interference threshold of about -20dB, enabling efficient use of the spectrum.

However to exploit these opportunities, we need to be able to decode the received symbol in the presence of \( P \) redundant

\[
\theta^i[f] = e^{-j2\pi (C-P+f)/F} \tag{2}
\]

Hence, this predictable phase shift can be easily corrected to obtain \( P \) copies of the transmitted symbol.

**Proposition 3.1.** Choosing different FFT segments of an OFDM symbol does not affect the symbol except for a multiplicative phase shift due to the rotation in the time domain.

### 3.2 Opportunities for Interference Mitigation

To understand the effects of interference in different FFT segments, we conduct real life experiments with USRPs and implement the OFDM system illustrated in Fig. 3. We consider the communication between an 802.11g access point and client in the presence of (adjacent/co-channel) interference. The transmitter is assigned a total of 64 subcarriers of 312.5KHz width and the duration of the cyclic prefix is fixed at 0.8 µs with 16 samples. To create a scenario with adjacent channel interference, contiguous subcarriers are assigned to the sender and interferer with 4 subcarriers as guardband in between. The interferer transmits the signal with a temporal offset that is greater than 0.8 µs, the duration of the cyclic prefix to create adjacent channel interference. To create co-channel interference, the interferer is assigned the same set of subcarriers used by the sender.

The key insight from analyzing the interference at the receiver is that the effect of interference varies significantly across the different FFT segments of the same OFDM symbol. For instance, an OFDM symbol received with -20dB SIR, is shown in Fig. 4a. In this scenario, the interferer occupies the subcarriers (68-132) adjacent to the sender (1 to 64) and due to a temporal offset greater than the duration of cyclic prefix, leaks energy into the adjacent bands distorting the sender’s signal. The normalized interference power (obtained by muting the sender) at subcarrier 63 as seen by the receiver for different levels of SIR, over all 16 possible FFT segments of an OFDM symbol is shown in Fig.4b. It can be seen that the interference power varies significantly across the FFT segments. For instance, in the presence of adjacent channel interference with -30dB SIR, the interference power varies by almost 40dB, with the lowest at FFT segment 6.

Combining this insight with the fact that these \( P \) values for each subcarrier \( f \) have the same signal component as stated in Proposition 3.1, but are affected by a different interference component as shown in Eq. 1, it is clear that identifying the best FFT segments for each subcarrier can have significant benefits over discarding the cyclic prefix as done in existing OFDM based wireless systems.

First, minimizing interference power in each subcarrier would reduce the overall effects of interference, enabling signal decoding even in the presence of interference and it can be effective for different types of interference. In the example discussed above in Fig. 4b with SIR -30dB, a standard OFDM receiver would have discarded the cyclic prefix and selected the 16th FFT segment where the interference is almost 35dB stronger than in FFT segment 6. We refer to a scheme identifying the FFT segment yielding the lowest interference power as the Oracle scheme, which assumes perfect knowledge of the interference at the receiver. The interference power in different subcarriers with a standard OFDM receiver and an Oracle receiver are shown in Fig. 4a. The oracle scheme is able to reduce the effects of interference in the channel used by the sender by about 20dB as illustrated.

Second, the sharp spectrum mask realized by choosing the best FFT windows can reduce the number of subcarriers used as guard-band between contiguous bands assigned to neighboring transmitters. This means cognitive users can be allocated frequencies that are much closer to incumbents, improving efficiency of spectrum use. For instance, from Fig. 4a, the spectrum mask realized using the oracle scheme (shown in red) is very sharp compared to the vanilla case of not using any adjacent channel interference mitigation mechanism (shown in blue). And the required guard band is significantly reduced from 5.3MHz to just 625KHz for an adjacent channel interference threshold of about -20dB, enabling efficient use of the spectrum.

However to exploit these opportunities, we need to be able to decode the received symbol in the presence of \( P \) reducton

![Figure 4: (a) Almost 20dB reduction in interference by choosing best FFT segment for each subcarrier; (b) Interference power in a subcarrier at different FFT segments showing significant variation; (c) Constellation plot showing two lattice points and received signal in 5 FFT segments illustrating problems with a simple metric.](image-url)
It is not practical to possess perfect knowledge of interference at the receiver, without which the FFT segments with the minimum interference power cannot be identified. The Oracle scheme while it provides a clear picture of the opportunities for mitigating interference, is thus impractical.

Using simple statistical metrics to decode OFDM symbols using $P$ redundant copies is not effective and as a result underlying opportunities for mitigating interference may be squandered using them. To understand this, we define a naive decoder to identify the closest lattice point around which the signal received in different FFT segments is scattered. For each subcarrier we compute the average deviation of the received complex vector from the various possible lattice points for the modulation scheme used, over all the FFT segments. Then the lattice point with the minimum average deviation is assumed to be the correct one [38]:

$$l_\star = \arg \min_{l \in \mathcal{L}} \sum_{i=1}^{P} |\hat{X}_i[f] - l|$$

To illustrate this, we use an example scenario shown in Fig. 4c, with the set of possible lattice points of the transmitted signal (blue plus marker) and the signal received in different FFT segments (red cross marker). For simplicity, we consider only two lattice points (BPSK) and $P = 5$ (five FFT segments are used for decoding). In this instance, the transmitted signal corresponds to lattice point 1, and due to varying interference in different FFT segments, the received signal is scattered around the transmitted lattice point. To illustrate different scenarios where errors occur, we consider that one of the FFT segments suffers from strong interference and the received signal is close to lattice point 0 even though the transmitted signal corresponds to lattice point 1.

The first source of the error is the use of arithmetic mean in the naive decoder to determine the central tendency of the signal received in different FFT segments. It is well known that arithmetic mean is susceptible to outliers making it ineffective either due to a small sample size or if the underlying distribution is skewed. In the example discussed above, the received signal in four of the five FFT segments are closer to lattice point 1. However, due to a single outlier, on an average the five points are closer to lattice point 0 and hence are incorrectly identified. The small number of ISI free FFT segments further increase the proportion of these outliers.

Second the naive decoder assumes that the received signal from different FFT segments are on the correct lattice point. At the receiver, the signal corresponding to a lattice point would have been affected by fading and AWGN noise due to the wireless medium. The constellation decoders work under the assumption that of the received signal with the effects due to fading and noise perfectly removed would be exactly one of the lattice codes. However, this is not true in the presence of interference. With interference affecting each of the FFT segments apart from fading effects and channel noise, the received signal would be at a certain distance from the correct lattice point. In the example discussed above, four of the five points are at a similar distance away from the lattice point. Instead, if the received signal is expected to be at a certain distance from lattice point 1 then the decoder has a better chance of identifying the outlier.

Finally, the naive decoder completely ignores the phase errors due to interference. It only takes into account the am-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Packet success rate using Oracle scheme and the naive decoder showing deteriorating performance when interference increases; experiment settings: single adjacent channel interferer, QPSK with 3/4 coding rate, varying guard band and SIR values.}
\end{figure}
plotted to show the difference in the Euclidean distance between the lattice points. Phase noise can be introduced due to the fluctuation of the oscillators in the transmitters and the performance degradation [36, 45, 54] of OFDM systems in the presence of phase noise has been well studied. The example discussed above shows such a case, where the phase change on the outlier would have a much larger change in the euclidean distance between the outlier and the lattice points.

4. CPRECYCLE

Considering the aforementioned issues with using simple statistical metrics for decoding, we design CPRecycle, a novel OFDM receiver that creates an interference model from the preambles to effectively utilize the opportunities provided by the redundant samples in the cyclic prefix.

4.1 Modeling the effect of interference

In OFDM based systems, the symbols with data is usually preceded by one or more training symbols of known data called preambles for channel estimation and synchronization. These preambles typically use a robust modulation scheme that can be decoded even at low SNR values. In CPRecycle receiver, using the P ISI free segments of each of the preambles, P complex values are generated for each subcarrier with every preamble symbol. These P complex values can be used to create a model of the interference effects. We now discuss the issues needed to be addressed in generating such a model.

The first hurdle with using the preambles to generate a model is that the modulation schemes in preambles and the data symbols could be different. Lattice codes are generated by selecting a finite number of points from a two dimensional Euclidean space \( R^n \) depending on the modulation scheme. Hence the received signal in the preambles cannot be directly used to create a model for the data symbols to use. To facilitate this, we compute the variations of the received signal in different FFT segments relative to the lattice point being considered. It can now be applied to a signal corresponding to any lattice point and hence used across different modulation schemes.

Another issue is the limited number of samples that are available to create and use the interference model. Most of the OFDM standards use at most two preambles for channel estimation and in each preamble the maximum number of samples for each subcarrier is the number of samples in the cyclic prefix. Furthermore, since the receiver does not possess any information about the interference, it is not accurate [28] to assume a standard probability distribution (e.g., Gaussian). Hence care has to be taken to design a non-standard probability distribution that works well with a small sample size.

Finally, there is the need to decouple the amplitude and phase effects of interference in different FFT segments, mainly because there is no correlation between them. In scenarios with strong interference, it is reasonable to expect that the interfering signal is carrying data that either amplitude or phase modulated. In such cases too it is beneficial to consider phase errors independently. Also, with amplitude and phase errors decoupled, a weighted function can be used to tune the impact of these errors to improve the accuracy of the interference model.

Based on the issues discussed above, to effectively utilize the opportunities provided by the redundant samples in the cyclic prefix, we need a non-parametric density estimation from the amplitude and phase changes in the different FFT segments that works well with a small sample set.

The simplest method to estimate the probability density of the interference is to use bins of constant or variable width in phase and amplitude and construct a bivariate histogram. However, there are two main problems with using bivariate histograms to model the effect of interference in our context: (i) with a small sample set there are discontinuities in the estimated density due to empty bins; (ii) it assumes that there is no relation between the data in adjacent bins.

So we instead employ a more effective alternative called kernel density functions [40, 42, 47] to generate a non-parametric density. Unlike histograms, kernel density functions do not have discontinuities and can produce a smooth distribution with a small sample set. Furthermore, the amplitude and phase changes can be integrated using a bivariate product kernel density function where the weight for amplitude and phase variations can be tuned.

In order to generate a probability density function with the preamble data in each subcarrier, we use a bivariate gaussian product kernel density estimation function with a variable bandwidth. Let \( R^j_A[f] \) and \( R^j_\phi[f] \) denote the set of amplitude and phase variation values observed on a subcarrier \( f \), \( 1 \leq j \leq P \), from the preambles, which can be computed as:

\[
R^j_A[f] = A(\bar{X}^j_s[f] - X_s[f]), \quad 1 \leq s \leq N_p, \quad 1 \leq j \leq P
\]

\[
R^j_\phi[f] = \Phi(\bar{X}^j_s[f] - X_s[f]), \quad 1 \leq s \leq N_p, \quad 1 \leq j \leq P
\]

where \( N_p \) is the number of preambles used in modeling the interference. Then the probability density function can be written as:

\[
\begin{align*}
\hat{f}_{in}(a_{obs}, \phi_{obs}) &= \frac{1}{P \cdot N_p} \sum_{j=1}^{P \cdot N_p} \left\{ K_a(a_{obs} - R^j_A[f]) \right. \\
& \left. \times K_\phi(p_{obs} - R^j_\phi[f]) \right\} \\
\end{align*}
\]

where,

\[
K_a(a) = \frac{1}{2\pi} e^{-a^2/2} \quad \text{and} \quad K_\phi(p) = \frac{1}{2\pi} e^{-p^2/2}
\]

\( B_a \) and \( B_\phi \) are the kernel-bandwidths which are smoothing parameters that determine the range of amplitude and phase over which the sample points are averaged to generate the probability density.

It is well known that the choice of the kernel-bandwidths has a significant impact [21] on the accuracy of density estimation and it is crucial to identify right value. To illus-
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However, with CPRecycle receiver, each symbol 
tifies the codeword that is closest to the received symbol.

duces to a minimum Euclidean distance decoder that iden-
tifies the best bandwidth which is possible in the presence of 

In CPRecycle, we use the data driven approach to deter-
mine the best bandwidth which is possible in the presence of 
at least two preambles. The Gaussian kernel density function 
shown above generates a smooth bivariate density function 
and the probability density function is recomputed each time 
a new set of preambles are received.

The density estimation of amplitude variations and the 
variations observed in the data symbols, for different SIR 
values are shown in Fig. 6(b). The kernel density functions 
accurately predict a density that is applicable for the ampli-

4.2 Maximum likelihood decoding

To decode the received symbols \( \hat{X}_s[f] \) to the correct lat-
tice point, we use a maximum likelihood decoder that identi-
tifies the lattice point with the maximum probability of the 
received symbol corresponding to that point. When only one 
FFT segment is used, the maximum likelihood decoder re-
duces to a minimum Euclidean distance decoder that iden-
tifies the codeword that is closest to the received symbol.

However, with CPRecycle receiver, each symbol transmitted 
on a subcarrier results in \( P \) received symbols, one per 
FFT segment.

Let the transmitted symbols \( X_s[f] \) be drawn from a known 
finite alphabet \( L = \{l_1, l_2, \ldots, l_k\} \) each corresponding to a 
point in the lattice. The maximum likelihood decoder can be 
defined as:

\[
l^* = \arg \max_{X_s[f] \in L} \mathcal{P}(X_s[f]|\hat{X}_s[f])
\]

where \( \mathcal{P}(X_s[f]|\hat{X}_s[f]) \) is constant and \( \mathcal{P}(X_s[f]|\hat{X}_s[f]) \) can 
be computed from the probability density function defined 
in Eq. 4 as follows:

\[
\mathcal{P}(\hat{X}_s[f]|X_s[f]) = f_{X_s[f]}(A(\hat{X}_s[f] - X_s[f]), \Phi(\hat{X}_s[f] - X_s[f]))
\]

With higher modulation schemes the search space for the 
decoder increases exponentially with the number of lattice 
points (as 2, 4, 16, 64, 256 for BPSK, QPSK, 16QAM, 
64QAM, and 256QAM respectively). Hence it is essential 
to reduce the number of possible lattice points for compar-
ison. In CPRecycle, to select a subset of possible lattice 
points we use the concept of a fixed sphere decoder.

The concept of a fixed sphere has been shown to be ef-
effective [5, 8, 50] to reduce the search space in identifying 
the closest lattice point. For single antenna receivers, the 
decoder searches through the lattice points that are located 
within a sphere of radius \( \mathcal{R} \) centered at the received signal.

However, a slight variation is required in our case since 
the decoder receives \( P \) signal values from which the lattice 
points need to be identified, instead of one.

In CPRecycle, to identify the point around which the 
sphere is centered, we compute the centroid of the cluster 
of \( P \) complex signal values. The centroid is simply the 
average of the real and imaginary values of all the \( P \) values.

Only the subset of lattice points that fall in the sphere of 
radius \( \mathcal{R} \) from the centroid of the \( P \) samples constitute the 
search space for the decoder. The choice of lattice points 
for a sphere decoder is illustrated in Fig. 6(c). In this in-
stance, only the six lattice points that fall within the sphere 
are considered as possible transmitted codes by the decoder.

This significantly reduces the number of operations required 
in decoding the received symbol.

4.3 Putting It All Together

Algorithm 1 shows the overall procedure followed by CPRe-
cycle receiver from putting the above components together.
When CPRecycle receiver receives a preamble, it computes 
the number of ISI free samples in the CP to determine \( P \).
The \( P \) segments in the preamble are used to generate a unique 
probability density function for each subcarrier. These prob-
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ability density functions are constantly updated when subsequent preambles are received. Once the interference is modeled, the subsequent OFDM symbols are decoded using the maximum likelihood decoder. The set of lattice points over which the maximum likelihood detector searches for the transmitted symbol is computed using the radius $R$ which is an input parameter to the CPRecycle receiver.

### Algorithm 1 CPRecycle Receiver

1: procedure CPRecycle($B_o,B_g,R,X_s,P$)
2:  if OFDM Symbol $s$ is a preamble then
3:    for each segment $j \in \{1,2,\ldots, P\}$ do
4:      $Y^j_2 = FFT(y^j_2)$
5:       $R^j_2[f] = A(Y^j_2[f] - X_s[f]), \forall f \in F$
6:    end for
7:  else
8:    for each subcarrier $f \in F$ do
9:      $L^c \subset L$ s.t. $\forall l \in L^c$
10:     $l \in L^c$ if $A(l - \text{Centroid}(X_s[f])) < R$
11:     $X_s[f] = \arg\max_{l \in L^c} P(l|X_s[f])$
12:    end for
13:  end if
14: end procedure

Note that from the above description it is clear that CPRecycle receiver does not need to explicitly know the precise nature of interference (e.g., adjacent channel interference, co-channel interference). It can leverage the preambles used for channel estimation. The effectiveness of CPRecycle relies on the extent to which channel and interference characteristics seen from a preamble apply to the subsequent OFDM symbols with data. For rapidly varying or sporadic interference, more frequent preambles are needed to accurately model the interference.

### 5. EXPERIMENTAL EVALUATION

In this section, we experimentally evaluate the effectiveness of CPRecycle in mitigating different types of interference that can be mapped to practical scenarios.

#### 5.1 Implementation

We have implemented a prototype of the CPRecycle receiver using the USRP radio platform [11], Ziria [44] and SDR programming environment, and the GNU Radio software package [3].

**CPRecycle Receiver**: We implement two variants of the CPRecycle receiver to run on the USRP: (i) IEEE 802.11g receiver (ii) A generic configurable OFDM baseband receiver. For the IEEE 802.11g receiver, we modify the GNU Radio based receiver [3] as shown in Fig. 7. Instead of discarding the CP, the ISI free portion of the CP is used to generate $P$ segments that are then passed on to the FFT block to generate $P$ values for each subcarrier corresponding to the signal transmitted on an individual subcarrier. The maximum likelihood decoder then detects the signal transmitted on the subcarrier using the interference model generated with the preambles for each subcarrier.

**IEEE 802.11g Setting**: The CPRecycle receiver is applicable to IEEE 802.11a/g/n radios which are based on an OFDM PHY. For our experiments we use an off-the-shelf 802.11g Linksys access point running tomato firmware. Each 20MHz channel is composed of 64 subcarriers, spaced 312.5 KHz apart, of which 52 subcarriers are used for data and 4 subcarriers for pilots. Each OFDM symbol has a duration of $4\mu$sec. and each data payload is preceded by a long training field that contains two OFDM symbols for a duration of $8\mu$sec, to enable synchronization and channel estimation. The variation of the signal in different segments in this long training field is used to create the interference model. For our experiments, we choose three MCS modes, QPSK 1/2 (9 Mbps), 16-QAM 1/2 (24 Mbps), and 64-QAM 2/3 (36 Mbps).

#### 5.2 Results

We now evaluate the performance of CPRecycle in the presence of adjacent channel interference and co-channel interference.

##### 5.2.1 Adjacent Channel Interference

**Single Interferer**: For the adjacent channel interference case, we use an off-the-shelf 802.11g access point (Linksys) that continuously transmits 400 byte packets, in channel 11 (2462MHz). To generate interference, we use a USRP (B210) to continuously transmit 802.11 traffic in an overlapping channel, in this case channel 8 (2447MHz). A CPRecycle receiver running on another USRP B210, that is capable of decoding 802.11g packets is placed in a fixed location. To choose the appropriate SNR for each MCS, the Linksys router is re-positioned from the receiver until that MCS mode has
the highest throughput. Once the SNR for the MCS mode is fixed, the SIR is varied by moving the interferer that generates 802.11 packets in the adjacent channel. We transmit a total of 2000 packets for each scenario and the average values for packet success rate is shown in Fig. 8.

**Figure 8: Packet success rates for different modulation and coding schemes with one adjacent channel interferer**

The severity of the effect of adjacent channel interference on the packet success rates can be seen from the figures. At an SIR value of 0dB, where the power of the signal and the interference is the same, the success rates of packet delivery drops significantly for all MCS modes. Being the highest rate, 64QAM suffers almost 50% packet loss and is unable to transmit a packet when SIR is -10dB. This effect is slightly less pronounced for the lower modulation schemes such as QPSK, however, the increase in packet loss rate with SIR is still steep, and becomes unusable when SIR decreases to 10dB.

With the CPRecycle receiver, the packet success rates are significantly improved for all the MCS schemes with similar packet success rates achieved with atleast 15dB of adjacent channel interference and in several cases upto 25dB of adjacent channel interference for lower modulation schemes. Considering the packet success rates at -10dB, for example, it can be observed that for all MCS modes the improvement in packet success rates is significant and with higher modulation schemes communication is made possible (with almost 80% packet delivery rate) that would not have otherwise been possible without CPRecycle receiver.

**Multiple Interferers.** The effect of two interferers creating adjacent channel interference on either side of the channel allocated to a transmitter is shown in Fig. 9. For this experiment, the Linksys access point is allocated channel 10 (2457MHz) and the interferers are allocated channels 7 (2442MHz) and 13 (2472MHz) respectively. This is a common scenario in dense deployments of WLANs where overlapping channels has to be allocated to neighboring access points. The packet success rates is noticeably lower for all the modulation schemes, since the number of subcarriers that are affected by adjacent channel interference is almost doubled. However since the interference model is maintained independently per subcarrier, it does not have a significant impact on the performance of the CPRecycle receiver. For example, when the SIR is -10dB, CPRecycle is able to decode more than 80% of the packets successfully in most of the cases.

**Figure 9: Packet success rates with two adjacent channel interferers**

**Guard band needed with adjacent legacy OFDM transmitters.** The effect of adjacent channel interference with different sizes of guard-bands for 16QAM is shown in Fig. 10 respectively. For this experiment, the set of subcarriers assigned for the first transmitter is fixed and the set of contiguous subcarriers assigned to the second transmitter is varied to generate settings with different guard-bands between the two transmitters. It can be observed that with CPRecycle the amount of guard-bands required to achieve the same packet success rates is significantly lower for both the modulation schemes. This shows that with CPRecycle, a cognitive radio can be allocated frequencies much closer to a licensed band achieving a significantly more efficient use of the wireless spectrum. For example, considering the case with 16QAM, if a cognitive user is allocated a cluster of subcarriers adjacent to a licensed TV transmitter, whose signal is 10 times stronger, then the required guard-band would be reduced from about 15MHz to less than 5MHz to achieve a similar packet success rate.

**Figure 10: Packet success rates with varying guardband sizes with adjacent legacy transmitter**
5.2.2 Co-Channel Interference

**Single Interferer.** To generate co-channel interference, we use a setup that is similar to the adjacent channel interference scenario, except, we use a USRP 802.11 transmitter. This is so clear channel assessment can be turned off to enable simultaneous use of the same channel by both the transmitter and the interferer. Similar to the adjacent channel interference case, the SNR for each MCS mode is chosen such that any higher modulation scheme would result in a lower throughput. In total, 2000 packets of size 400 bytes, are transmitted for each scenario for each MCS mode and a given SIR setting, and the average packet success rates are computed. The results are shown in Fig. 11.

![Packet success rates for different modulation and coding schemes with single co-channel interferer](image1)

Figure 11: Packet success rates for different modulation and coding schemes with single co-channel interferer

As expected, the effect of co-channel interference on 802.11 WLANs is far more severe than adjacent channel interference, which is evident from the figures. Even with SIR 10dB, the signal of interest is three times stronger than the interference, the packet reception rate drops steeply for all the MCS schemes. This is mainly due to two reasons. (i) Unlike adjacent channel interference, the co-channel interference is in-band. (ii) The number of subcarriers affected by interference is much higher in the co-channel interference scenario. In most cases all the subcarriers used by the transmitter is affected by strong interference.

Another observation is the steepness of the drop in packet reception rates with increasing co-channel interference. The range of co-channel interference tolerated by both with and without CPRecycle receiver is about 15dB in most cases, where as it was about 30dB of adjacent channel interference for most MCS modes. This is mainly due to the significantly higher number of subcarrier affected by interference when compared to adjacent channel interference. However, CPRecycle is able to recover most of these errors since it maintains a separate interference model for each subcarrier from the preamble data.

**Multiple Interferers.** The effect of multiple co-channel interferers is shown in Fig.12. For this experiment, we setup an 802.11 transmitter with carrier sensing disabled, and two interferers in the same channel, placed at the same distance from the transmitter. The SNR is chosen for each MCS mode similar to the other experiments. The SIR is varied by increasing the transmit power in both the interferers. It can be observed that unlike in the case of adjacent channel interference, co-channel interference does not have a significant impact on packet reception. This can be attributed to the fact that the number of subcarriers affected by the higher number of interferers does not change where as it almost doubles in the case of adjacent channel interference. The improvement in packet success rate with CPRecycle is again significant even though the variance of interference is presumably higher with more interferers, while the total power of the interference remains the same. This is primarily due to the nature of the interference model that considers both amplitude and phase changes in the interference to generate the probabilistic model for each subcarrier.

![Packet success rates with two co-channel interferers](image2)

Figure 12: Packet success rates with two co-channel interferers

![CDF of number of interfering neighbors for access points in a real office environment with and without CPRecycle receiver](image3)

Figure 13: CDF of number of interfering neighbors for access points in a real office environment with and without CPRecycle receiver.

**Network Level Improvements.** While it is clear that CPRecycle can decode signals even in the presence of strong interference, the network level benefits of this are not obvious. To highlight this, we plot the CDF of number of interfering neighbors for access points in a real indoor office environment shown in Fig.13. From Fig.11, it is evident that with the CPRecycle receiver, the level of co-channel interference...
that can be tolerated is at least 15dB for all the MCS modes. This is a direct measure of the increase in energy detection threshold that the CPRecycle receiver would be able to tolerate without additional packet errors.

We consider our office building [32] which has five floors with a large atrium and most of the walls are made of glass. There are 40 access points deployed in the building with mostly the same place for access points in each floor. We measure the signal strength of access points that can be detected at each of these locations and determine the number of neighbors for the access points by reducing the threshold by 15dB derived from Fig. 11. It can be seen that the number of neighbors with CPRecycle is significantly reduced. For instance, with a standard receiver, more than 80% of access points have at least 12 interfering neighbors where as with CPRecycle more than 80% of the access points have utmost 6 neighbors. This shows how CPRecycle can significantly improve the network capacity of a dense WLAN by reducing the potential interferers in the network.

6. DISCUSSION

Detecting ISI free portion of CP: Several methods [4, 37, 43, 57] have been proposed in the literature for the detection of ISI-free region in the cyclic prefix. In each of these schemes a correlation coefficient is computed between samples in a given window and a threshold is used to estimate the range of ISI free samples in the CP.

The effect of the duration of the ISI free region over the performance of CPRecycle is shown in Fig. 14, where the number of FFT segments represents the duration of the ISI free region. A key observation here is that even when a significant portion (about 60%) of the cyclic prefix is affected by ISI, CPRecycle is able to recover a significant percentage of the erroneous packets. This suggests that CPRecycle can even be used in multipath environments with a significant delay spread.

Computational Complexity and Oversampling: The computational complexity of CPRecycle is $O(PN_s^2f)$, where $P$ is the number of ISI free samples in the CP, $N_s$ is the number of preambles and $f$ is the number of subcarriers. Since the number of preambles is not a configurable parameter, we study the effect of $P$, the number of samples. We conduct experiments for the ACI scenario with varying number of FFT samples, with five preambles to observe the behavior of CPRecycle.

The packet success rate for three different SIR conditions with 16QAM modulation is shown in Fig. 14. An interesting behavior we observe with the number of FFT segments is that, the benefits of the increasing the number of FFT segments for interference modeling saturates when $P$ reaches about 60% of the samples even at very high interference (SIR -30dB). With lower levels of interference, even 20% of the CP is enough to reduce the packet error rates significantly. There are two advantages to this behavior with CPRecycle: (i) scenarios with high multi-path delays where the number of ISI free samples in the CP is limited, can still make use of CPRecycle to improve the performance of the receivers. (ii) on devices with limited computational capability the number of FFT segments can be tuned to the capabilities of the device, which gracefully degrades to a standard OFDM receiver with one FFT segment, in the worst case. Hence it can be used in a wide variety of hardware configurations with varying computational capabilities.

When unconstrained by computational capability, it is also beneficial to increase $P$ beyond the number of ISI free samples available in the CP. This is possible through oversampling with new devices that support higher sampling rates.

7. RELATED WORK

Adjacent Channel Interference: OFDM systems are known to suffer from high levels of out-of-band emissions. Several techniques have been proposed to reduce this out-of-band radiation. Windowing is a time domain technique [51], where the signal is multiplied with a windowing function before transmission to reduce the energy in the side lobes. Techniques such as Subcarrier weighing [6], Multiple-choice sequences [7], Cancellation carriers [41], constellation Expansion [35], and Adaptive symbol transition [31] are some of the techniques that manipulate the frequency domain signal at the transmitter to enable out of band reduction. A comprehensive comparison of these side lobe reduction has been presented in [24]. One of the defining features of adjacent channel interference is that only the subcarriers the band assigned to a transmitter is affected. The schemes that suppress ACI are designed to mitigate the interference in the edge subcarriers and hence are not suitable to suppress other types of interference such as co-channel interference.

In LTE, fractional frequency reuse and adaptive power management techniques are used to reduce the level of interference in the network. Active interference mitigation schemes such as interference rejection combining [27], coordinated multipoint transmission (COMP) [26], and channel coding are being used to mitigate co-channel interference.

Co-Channel Interference: Co-channel interference management techniques can be grouped into two categories (i) schemes that mitigate interference by modifying the trans-
timated signal (ii) schemes that decode the signal of interest in the presence of interference.

Interference mitigation schemes such as [20, 52], adapt the transmissions to be more resilient to interference. Their application is limited to niche scenarios and moreover they require changes to the existing standards and are not backward compatible. Interference alignment [1, 2, 15] is a recently proposed technique that in this category. However, they require communication over the wired backbone and are not backward compatible. Similarly, Swarun et al. propose OpenRF [25] a cross-layer architecture for interference management that enables access points to cancel their interference at the clients significantly improving the network capacity and is applicable only to multiple antenna systems.

Several schemes have been proposed to decode the signal of interest in the presence of co-channel interference. Kong et al. [23] propose MZig, a physical layer technique to decode simultaneous transmissions from multiple ZigBee devices to provide an m-fold increase in throughput. Gollakota et al. propose TIMO [14], an IEEE 802.11n receiver that can decode the packets in the presence of cross-technology interference. While TIMO can work even when the interference is persistent and lasts over a few seconds, unlike, CPRecycle, it can only be applied to receivers with multiple antennas. Yan et al. propose WizBee, [56], a ZigBee receiver that can decode ZigBee packets in the presence of strong interference from 802.11 nodes limiting its application.

In contrast to the interference management schemes discussed above, CPRecycle can mitigate different types of interference on single antenna systems and is also backward compatible with legacy OFDM systems.

Partial Packet Recovery: Partial packet recovery is a class of techniques that attempt to recover corrupt packets instead of retransmitting them. Several approaches [16, 19, 20, 22, 33, 53] have been proposed to address this inefficiency in retransmitting an entire packet due to a few bit errors. They can broadly be categorized into (i) co-operative packet recovery and (ii) cross-layer packet recovery.

In co-operative packet recovery schemes such as [22, 30, 33, 53] multiple access points coordinate with each other to recover partially corrupted packets by exploiting receiver diversity. SOFT and MRD use PHY layer information to identify corrupt blocks of bits that needs to be transmitted. ZipTx uses adaptive FEC codes to improve probability of repairing bit errors in co-operation with other APs in the vicinity. However, co-operative packet recovery techniques (including MRD and SOFT) demand additional constraints such as multiple coordinating APs, hardware changes, incompatible with IEEE 802.11, and hence are not useful in scenarios where CPRecycle is applicable. These techniques are useful in 802.11 mesh networks, where only the correct bits of a packet are forwarded on and the receiver combines multiple such copies to recover the entire packet, and in scenarios where these multiple APs coordinate through a wired backbone to share partial packets with the receiver.

Cross-layer partial packet recovery techniques such as [19, 20] attempt to recover partially corrupt retransmissions of the same packet and are in a way extensions of the chase combining decoder (where multiple noisy copies of a packet are combined to recover the packet). These techniques however require modification at both the transmitter and receiver to use additional parity bits to identify corrupt blocks for retransmission.

Furthermore, both categories of partial packet recovery techniques are complementary to CPRecycle and can be used in combination to improve the packet reception rate further. For example, SOFT and PPR use a confidence measure on decoding a bit as ‘0’ or ‘1’ cooperatively with multiple APs to improve decoding accuracy. When used in combination with CPRecycle, it would receive higher confidence measures on the decoding decision since CPRecycle exploits multiple copies of the signal in the cyclic prefix to select the FFT window with the signal that is closest to the correct lattice point.

8. CONCLUSIONS

In this paper, we have considered the problem of mitigating different types of interference experienced by OFDM based wireless systems. Exploiting the fact that OFDM based wireless standards over-provision the cyclic prefix (CP) that is meant for preventing inter-symbol interference, we presented a novel OFDM receiver design called CPRecycle that takes advantage of the redundant portion of the CP towards interference mitigation. Specifically, CPRecycle models the effect of interference in each subcarrier using a Gaussian kernel density function using the preamble symbols and uses a fixed sphere maximum likelihood detector to decode the following data carrying OFDM symbols subject to interference. Using off-the-shelf IEEE 802.11g transmitters and interferers, we experimentally show the effectiveness of CPRecycle for mitigating adjacent-channel interference and co-channel interference. We also show that two preambles and small portion of CP are sufficient to realize significant benefits in terms of packet success rate with CPRecycle. The application of CPRecycle in multiple antenna systems and evaluation of CPRecycle in the presence of different types of interference is left for future work.
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