Deep Learning vs. Conventional Machine Learning: Pilot Study of WMH Segmentation in Brain MRI with Absence or Mild Vascular Pathology †
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Abstract: In the wake of the use of deep learning algorithms in medical image analysis, we compared performance of deep learning algorithms, namely the deep Boltzmann machine (DBM), convolutional encoder network (CEN) and patch-wise convolutional neural network (patch-CNN), with two conventional machine learning schemes: Support vector machine (SVM) and random forest (RF), for white matter hyperintensities (WMH) segmentation on brain MRI with mild or no vascular pathology. We also compared all these approaches with a method in the Lesion Segmentation Tool public toolbox named lesion growth algorithm (LGA). We used a dataset comprised of 60 MRI data from 20 subjects in the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database, each scanned once every year during three consecutive years. Spatial agreement score, receiver operating characteristic and precision-recall performance curves, volume disagreement score, agreement with intra-/inter-observer reliability measurements and visual evaluation were used to find the best configuration of each learning algorithm for WMH segmentation. By using optimum threshold values for the probabilistic output from each algorithm to produce binary masks of WMH, we found that SVM and RF produced good results for medium to very large WMH burden but deep learning algorithms performed generally better than conventional ones in most evaluations.
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1. Introduction

White matter hyperintensities (WMH) are brain regions that exhibit intensity levels higher than those of normal tissues on T2-weighted magnetic resonance images (MRI). These regions are important in brain image analysis because they have been reported to be associated with a number of neurological disorders and psychiatric illnesses such as dementia and Alzheimer’s Disease (AD), including its progression [1,2]. While WMH appear as bright regions (i.e., hyperintensities) in T2-weighted MRI, they appear as dark regions (i.e., hypointensities) in T1-weighted MRI. Visual examples of WMH in T2-based-fluid attenuated inversion recovery (T2-FLAIR) and T1-weighted of MRI can be observed in Figure 1a.
Due to WMH’s clinical importance and the increasingly large sample sizes of current clinical trials and observational studies, many attempts have been made to automatically segment WMH in the past few years. Before the emergence of deep learning algorithms, most of the works were based on support vector machine (SVM) and random forests (RF) for which some image features need to be extracted first. Some notable works were done by Klöppel et al. [3,4] and Leite et al. [5] where several feature extraction methods and learning algorithms were evaluated to find the best possible combination for WMH segmentation. However, these studies cannot be compared to each other directly because they use different feature extraction methods and MRI datasets.

When more sophisticated approaches based on deep learning have started to be applied in natural image problems, the focus of brain image analysis in general and automatic WMH segmentation in particular has shifted to find the best deep learning architecture for each task. Suk, et al. [6] uses deep Boltzmann machine (DBM) for healthy and mild cognitive impairment (MCI) classification, Kamnitsas et al. [7] uses patch-wise convolutional neural networks (patch-CNN) for brain tumour segmentation and Brosch et al. [8,9] use convolutional encoder networks (CEN) for multiple sclerosis (MS) lesion segmentation. In a study done by Rachmadi et al. [10], the performance of DBM and CEN on WMH segmentation was compared with that of conventional machine learning algorithms such as SVM and RF. Given that CEN produced the best results, we are now exploring in more detail the deep learning’s effectiveness for WMH segmentation.

A challenge always faced in WMH segmentation is the inaccuracy of machine learning algorithms in detecting early stages of brain pathology. WMH at early stages are difficult to assess for two main reasons. One is their subtlety, which makes WMH hard to identify even by human eyes and easily mistaken as imaging artefacts [11]. Another is their small volume as depicted in Figure 1b. These two facts make the development of automatic WMH segmentations for brains with mild or no vascular pathology challenging [10].

In this study, we investigate the accuracy of conventional machine learning algorithms and deep learning algorithms for WMH segmentation through the comparison of each algorithm’s performance in multiple types of evaluation. The machine learning algorithms evaluated in this study are SVM, RF, DBM, CEN and patch-CNN. Their evaluation comprises spatial agreement score, receiver operating characteristic (ROC) and precision-recall (PR) performance curves and volumetric disagreement with intra-/inter-observer reliability measurements. All algorithms were tested using their best configuration (i.e., the best set of features and threshold value) for WMH segmentation. We also compare the results of these algorithms with an algorithm from a publicly available toolbox for WMH segmentation named Lesion Growth Algorithm of Lesion Segmentation Tool (LST-LGA) [12].
2. Data, Processing Flow and Experiment Setup

Data used in this study were obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [13,14] public database (http://adni.loni.usc.edu/). The ADNI was launched in 2003 as a public-private partnership, led by Principal Investigator Michael W. Weiner, MD. The primary goal of ADNI has been to test whether serial magnetic resonance imaging (MRI), positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of mild cognitive impairment (MCI) and early Alzheimer’s disease (AD). As such, the investigators within the ADNI contributed to the design and implementation of ADNI and/or provided data but did not participate in analysis or writing of this report. A complete listing of ADNI investigators can be found at: http://adni.loni.usc.edu/wp-content/uploads/how_to_apply/ADNI_Acknowledgement_List.pdf.

From the whole ADNI public database, 20 subjects/participants were randomly selected and blind from any clinical, imaging or demographic information at the time of selection. For each subject, three MRI data (i.e., MRI structural sequences from three different scanning sessions) were acquired on three consecutive years, resulting in a dataset formed by a total of 60 MRI scans. From the 20 subjects that provided the MRI data used in this study, 3 were cognitively normal (CN), 12 had early mild cognitive impairment (EMCI) and 5 had late mild cognitive impairment (LMCI). Ground truth segmentation of the respective MRI data was produced by an experienced image analyst, semi-automatically by thresholding the T2-FLAIR images using the region-growing algorithm in the Object Extractor tool of Analyze™ software, simultaneously guided by the co-registered T1- and T2-weighted sequences. A subset of manually delineated WMH masks from another observer was also used for validation purposes (i.e., intra-/inter-observer evaluation). The second observer generated two measurements of WMH volume for 7/20 subjects (i.e., 7 subjects × 3 consecutive years × 2 measurements = 42 measurements in total), blind to the ground truth measurements and to previous assessments, for evaluating intra-observer reliability. These were done semi-automatically using Mango [15], individually thresholding each WMH 3D cluster in the original FLAIR images. Each brain scan was processed independently, blind to any clinical, cognitive or demographic information and to the results of the WMH segmentations from the same individual at different time points. For more details and to access segmentations of all 20 subjects, please refer to our datashare [16]. Information and segmentations of the 7 subjects for intra-/inter-observer reliability evaluation can be accessed in another datashare [17]. For information, protocol parameters for both T2 and T1 MR images of the dataset used in this study are listed in Table 1.

### Table 1. Data acquisition protocol parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>T1-Weighted</th>
<th>T2-FLAIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-plane matrix (pixels)</td>
<td>256 × 256</td>
<td>256 × 256</td>
</tr>
<tr>
<td>Number of Slices</td>
<td>256</td>
<td>35</td>
</tr>
<tr>
<td>Thickness (mm)</td>
<td>1.2</td>
<td>5</td>
</tr>
<tr>
<td>In-plane resolution (mm)</td>
<td>1.0 × 1.0</td>
<td>0.8594 × 0.8594</td>
</tr>
<tr>
<td>Repetition Time (TR) (ms)</td>
<td>2300</td>
<td>9000</td>
</tr>
<tr>
<td>Echo Time (TE) (ms)</td>
<td>2.98</td>
<td>90 or 91</td>
</tr>
<tr>
<td>Flip Angle</td>
<td>9.0</td>
<td>90 or 150</td>
</tr>
<tr>
<td>Pulse Sequence</td>
<td>GR/IR</td>
<td>SE/IR</td>
</tr>
</tbody>
</table>

The data preprocessing steps comprise co-registration of the MRI sequences on each scanning session, skull stripping and intracranial volume mask generation, cortical grey matter, cerebrospinal fluid and brain ventricle extraction and intensity value normalisation. FSL-FLIRT [18] is used for rigid-body linear registration of the T1-W to the T2-FLAIR. Whereas, optiBET [19] and morphological hole-filling operation are used for skull stripping and generation of the intracranial volume mask. We also perform intensity value normalisation by adjusting the maximum grey scale intensity value of the brain without skull to 10 percent of the maximum T2-FLAIR intensity value, and histogram matching [20]. Furthermore,
zero-mean and unit-variance grey scale value normalisation is also used for CEN and patch-CNN to ensure a smooth gradient in the back propagation. In addition, scaling the features to \([0...1]\) is used for DBM and SVM training processes as it is needed for the binary type of DBM and for easing the SVM training process.

After the normalisation step, we extracted patch-wise data of WMH and non-WMH from MRI with ratio of 1:1 (i.e., same number of patches for WMH and non-WMH regions) for SVM and RF training processes, and with ratio of 1:4 for DBM training process (i.e., number of non-WMH patches are four times more than WMH patches for training process of the DBM). From preliminary experiments, unbalanced data points that fit real-world WMH’s distribution, rather than balanced data points, successfully improved DBM’s performance, but not the performance of SVM or RF. One MRI slice is treated as one training data for CEN. For patch-CNN we used DeepMedic [21], where patch-wise image segments are randomly sampled on a non-WMH or WMH regions (please see the complete study done by Kamnitsas et al. [7] for further explanation).

**Validation of the WMH Segmentation Results**

A 5-fold cross validation is used for all experiments, where 16 individuals are used for training and 4 individuals are used for testing in each fold. Dice similarity coefficient (DSC) [22], sensitivity (TPR), specificity (TNR), precision (PPV) and volume difference ratio (VDR) are used as performance metrics. DSC measures similarity (i.e., spatial coincidence) between ground truth and automatic segmentation results, and it is computed using Equation (1) where \(TP, FP\) and \(FN\) are the values of true positive, false positive and false negative respectively. VDR measures WMH volume difference between ground truth and the resulted segmentation, and it is computed using Equation (2) where \(Vol(Seg.)\) is the WMH volume resulting from segmentation and \(Vol(GT)\) is the WMH volume from the observer (i.e., groundtruth).

We also compare absolute intra-/inter-observer volumetric disagreement (Equation (3)) between automatic and multiple manual segmentations: volumetric disagreement between automatic segmentations and two manual segmentations from Observer 1 (i.e., intra-observer reliability measurements), is calculated using data from 12 randomly selected subjects. Volumetric disagreement between automatic segmentations and one manual segmentation from each of the two different observers (i.e., Observer 1 and Observer 2, referred to as inter-observer reliability measurements), is calculated using 21 MRI data from 7 subjects. Each method produces probability values of WMH. Finally, the WMH are segmented using the optimal cut-off threshold for each method (discussed in Section 4.2.1). Each metric used in the evaluation is computed as follows:

\[
DSC = \frac{2 \times TP}{FP + 2 \times TP + FN}
\]

\[
VDR = \frac{Vol(Seg.) - Vol(GT)}{Vol(GT)}
\]

\[
D = abs \left( \frac{Vol(GT) - Vol(Seg.)}{\text{mean}(Vol(GT), Vol(Seg.))} \right) \times 100\%.
\]

We also calculated the correlation between neuroradiological visual rating scores and the WMH volumes produced by each scheme, using non-parametric Spearman’s correlation coefficient [23]. Visual ratings are widely used clinically for describing severity of white matter disease [24]. WMH volume and WMH clinical scores are known to be very highly correlated [25]. Various visual rating scales exist to assess the WMH burden. We used Fazekas’s [26] and Longstreth’s rating scales [27]. Fazekas subdivides WMH based on their location in relation to the brain ventricles, namely periventricular white matter hyperintensities (PVWMH) and deep white matter hyperintensities (DWMH), and rates each “subtype” according to the size and confluence. PVWMH’s ratings are: (0) absent, (1) “caps” or pencil-thin lining around ventricle, (2) smooth “halo”, and (3) irregular periventricular signal extending into the deep white matter. Whereas, DWMH’s ratings are: (0) absent,
On the other hand, Longstreth grades one slice of MRI scan at the level of the body of the lateral ventricles, without distinguishing between PVWMH and DWMH, from 0 to 8 grades. The Longstreth’s grades are shown on list below.

1. **0**: absent.
2. **1**: Discontinuous periventricular (PV) rim with minimal dots of subcortical disease.
3. **2**: Thin continuous PV rim with a few patches of subcortical disease.
4. **3**: Thicker continuous PV rim with scattered patches of subcortical disease.
5. **4**: More irregular PV rim with mild subcortical disease; may have minimal confluent PVH.
6. **5**: Mild PV confluence surrounding the frontal and occipital horns.
7. **6**: Moderate PV confluence surrounding the frontal and occipital horns.
8. **7**: PV confluence with moderate involvement of the centrum semiovale.
9. **8**: PV confluence involving most of the centrum semiovale.

### 3. Learning Algorithms and Their Configuration for Experiment

In this section, we discuss the configuration of the learning algorithms used in this study for WMH segmentation. We use the Lesion Growth Algorithm of Lesion Segmentation Tool (LST-LGA) toolbox, support vector machine (SVM), random forest (RF), deep Boltzmann machine (DBM), convolutional encoder networks (CEN) and patch-wise convolutional neural networks (patch-CNN). SVM and RF represent conventional machine learning algorithms while DBM, CEN and patch-CNN represent deep learning algorithms. Summary of all machine learning algorithms used in this study, their categories and their configurations appears in Table 2.

<table>
<thead>
<tr>
<th>No.</th>
<th>Method</th>
<th>SPV</th>
<th>DL/CML</th>
<th>Modality</th>
<th>Dimension of Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LST-LGA</td>
<td>No</td>
<td>CML</td>
<td>FLAIR only</td>
<td>1 MRI data (256 × 256 × 35)</td>
</tr>
<tr>
<td>2</td>
<td>SVM</td>
<td>Yes</td>
<td>CML</td>
<td>FLAIR &amp; T1W</td>
<td>3D patch (5 × 5 × 5)</td>
</tr>
<tr>
<td>3</td>
<td>RF</td>
<td>Yes</td>
<td>CML</td>
<td>FLAIR &amp; T1W</td>
<td>3D patch (5 × 5 × 5)</td>
</tr>
<tr>
<td>4</td>
<td>DBM</td>
<td>Yes</td>
<td>DL</td>
<td>FLAIR only</td>
<td>3D patch (5 × 5 × 5)</td>
</tr>
<tr>
<td>5</td>
<td>CEN</td>
<td>Yes</td>
<td>DL</td>
<td>FLAIR only</td>
<td>1 slice of MRI (256 × 256)</td>
</tr>
<tr>
<td>6</td>
<td>Patch-CNN</td>
<td>Yes</td>
<td>DL</td>
<td>FLAIR only</td>
<td>2D patch (5 × 5)</td>
</tr>
</tbody>
</table>

### 3.1. Lesion Growth Algorithm of Lesion Segmentation Tool

Lesion Segmentation Tool (LST) is a public toolbox developed for segmenting multiple sclerosis (MS) lesions in MRI [12]. It also claims to be useful in other brain diseases including WMH in normal aging. In this study, we use one of algorithms available on LST version 2.0.15 [28] toolbox, which is an unsupervised algorithm named lesion growth algorithm (LGA). We applied the LGA with kappa-values ($\kappa = 0.05$), the lowest recommended kappa-value from LST, to increase sensitivity to hyperintensities.

### 3.2. Support Vector Machine and Random Forest

Support vector machine (SVM) is a supervised machine learning algorithm that separates data points by a hyperplane [29]. Whereas, random forest (RF) is a collection of decision trees trained individually to produce outputs that are collected and combined together [30]. These two algorithms are commonly used in segmentation and classification tasks. For reproducibility and repeatability reasons, and also to make comparison easier, we modified a public toolbox: W2MHS [5,31], which uses RF for WMH segmentation. We retrained the RF model using the following parameters: 300 trees, 2 minimum samples in a leaf and 4 minimum samples before splitting. In total, we used 200,000 samples: 100,000 patches from WMH regions and 100,000 from non-WMH regions for
training process of SVM and RF. Specifically for SVM, principal component analysis (PCA) [32] and whitening [33] are used for dimensionality reduction where dimension of features is reduced to 10. Furthermore, radial basis function (RBF) kernel with soft margin is used to create the SVM’s hyperplane. Based on our experiments, around 60,000 to 80,000 data points (i.e., 30–40%) are chosen by the automatic SVM solver as SVM support vectors.

Feature Extraction for Conventional Machine Learning Algorithms

One major drawback of conventional machine learning algorithms are that hand-crafted features are needed. In many cases, ones have to test several different feature extraction methods before finding suitable features for the task. For this study, three different sets of features from three different studies by Klöppel et al. [3], Leite et al. [4] and Ithapu et al. [5] are used for segmenting WMH using conventional machine learning algorithms. We use the same set of features that proved relevant for this task in previous studies and are implemented in publicly available tools, such as the W2MHS toolbox.

Firstly, we use 125 MR image’s grey scale values and 1875 response values from a filter bank comprised by a low pass filter, a high pass filter, a band pass filter and an edge filter, on $5 \times 5 \times 5$ 3D ROIs, which is the standard pipeline of the W2MHS toolbox (please see the complete study done by Ithapu et al. [5] for further explanation). Secondly, we automatically extract 44 first- and second-order statistical measures out of the intensity values from $5 \times 5$ 2D ROIs by using histogram analysis (i.e., mean, variance, skewness, kurtosis and 1%, 10%, 50%, 90% and 99% percentiles), grey-level co-occurrence matrix or GLCM (i.e., using $0^\circ, 45^\circ, 90^\circ$ and $135^\circ$ orientations and distance of 1 and 2 of neighbouring voxels), grey-level run-length matrix or GLRLM (i.e., using $0^\circ, 45^\circ, 90^\circ$ and $135^\circ$ orientations) and statistical analysis of gradient (i.e., mean, variance, skewness, kurtosis and percentage of voxels with non gradient) as in study done by Leite et al. [4]. Lastly, 125 MR image’s grey scale values and 1875 response values from Gabor filter (i.e., 32 filters from 4 directions and 4 magnitudes) are extracted from $5 \times 5 \times 5$ 3D ROIs and used as features as in study done by Klöppel et al. [3]. The use of all these features is discussed in Section 4.1.

3.3. Deep Boltzmann Machine

This section is similar to Section 3.2 in the conference paper [10] and retained to give general understanding of DBM in this extended paper.

Deep Boltzmann Machine (DBM) is a variant of the restricted Boltzmann machine (RBM), a generative neural network that works by minimizing its energy function, and uses multiple layers of RBM instead of only one layer. Each hidden layer captures more complex high-order correlations between activities of hidden units than the layer below [34]. Pre-training can be done independently in each layer to get better better initialization of the weight matrix. In this study, a simple DBM with two hidden layers is used (Figure 2a). The energy function of DBM used is defined by Equation (4):

$$E(v, h^1, h^2; \Theta) = -v^\top W^1 h^1 - (h^1)^\top W^2 h^2$$

where $v$ is the vector with the values of the visible layer, $h^1$ and $h^2$ are the vectors for the first and second hidden layers and $\Theta = \{W^1, W^2\}$ encloses the model’s parameters where $W^1$ and $W^2$ are symmetric matrices of the weights that relate (i.e., connect) visible-hidden and hidden-hidden layers. The DBM’s objective function is probability of the DBM model generates back the visible variables of $v$ using the DBM model’s parameter $\Theta$, as per Equation (5):

$$p(v; \Theta) = \frac{1}{Z(\Theta)} \sum_{h^1, h^2} \exp \left[ -E \left( v, h^1, h^2; \Theta \right) \right].$$
Given a restricted structure where each layer units are conditionally independent from each other, the conditional distribution of the probability for a unit in a layer given other layers can be computed as in Equations (6)–(8) as follows:

\[
p(h^2_k = 1|h^1) = \sigma \left( \sum_j W^2_{kj} h^1_j \right) \tag{6}
\]

\[
p(h^1_j = 1|v, h^2) = \sigma \left( \sum_i W^1_{ij} v^1 + \sum_k W^2_{jk} h^2_k \right) \tag{7}
\]

\[
p(v_i = 1|h^1) = \sigma \left( \sum_j W^1_{ij} h^1_j \right) \tag{8}
\]

where \( \sigma \) is a sigmoid function and \( i, j, k \) are neuron’s index of input layer vector, hidden layer vector and output layer vector (please look at Figure 2a for visual explanation). Full mathematical derivation of RBM and its learning algorithm can be read in [35]. Whereas, derivation of DBM and its learning algorithm can be read in [34].

\( \text{(a)} \) DBM  \hspace{1cm} \( \text{(b)} \) Encoder Network

**Figure 2.** Illustrations of (a) DBM and (b) convolutional encoder network (CEN) used in this study. In (a), two RBMs are stacked together for pre-training (left) to form a DBM (right). In (b), input image is encoded by using two convolutional layers and an average pooling layer and decoded to WMH segmentation using two de-convolutional layers and an un-pooling layer. This architecture is inspired from [8,9].

In this study, 3D ROIs of 5 × 5 × 5 are used to get grayscale intensity values from the T2-FLAIR MRI for DBM’s training process. The intensity values are feed-forwarded into a 2-layer DBM with 125-50-50 structure where 125 is the number of units of the input layer and 50 is the number of units of both hidden layers. Each RBM layer is pre-trained for 200 epochs, and the whole DBM is trained for 500 epochs. After the DBM training process is finished, a label layer is added on top of the DBM’s structure and fine-tuning is done using gradient descent for supervised learning of WMH segmentation. We modified and used Salakhutdinov’s public code for DBM implementation [36].

3.4. Convolutional Encoder Network

This section is similar to Section 3.3 in the conference paper [10] and retained to give general understanding of CEN in this extended version.

Convolutional encoder network (CEN) is a deep learning model that is usually used to generate a negative data (i.e., synthesised data), but in this study CEN is used to generate WMH segmentation from MRI data. The biggest difference between CEN and the usual CNN is that CEN is trained using one MRI slice rather than patches (i.e., the patch-wise approach that uses image segments) as per
many feed-forward CNN segmentation schemes. CEN has been applied before in [8,9] for MS lesions segmentation with results reported as promising. We use a 2D CEN instead of a 3D CEN as in previous studies due to the anisotropy of the MR images that this study uses (i.e., the T2-FLAIR MRI from ADNI database have dimensions of $256 \times 256 \times 35$ and voxel size of $0.86 \times 0.86 \times 5 \text{ mm}^3$).

The CEN used in this study is composed of 1 input layer, 5 hidden layers (i.e., feature maps or FM in deep learning study) and 1 output layer. Two channels from one slice of T2-FLAIR MRI and the brain mask are concatenated together and feed-forwarded into CEN’s input layer, where each slice has size of $256 \times 256$. CEN’s output layer is a simple binary mask of WMH labels for the corresponding T2-FLAIR MRI. The encoding path of CEN is composed of three operations which are convolution using $9 \times 9$ kernel to the input kernel, average pooling to the first feature map (FM) and convolution using $5 \times 5$ kernel to the second FM. All convolution operations in the encoder path use the following Equation (9) where $x$ is input/output vector, $l$ is index layer, $W_{l-1}$, $l$ is weight matrix from layer $l-1$ to layer $l$, $*$ is convolution operation, $b$ is bias vector and $\sigma$ is non-linear ReLU activation function [37]:

$$x^l = \sigma(W_{l-1}^l * x^{l-1} + b^l).$$

On the other hand, the decoding path of CEN is composed of three operations which are deconvolution using $5 \times 5$ kernel, un-pooling operation to the fourth FM and merging-deconvolution using $9 \times 9$ kernel to produce output layer. The merging-deconvolution, or usually called skip-connection, provides richer information before pooling and un-pooling operations by merging the fifth and the first FMs. Deconvolution at the fourth layer follows the same Equation (9) except that $*$ is now a deconvolution operation. On the other hand, the output layer follows Equation (10) where $y$ is output vector of output layer, $W^1$ and $W^5$ are weight matrices connecting FM #1 and FM #5 to output layer respectively, $x^1$ and $x^5$ are FM #1 and FM #5, $b^y$ is bias vector of output layer and $\sigma$ is non-linear sigmoid activation function:

$$y = \sigma(W^5 * x^5 + W^1 * x^1 + b^y).$$

CEN used in this study is implemented by using Keras [38] retaining its default values of layer’s hyper-parameter. It is trained for 2500 epochs without early stopping (i.e., the same epoch and approach suggested in a previous study [9] for limited number of training dataset), learning rate of $1 \times 10^{-5}$ and batch size of 5 in each epoch. The number of FM is 32 in all layers, and we use Dice similarity coefficient (DSC) [22] as CEN’s objective function as we want to get the best DSC metric possible in the evaluation. This is different from [8] where they use a combination of specificity and sensitivity as terms in the objective function.

3.5. Patch-Wise Convolutional Neural Network

Patch-wise convolutional neural network (patch-CNN) refers to a CNN network where patches (i.e., small subset of the entire image) are used for the training process. In this study, we use DeepMedic which has been developed specifically for medical images [7]. We use a 2D patch-wise CNN for automatic WMH segmentation instead of a 3D CNN like in the original study due to the anisotropy of the MR images that this study uses (i.e., the T2-FLAIR MRI from ADNI database have dimensions of $256 \times 256 \times 35$ and voxel size of $0.86 \times 0.86 \times 5 \text{ mm}^3$).

In this study, we use a 2D CNN which is made of 5 convolutional layers and 2 fully connected layer for segmentation. We use a combination of medium and small kernels with the size of $5 \times 5$ and $3 \times 3$ in the 5 convolutional layers, where each convolutional layer uses $5 \times 5$, $3 \times 3$, $5 \times 5$, $3 \times 3$ and $3 \times 3$ kernels respectively. Thus, the network has CNN’s receptive field of $15 \times 15$. Each of kernel does the following calculation:

$$h = \sigma(x^T W + b)$$

(11)
where \( h \) is output to the neuron, \( x \) is input vector, \( W \) is kernel matrix values, \( b \) is a bias term and \( \sigma \) is parametric rectifier linear units (PreLU):

\[
\sigma(x) = \begin{cases} 
  x, & \text{if } x > 0 \\
  ax, & \text{otherwise}
\end{cases}
\]

(12)

where \( a \) is a trainable parameter [39]. Furthermore, two fully connected layers at the end of the network are used for segmentation layers. The binary cross-entropy loss function is written as:

\[
H(p, q) = -\sum_x p(x) \log q(x)
\]

(13)

As there are only two classes (i.e., WMH and non-WMH) where \( x \) is input data (i.e., voxels), \( q(x) \) is the probabilistic prediction and \( p(x) \) is the target. We also employ a two-pathway architecture to extract bigger contextual information, which is a standard procedure in the DeepMedic toolbox. The full information and form of the patch-CNN architecture used in this study are visualised in Figure 3, and its parameters and hyper-parameters are listed in Table 3. The full development of the DeepMedic’s architecture and further explanation of multiple-pathway CNN can be read in [7].

![Figure 3. Architecture patch-wise convolutional neural network (patch-CNN) used in this study which is created using DeepMedic. See DeepMedic’s paper [7] for full explanation of the architecture.](image)

**Table 3.** Parameters of patch-wise convolutional neural network (adopted from [7]).

<table>
<thead>
<tr>
<th>Patch-Wise Convolutional Neural Network</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialisation</td>
<td>weights</td>
<td>[39]</td>
</tr>
<tr>
<td>Regularisation</td>
<td>L1</td>
<td>0.000001</td>
</tr>
<tr>
<td></td>
<td>L2</td>
<td>0.0001</td>
</tr>
<tr>
<td>Dropout</td>
<td>( p )-2nd last layer</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>( p )-Last layer</td>
<td>0.5</td>
</tr>
<tr>
<td>Training</td>
<td>epochs</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>momentum</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Initial learning rate</td>
<td>0.001</td>
</tr>
</tbody>
</table>

4. Experiments and Results

In this section, detailed experiments and their results are presented and discussed. Firstly, an experiment and result for conventional machine learning (i.e., SVM and RF) using a different set of features are presented and compared with each other. Secondly, the best performing set of features
for each conventional machine learning scheme will be compared with other learning algorithms, which are LST-LGA toolbox, DBM, CEN and patch-CNN.

4.1. Conventional Machine Learning Experiment and Result

In conventional machine learning, the set of features is an important aspect that decides the performance of the learning algorithm. For this experiment, we use six different set of features based on previous studies with some modifications. A list of the feature set is shown below.

1. **SET-1** contains greyscale colour values and texton-based feature extraction from T2-FLAIR that is used in [5]. The feature vector size is 2000.
2. **SET-1S** contains greyscale colour values and texton-based feature extraction from T2-FLAIR and T1-weighted. The feature vector size is 4000.
3. **SET-2** contains histogram statistic, GLCM, GLRLM and gradient image statistic from T2-FLAIR that is used in [4]. The feature vector size is 44.
4. **SET-2S** contains histogram statistic, GLCM, GLRLM and gradient image statistic from T2-FLAIR and T1-weighted. The feature vector size is 88.
5. **SET-3** contains greyscale colour values and Gabor filter extracted features from T2-FLAIR. The feature vector size is 2000.
6. **SET-3S** contains greyscale colour values and Gabor filter extracted features from T2-FLAIR and T1-weighted that is used in [3]. The feature vector size is 4000.

To facilitate the comparison between these sets of features, we make three performance graphs for each learning algorithm (i.e., SVM and RF) using different set of features. The performance graphs used in this experiment are receiver operating characteristic (ROC) curve graph, precision-recall (PR) curve graph and Dice similarity coefficient (DSC) curve graph. A ROC curve graph shows relation between true positive rate and false positive rate while a PR curve graph shows relation between precision and recall. On the other hand, DSC curve graph shows relation between DSC score and threshold value for segmentation. All performance graphs of ROC, PR and DSC for both SVM and RF can be seen in Figures 4–6.

**Figure 4.** Receiver operating characteristic (ROC) and precision-recall (PR) curves of SVM for all evaluated voxels. Six different ways of extracting features from MRI are tested and evaluated in this experiment. (a) ROC curve of SVM; (b) PR curve of SVM.

The overall performance of SVM using different set of features can be seen in Figures 4 and 6a. These figures clearly show that performance differs depending on the set of features used although this difference is slim. Based on the results depicted in DSC graph, the best performing set of features
is SET-3 where SVM uses greyscale colour values and Gabor filter features extracted from T2-FLAIR. However, it is worth noting that in terms of DSC, the performance of SET-3 in SVM is only slightly better than SET-1 (Figure 6a), and slightly worse than some other set of features as per ROC and PR graphs (Figure 4). Overall SET-3 resulted the best performing set of features for SVM when a threshold value of 0.92 was applied to the probability WMH map generated, achieving an average DSC score of 0.2827 as depicted in Figure 6a.
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**Figure 5.** Receiver operating characteristic (ROC) curve and precision-recall curve of RF for all evaluated voxels. Six different ways of extracting features from MRI are tested and evaluated in this experiment. (a) ROC curve of RF; (b) Precision-recall curve of RF.
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**Figure 6.** DSC curves for both SVM and RF. Six different ways of extracting features from MRI are tested and evaluated in this experiment. (a) DSC curve of SVM; (b) DSC curve of RF.

On the other hand, the overall performance of RF using a different set of features can be seen in the ROC, PR and DSC graphs in Figures 5 and 6b. It is hard to assert which set of features works best for RF because each performance graph shows a different set of features. However, SET-1, which contains greyscale colour values and texton-based features extracted from T2-FLAIR, gives the best overall performance in all performance graphs for RF. From Figure 6b, RF using SET-1 achieves the best WMH segmentation when a threshold value of 0.98 is applied, which results in a DSC score of 0.3330.

From this experiment, we can see that deciding which set of features performs best in conventional machine learning techniques like SVM and RF could be tricky. Performance curve graphs such as ROC, PR and DSC can help us to decide which set of features works best for each learning algorithm.
4.2. Deep Learning vs. Conventional Machine Learning

In this section, we compare performance of the best performing set of features on conventional machine learning, which are SVM-SET3 and RF-SET1, with other learning algorithms, which are LGA from LST toolbox (LST-LGA), DBM, CEN and patch-CNN. DBM, CEN and patch-CNN represent deep learning algorithms. Multiple evaluations were done and discussed in this section, which includes performance curves of ROC, PR and DSC, WMH volume-based evaluation, intra-/inter-observer reliability evaluation, visual evaluation and speed evaluation.

4.2.1. ROC, PR and DSC Performance Curve Graph Evaluation

As in the previous experiment, we use ROC, PR and DSC curve graphs to evaluate the performance of all machine learning algorithms. Figure 7 shows that each learning algorithm has a distinctive performance, especially in PR and DSC curves. In ROC curve graph (Figure 7a), it is shown that patch-CNN, RF-SET1 and SVM-SVM3 are the best-three learning algorithms in terms of true positive rate and false positive rate. On the other hand, patch-CNN, RF-SET1 and CEN are the best-three learning algorithms in terms of precision and recall (Figure 7b). Whereas, patch-CNN, CEN and DBM are the best-three learning algorithms in terms of Dice similarity coefficient (DSC) scores.
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**Figure 7.** Performance curves of ROC, PR and DSC for LST-LGA, SVM-SET3, RF-SET1, DBM, CEN and patch-CNN. SVM-SET3 and RF-SET1 represent conventional machine learning algorithm chosen from previous experiment while DBM, CEN and patch-CNN represent deep learning algorithm. On the other hand, LGA is unsupervised learning algorithm from LST toolbox. (a) ROC curve; (b) Precision-recall curve; (c) DSC curve.
Most studies of WMH segmentation use DSC scores to evaluate the segmentation’s results, but DSC scores are highly dependent on the threshold value used to produce the WMH segmentation out from probability values. Figure 7c shows that each learning algorithm has its own optimal threshold value. Optimal threshold values for LST-LGA, SVM-SET3, RF-SET1, DBM, CEN and patch-CNN are for probabilities equal to 0.13, 0.92, 0.98, 0.68, 0.31 and 0.80 respectively, producing average DSC scores of 0.2954, 0.2790, 0.3285, 0.3359, 0.4243 and 0.5376 respectively. Full evaluation of these scores can be seen in Table 4 where the threshold value, DSC score, sensitivity, specificity and precision scores are listed. From this table, we can appreciate that better DSC scores do not mean better sensitivity, specificity or precision scores. A good learning algorithm for automatic WMH segmentation should have good balance through all DSC, sensitivity, specificity and precision scores. From this evaluation, we can see that patch-CNN outperforms other learning algorithms and has good balance in all evaluation scores.

Table 4. Experiment results based on several metrics which are dice similarity coefficient (DSC), sensitivity (Sen.), specificity (Spe.) and precision (Pre.). Higher scores of DSC, sensitivity, specificity and precision are better. Values in bold are the best score for each evaluation column whereas values in italic are the second-best score.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LST-LGA [12]</td>
<td>0.13</td>
<td>0.2954</td>
<td>0.9955</td>
<td>0.3438</td>
<td>0.9966</td>
</tr>
<tr>
<td>2</td>
<td>SVM-SET3</td>
<td>0.92</td>
<td>0.2790</td>
<td>0.9893</td>
<td>0.5371</td>
<td>0.9977</td>
</tr>
<tr>
<td>3</td>
<td>RF-SET1</td>
<td>0.98</td>
<td>0.3285</td>
<td>0.9866</td>
<td>0.7362</td>
<td>0.9987</td>
</tr>
<tr>
<td>4</td>
<td>DBM</td>
<td>0.68</td>
<td>0.3359</td>
<td>0.9971</td>
<td>0.3583</td>
<td>0.9964</td>
</tr>
<tr>
<td>5</td>
<td>CEN</td>
<td>0.31</td>
<td>0.4243</td>
<td>0.9976</td>
<td>0.4567</td>
<td>0.9968</td>
</tr>
<tr>
<td>6</td>
<td>Patch-CNN</td>
<td>0.81</td>
<td>0.5376</td>
<td>0.9983</td>
<td>0.5385</td>
<td>0.9974</td>
</tr>
</tbody>
</table>

4.2.2. WMH Volume-Based Evaluation

To see performance of the WMH segmentation in relation to the overall WMH burden for each subject, we grouped our data into 5 groups based on the ground truth WMH volume from each patient. The groups are:

1. Very Small (VS) where WMH volume range is (0,1500] mm³ (5 MRI data),
2. Small (S) where WMH volume range is (1500,4500] mm³ (22 MRI data),
3. Medium (M) where WMH volume range is (4500,13,000] mm³ (24 MRI data),
4. Large (L) where WMH volume range is (13,000,24,000] mm³ (5 MRI data) and
5. Very Large (VL) where WMH volume is bigger than 24,000 mm³ (3 MRI data).

We then plotted and listed DSC scores based on the group in Figure 8 and Table 5. From both the figure and the table, we can see that all methods perform well for subjects with very large and large burden of WMH. Although one should note that the number of MRI data in our dataset is limited for both Very Large and Large groups (i.e., only 5 MRI data for Large and 3 MRI data for Very Large), this is not ideal. The same limitation stands for the Very Small group where there are only 5 MRI data included. In general, however, performances for all learning algorithms are poor for small loads of WMH. LST-LGA toolbox and conventional machine learning algorithms’ performances (i.e., SVM-SET3 and RF-SET1) are more affected by the differences in WMH volume than deep learning algorithms (i.e., DBM, CEN and patch-CNN). Table 5 lists all evaluation values for each group in DSC score and VDR score.
Figure 8. Distribution of DSC scores for each group based on WMH volume burden. (1), (2), (3), (4), (5) and (6) represent methods listed in Table 5, which are (1) LST-LGA, (2) SVM-SET3, (3) RF-SET1, (4) DBM, (5) CEN and (6) Patch-CNN.

Table 5. Average values of dice similarity coefficient (DSC) and volume difference ratio (VDR) for grouped MRI data based on its WMH burden. VS, S, M, L and VL stand for “Very Small”, “Small”, “Medium”, “Large” and “Very Large” which are names of the groups. Higher score of DSC is better whereas near-zero VDR score is better. Values in bold are the best score for each evaluation column whereas values in italic are the second-best score.

<table>
<thead>
<tr>
<th>Method</th>
<th>DSC</th>
<th>VDR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VS</td>
<td>S</td>
</tr>
<tr>
<td>LST-LGA</td>
<td>0.0671</td>
<td>0.2301</td>
</tr>
<tr>
<td>SVM-SET3</td>
<td>0.0605</td>
<td>0.1888</td>
</tr>
<tr>
<td>RF-SET1</td>
<td>0.0938</td>
<td>0.2230</td>
</tr>
<tr>
<td>DBM</td>
<td>0.2369</td>
<td>0.3000</td>
</tr>
<tr>
<td>CEN</td>
<td>0.2029</td>
<td>0.4200</td>
</tr>
<tr>
<td>Patch-CNN</td>
<td>0.2723</td>
<td>0.5160</td>
</tr>
</tbody>
</table>

4.2.3. Evaluation Against Intra-/Inter-Observer Reliability Measurements

Labels from observers, especially in medical data, are not very reliable as different observers can give different opinion on the same data and one observer might give different opinion in the reassessment of the same data. To see the level of confidence on the labels, intra-/inter-observer reliability analyses can be done. In this study, we evaluate the agreement between multiple human observers and those obtained from learning algorithms (i.e., inter-observer), and the agreement between multiple measurements generated by one human observer and those obtained from learning algorithms (i.e., intra-observer). For the observers themselves, intra-observer volumetric disagreement (i.e., given by the percentage of the difference between measurements with respect to the average value between both, calculated as per Equation (3)) for Observer 1 was 36.06% (standard deviation (SD) 52.21%) while for Observer 2 it was 4.22% (SD 24.02%). The inter-observer volumetric disagreement (i.e., between Observers 1 and 2) was 28.03% (SD 57.25%).

Volumetric disagreements between segmentation results from six learning algorithms and multiple observations are shown in Table 6. We found that the level of disagreement for all methods are still high compared to the actual observers. However, among all schemes evaluated, deep learning...
algorithms (i.e., DBM, CEN and patch-CNN) gave the best overall performance for both volumetric agreement (i.e., VDR and D) and spatial agreement (i.e., DSC). The best volumetric agreement was produced by DBM with VDR score 0.3074 while the second-best one was produced by patch-CNN with VDR score 0.5626. Please note that near-zero VDR score is better. On the other hand, patch-CNN gave more stable performance against intra-/inter-observer reliability measurements, as it became either the best or the second-best.

<table>
<thead>
<tr>
<th>Method</th>
<th>VDR</th>
<th>Intra-D (%)</th>
<th>Inter-D (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label. 1</td>
<td>SD</td>
<td>Label. 2</td>
<td>SD</td>
</tr>
<tr>
<td>Obs. 1</td>
<td>SD</td>
<td>Obs. 2</td>
<td>SD</td>
</tr>
<tr>
<td>LST-LGA</td>
<td>0.9249</td>
<td>70.40</td>
<td>34.28</td>
</tr>
<tr>
<td>SVM-SET3</td>
<td>4.7891</td>
<td>99.50</td>
<td>50.29</td>
</tr>
<tr>
<td>RF-SET1</td>
<td>5.2411</td>
<td>111.24</td>
<td>55.31</td>
</tr>
<tr>
<td>DBM</td>
<td><strong>0.3074</strong></td>
<td>63.31</td>
<td>42.51</td>
</tr>
<tr>
<td>CEN</td>
<td>0.6155</td>
<td>71.14</td>
<td>57.66</td>
</tr>
<tr>
<td>Patch-CNN</td>
<td>0.5626</td>
<td><strong>48.02</strong></td>
<td>41.34</td>
</tr>
</tbody>
</table>

4.2.4. Non-Parametric Correlation with Fazekas’s and Longstreth’s Visual Ratings

We calculated the Spearman’s correlation coefficient between the total Fazekas’s rating (i.e., the sum of periventricular white matter hyperintensities (PVWMH) and deep white matter hyperintensities (DWMH)) and manual/automatic WMH volume, and Longstreth’s rating and manual/automatic WMH volume. Explanation on Fazekas’s and Longstreth’s visual ratings can be read in Section 2. We include the manual WMH volume in this evaluation to see the degree of correlation between visual ratings and the ground truth WMH volume. The full results can be seen in Table 7. Patch-CNN and CEN are the two best methods in this evaluation. Patch-CNN has correlation values of \( r = 0.5852 \) with Fazekas and \( r = 0.6976 \) with Longstreth, whereas CEN has correlation values of \( r = 0.5933 \) with Fazekas and \( r = 0.5008 \) with Longstreth. It is important to note that manual measurement of WMH (i.e., from Observer 1) has correlation values of \( r = 0.7385 \) with Fazekas and \( r = 0.7852 \) with Longstreth. This evaluation shows that convolutional-based network (i.e., Patch-CNN and CEN) produce better correlation with Fazekas’s and Longstreth’s visual ratings.

<table>
<thead>
<tr>
<th>Visual Rating Scheme</th>
<th>Fazekas (Total)</th>
<th>Longstreth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( r )</td>
<td>( p )</td>
</tr>
<tr>
<td>Manual (Observer 1)</td>
<td>0.7385</td>
<td>( 5.51 \times 10^{-11} )</td>
</tr>
<tr>
<td>LST-LGA</td>
<td>0.5743</td>
<td>( 3 \times 10^{-6} )</td>
</tr>
<tr>
<td>SVM-SET3</td>
<td>0.4172</td>
<td>0.0012</td>
</tr>
<tr>
<td>RF-SET1</td>
<td>0.2015</td>
<td>0.1328</td>
</tr>
<tr>
<td>DBM</td>
<td>0.2550</td>
<td>0.061</td>
</tr>
<tr>
<td>CEN</td>
<td>0.5933</td>
<td>( 1.15 \times 10^{-6} )</td>
</tr>
<tr>
<td>Patch-CNN</td>
<td><strong>0.5852</strong></td>
<td>( 1.74 \times 10^{-6} )</td>
</tr>
</tbody>
</table>
4.2.5. Visual Evaluation

Some visual examples of WMH segmentation can be seen in Figure 9 where visualisations of ground truth (GT), LST-LGA, SVM-SET3, RF-SET1, DBM, CEN and patch-CNN are shown. Red regions in the figure are WMH segmented either manually (i.e., in GT) or automatically (i.e., by either conventional or deep learning algorithm). Please note that red regions in the figure are produced using the optimum threshold value for the probabilistic output from each respective learning algorithm listed in Table 4. Thus, visualisation in Figure 9 is the best expectation of WMH segmentation result for each learning algorithm. From the visualisation and its respected DSC value shown in Figure 9, deep learning produced better WMH segmentation results than the conventional ones. Furthermore, patch-CNN produced better WMH segmentation results than other deep learning algorithms.

![Figure 9. Visualisation of automatic WMH segmentation results from LST-LGA, SVM-SET3, RF-SET1, DBM, CEN and patch-CNN. Red regions are WMH labelled by experts (GT) or conventional/deep learning algorithms. We visualise two different subjects with very different WMH burden to see how the WMH volume affects the performance of conventional/deep learning algorithms. Volume of WMH and value of the DSC metric for each algorithm are at the bottom left on each respective image.](image)

4.2.6. Running Time Evaluation

In addition to all evaluations mentioned before, we also keep records on the time training and testing processes take in the experiments. SVM, RF and DBM took roughly 26, 37 and 1341 min on average, respectively, for the training process. Whereas, it took 83, 41 and 17 s on average for SVM, RF and DBM to complete one MRI data in the testing process from a workstation in a Linux server with 32 Intel(R) Xeon(R) CPU E5-2665 @ 2.40GHz processors located in the Centre for Clinical Brain Science’s facility in Edinburgh, UK.

On the other hand, Linux Ubuntu 16.04 LTS desktop with Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz and NVIDIA GeForce GTX 1080 8GB GAMING ACX 3.0 manufactured by EVGA, located in Informatics Forum building in Edinburgh, UK, was used to train and test the CEN and patch-CNN. It took 152 and 392 min on average for the training process and 5 and 27 s on average for testing process for CEN and patch-CNN respectively. An image analyst can take from 15 to 60 min to segment WMH on a single dataset depending on the level of experience [40].

5. Conclusions

In this study, we have seen performances from different supervised learning methods for WMH segmentation in brain MRI with mild or no vascular pathology. We tested SVM, RF, DBM, CEN and patch-CNN and compared them with a public toolbox LST which provides LGA. From the experiments, the best set of features used by SVM and RF could not beat performance of deep learning algorithms such as DBM, CEN and patch-CNN. We find that the probabilistic output of each learning algorithm has its own optimal threshold value to produce best binary WMH segmentation.
result. Nevertheless, deep learning algorithms produce better WMH segmentation results compared to conventional machine learning methods. Furthermore, we also can see that the WMH burden continues being the most challenging problem because all methods produce low DSC scores on subjects with low and very low WMH. However, deep learning methods performed better than conventional machine learning methods, especially patch-CNN in the group with small WMH burden.
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