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Abstract
Mammalian rods respond to single photons with a hyperpolarization of about 1 mV which is accompanied by continuous noise. Since the mammalian rod bipolar cell collects signals from 20–100 rods, the noise from the converging rods would overwhelm the single-photon signal from one rod at scotopic intensities (starlight) if the bipolar cell summed signals linearly (Baylor et al., 1984). However, it is known that at scotopic intensities the retina preserves single-photon responses (Barlow et al., 1971; Mastronarde, 1983). To explore noise summation in the rod bipolar pathway, we simulated an array of rods synaptically connected to a rod bipolar cell using a compartmental model. The performance of the circuit was evaluated with a discriminator measuring errors in photon detection as false positives and false negatives, which were compared to physiologically and psychophysically measured error rates. When only one rod was connected to the rod bipolar, a Poisson rate of 80 vesicles/s was necessary for reliable transmission of the single-photon signal. When 25 rods converged through a linear synapse the noise caused an unacceptably high false positive rate, even when either dark continuous noise or synaptic noise were completely removed. We propose that a threshold nonlinearity is provided by the mGluR6 receptor in the rod bipolar dendrite (Shiells & Falk, 1994) to yield a synapse with a noise removing mechanism. With the threshold nonlinearity the synapse removed most of the noise. These results suggest that a threshold provided by the mGluR6 receptor in the rod bipolar cell is necessary for proper functioning of the retina at scotopic intensities and that the metabotropic domains in the rod bipolar are distinct. Such a nonlinear threshold could also reduce synaptic noise for cortical circuits in which sparse signals converge.
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Introduction
Convergence of many synaptic inputs onto a neuron’s dendritic tree is common in the nervous system, but it introduces a problem. Even minor amounts of noise, when compounded by convergence, can increase the neuron’s noise level to a point where the signal is overwhelmed. The problem is particularly severe for sparse signals, i.e. where signals from separate synaptic inputs do not overlap in time. However, in this case a nonlinear processing step can remove noise to maintain signal quality. We present here an account of how such nonlinear processing can improve rod signal quality in the retina.

Mammalian rods respond to a single photon with a hyperpolarization of about 1 mV (Baylor et al., 1984; Tamura et al., 1989; Schneeweis & Schnapf, 1995). The single-photon signal is known to be transmitted as a separate event by the retina to the brain because it has been detected in ganglion cell spike trains as a burst of 2–3 spikes (Barlow et al., 1971; Mastronarde, 1983). The single-photon signal has also been demonstrated in the ERG (Robson & Frishman, 1995) and psychophysically (Sakitt, 1972; but see Makous, 1990). This implies that retinal circuitry in transmitting the single-photon signal preserves its quantal identity.

A sequence of neurons called the “rod bipolar pathway” carries rod signals at night (Famiglietti & Kolb, 1975; Nelson, 1982), and appears to be specialized to transmit the single-photon signal (Sieving et al., 1986; Smith et al., 1986; Robson & Frishman, 1995; Smith & Vardi, 1995). At low scotopic intensities (starlight) only one rod in 1000 absorbs a photon per second, so to concentrate the signal the circuit sums rod signals through anatomical convergence. The rod bipolar cell receives glutamatergic synaptic input from 20–100 rods, depending on species and retinal eccentricity (Dacheux & Raviola, 1986; Young & Vaney, 1991; Wässle et al., 1991; Grünert et al., 1994). Although the physiological and anatomical details of the rod bipolar pathway differ across species, the basic pattern is the same: in starlight both rod and rod bipolar process the signal from at most one photon.

Recordings from single mammalian rods show that the single-photon response is accompanied by noise (Baylor et al., 1984; Schneeweis & Schnapf, 1995), which is thought to originate in the biochemical transduction cascade (Baylor et al., 1980) shared by vertebrates. The spectrum of the noise measured in fish, toad, and monkey is similar to that of the photon signal, therefore the noise cannot be removed by a temporal filter (Ashmore & Falk, 1982; Baylor et al., 1980, 1984). The standard deviation of the noise in monkey is 19% ± 5% of the peak of the single-photon response,
yielding a signal-to-noise ratio of about 5 (Baylor et al., 1984; Schneeweis & Schnapf, 1995).

On first thought, a signal-to-noise ratio of 5 in a rod might seem quite reasonable. However, Baylor et al. (1984) pointed out that if signals from many rods converge on the bipolar cell and are linearly summed, noise from surrounding rods would overwhelm the signal from a single photon transduced in one rod. The reason is that the standard deviation of summed noise is proportional to the square root of the number of independent noise sources. Although electrical coupling of photoreceptors can increase the signal-to-noise ratio in some cases, for the single photon signal it does not (Tessier-Lavigne & Attwell, 1988). Indeed, mammalian rods are not coupled (Raviola & Gilula, 1973; Schneeweis & Schnapf, 1995). Hence noise from the 20 rods converging onto a single rod bipolar cell in cat retina would mask an individual single-photon signal, and the noise from the 1500 rods converging onto a central beta (X) ganglion cell (Sterling et al., 1988) would completely swamp it! Baylor et al. (1984) therefore proposed a nonlinear threshold somewhere at the rod → rod bipolar synapse.

Synaptic noise further worsens the noise problem. In the dark, a rod is depolarized and vesicles of glutamate are thought to be released continuously (Trifonov, 1968; Cerveto & Piccolino, 1974; Kaneko, 1979; Detwiler et al., 1984). Since release is thought to be random (Stevens, 1993), it is an additional source of noise that varies with the vesicle release rate (Rao et al., 1994). Finally, the postsynaptic ion channels fluctuate randomly, so they are a source of noise that varies with the degree of activation (de la Villa et al., 1995). Thus, there are at least three sources of noise that could mask the quantal identity of a single-photon signal in the rod bipolar.

A likely candidate for the thresholding mechanism is the mGluR6 receptor and associated biochemical second-messenger cascade located at the dendritic tip of the rod bipolar cell at its glutamatergic synapse with the rod (Shiells & Falk, 1990; Yamashita & Wässle, 1991; Vardi et al., 1993; de la Villa et al., 1995). Recently, Shiells and Falk (1994) measured the response of an mGluR6-driven bipolar cell in dogfish retina to variations in the concentration of glutamate and discovered a nonlinearity in its response: at high concentrations of glutamate (i.e. low light levels) all the postsynaptic ion channels closed. Below a threshold glutamate concentration the synaptic conductance strongly increased.

One might choose to study the rod synapse in mammalian retina physiologically by recording from a rod bipolar cell in a dark-adapted slice preparation. Whole-cell patch recording might reveal single-photon responses and provide evidence for a nonlinearity, but this would be an extremely difficult experiment. A simpler experiment would be to patch an isolated rod bipolar cell without rod synapses intact and record responses to glutamate puffs (Yamashita & Wässle, 1991; Shiells & Falk, 1994; de la Villa et al., 1995). But this could not provide evidence about the single-photon response nor the influence of noise from rod and synapse.

Therefore, to measure the performance of the rod → rod bipolar circuit in the presence of different types of noise, we chose a computer simulation. We included realistic models of the rod signal, continuous dark noise, and a rod synapse with random vesicle noise, second-messenger cascade and nonlinearity. This approach required assumptions for some physiological parameters, but on the other hand allowed us to study the effect of parameter variations on the performance of the system. The objectives were (1) to estimate the vesicle release rate because that was an important determinant of noise in the model, (2) to explore the contribution of the different noise sources on single-photon detection, and (3) to discover whether the mGluR6 threshold nonlinearity would allow single-photon detection in the rod bipolar pathway.

Methods

As a preliminary study, we derived an analytical model and compared the performance for rods converging onto the rod bipolar through a linear and through a nonlinear thresholding synapse (Appendix). The results show that with the linear synapse, the single-photon signal is lost in the numerous errors and that a threshold is very effective in reducing detection errors when multiple rods converge. For this model, we assumed that the input noise at every synapse was Gaussian (its width set so the error rate met our error criteria, see below), and that the threshold was ideal. These few assumptions are not easily justifiable and the results might not hold if the noise were modeled more realistically and the threshold were provided by a realistic second-messenger cascade. The combination of nonlinearities and temporal filters makes analytical treatment cumbersome. Therefore, we studied the system with a compartmental model.

We simulated the rod → rod bipolar circuit using the simulation language “NeuronC” (Smith, 1992). The architecture of the circuit and the physiological parameters were defined in a script file. The model consisted of an array of up to 25 rods, one bipolar cell, and one horizontal cell axon terminal; see Fig. 1. The horizontal cell with a synapse to each rod was included to provide a conductance to appropriately set the rod resting voltage (analogous to feedback from horizontal cells in situ; see “Setting the threshold” in the Discussion). For simplicity, the horizontal cell voltage was manually set to a constant value (Lankheet et al., 1996).

A stimulus consisting of a series of dim flashes was presented to the array of rods. In real photoreceptors photon absorption occurs randomly (e.g. Schneeweis & Schnapf, 1995), but for simplicity each simulated flash caused exactly one photon absorption. The absorption caused an outward current of about 1 pA, leading to a hyperpolarization with a peak amplitude of about 1 mV. Transduction in the rod was modeled with a 7th-order equation based on an enzyme cascade as postulated by Pugh and Altman (1988). The decay phase consisted of a 4th-order equation, modeling the calcium feedback (for details see Smith, 1992). The resulting single-photon response (Fig. 2) was similar to the one measured by Baylor et al. (1984). The continuous dark noise of the rod was modeled by inserting noise in the transduction cascade. At the rod output, the noise had a Gaussian distribution with a power spectral density comparable to the single-photon response (Fig. 2).

Synapse

We modeled the synapse from rod-to-rod bipolar as a sequence of functions based on the work of Belgium and Copenhagen (1988), where the presynaptic voltage directly modulates a postsynaptic conductance. To generate realistic postsynaptic responses with appropriate noise properties, we added to this model (1) discrete vesicle release, (2) temporal filters to insert time delays and shape the postsynaptic response, and (3) a second-messenger cascade, see Figs. 3 and 4 (Smith, 1992). Each filter in the synapse consisted of a number of low-pass filters with equal time constants in series. The impulse response of such a compound filter is

\[ F(t) = \frac{t^{n-1} e^{-t/\tau}}{(n-1)!}, \]  

(1)
where \( n \) is the number of filters in series, and \( \tau \) is the time constant.

The temporally filtered rod voltage modulated the average rate of release, \( \rho(t) \), with an exponential function (Belgium & Copenhagen, 1988)

\[
\rho(t) = \rho_0 e^{-V_{\text{rod}}(t) - V_{\text{dark}}}/V_e,
\]

where \( V_{\text{rod}} \) is the rod voltage and \( V_{\text{dark}} \) is the average dark voltage of the rod. The prefactor \( \rho_0 \) sets the vesicle release rate in the dark. \( V_e \) gives the exponent of transmitter release and determines the ratio of the release rates in the dark and with one photon absorbed. Although the rod \( \rightarrow \) rod bipolar synapse might transmit a two-photon signal (see Discussion), we assumed that a single-photon signal almost completely stopped vesicle release. This enhanced performance by more fully exploiting the dynamic range of the synapse, reducing the relative contribution of noise. Since the precise vesicle release behavior is not known, we chose to err here towards better performance to strengthen the conclusions (see Results).

Given the rate, vesicle release was modeled as a modulated Poisson process (Katz & Miledi, 1965; Barrett & Stevens, 1972a,b; Stevens, 1993). Poisson release corresponds to exponentially distributed release intervals. It might be realistic, however, to assume that vesicle release events have some refractory time (time during which release is blocked). At low release rates when the rod absorbs a photon and hyperpolarizes, the time between releases will be much larger than a refractory time, and a Poisson approximation is appropriate. In the dark, however, when the rod tonically releases glutamate at a high rate, the refractory time might become comparable to the intervesicle time. In that case, a refractory time would regularize the release and lower the number of errors compared to Poisson release at the same rate (Laughlin et al., 1996). From a biological point of view, a fixed refractory time does not seem realistic, so vesicle release was modeled with a gamma dis-
distribution of interval times, i.e. the interval times are distributed according to (Abramowitz & Stegun, 1965)

\[ p(t_i) = \rho \frac{1}{t^k} e^{-\rho t} / (k-1)! \]  

(3)

The gamma distribution has both a rate parameter \( \rho \) and an order \( k \). If \( k \) is one, the interval distribution is exponential and generates the Poisson event distribution. For large gamma order the release is more regular. The coefficient of variation (standard deviation/mean) of the number of events per unit time is a factor \( \sqrt{k} \) smaller than for Poisson release, thus regularizing the release.

Second-messenger cascade

The rod bipolar of mammals utilizes the mGluR6 receptor at the glutamatergic synapse with the rod (Shiells & Falk, 1990; Wässle et al., 1991; Vardi et al., 1993). The mGluR6 receptor modulates a second-messenger system similar to the transduction cascade in photoreceptors. Glutamate binds to the postsynaptic receptors and leads to a reduction in cyclic GMP (cGMP) which closes the depolarizing channels in the rod bipolar dendritic membrane (Nawy & Jahr, 1990, 1991; Shiells & Falk, 1994; de la Villa et al., 1995).

We modeled this following Shiells and Falk (1994). The temporal filters are omitted here for clarity, but in the simulation they were present as specified in Fig. 4.

\[ [\text{Glu}]_{\text{bound}} = \frac{[\text{Glu}]_{\text{cleft}}}{[\text{Glu}]_{\text{cleft}} + k_1}, \]

(4)

\[ [\text{cGMP}] = 1 - \epsilon_{\text{gain}} [\text{Glu}]_{\text{bound}}, \quad \text{but } [\text{cGMP}] \geq 0 \]

(5)

\[ g = g_{\text{syn}} \frac{[\text{cGMP}]}{[\text{cGMP}]} + k_2, \]

(6)

where \([\text{Glu}]_{\text{cleft}}\) is the glutamate concentration in the synaptic cleft resulting from the random release, \([\text{Glu}]_{\text{bound}}\) is the amount of receptor bound glutamate, \(k_1\) sets Michaelis-Menten saturation of the glutamate binding, \(\epsilon_{\text{gain}}\) is the biochemical gain of the cascade. \(k_2\) sets the saturation for cGMP, its value taken from Shiells and Falk (1994). Finally, \(g\) and \(g_{\text{syn}}\) represent the synaptic conductance of the bipolar cell and the maximal synaptic conductance. The threshold works the following way: As long as \(\epsilon_{\text{gain}}[\text{Glu}]_{\text{bound}} > 1\), the cGMP concentration is zero as it cannot become negative. If \(\epsilon_{\text{gain}}[\text{Glu}]_{\text{bound}} < 1\), the cGMP concentration follows inversely the variations of the glutamate concentration. It thus shows a thresholding behavior at high glutamate concentrations. Note that by eqn. (4) the maximal value of \([\text{Glu}]_{\text{bound}}\) is normalized to one and thus \(\epsilon_{\text{gain}}\) has to be larger than one to obtain the thresholding behavior. Due to the threshold, fluctuations in the rod voltage in the dark do not cause a response in the bipolar cell. This is the mechanism responsible for noise removal in the simulation.

In some simulation runs we included channel noise. Assuming a synaptic conductance of 100–200 pS and a single-channel conductance of 13 pS (de la Villa et al., 1995), each dendritic tip would contain 8–16 channels. The noise of the channels was modeled by a binomial distribution \((N = \text{number of channels}, p = \text{normalized conductance})\) which was filtered with a first-order low-pass filter with a cutoff frequency of 47 Hz (de la Villa et al., 1995).

To examine the effect of the nonlinearity in the simulations we set the synapse parameters for two different types of transfer function (the function relating presynaptic voltage to postsynaptic conductance). In the first, we set a central linear zone, and in the second, we set a strong thresholding nonlinearity (Fig. 5). Some nonlinear behavior is also caused by the vesicle release function and the glutamate binding constant \(k_1\) (at high glutamate concentrations) and the cyclic \(G\) binding constant \(k_2\) (at the shoulder of the solid curve in Fig. 5), but the thresholding effect is set by the nonlinearity of the postsynaptic second-messenger cascade.

Analysis of signal in rod bipolar

The output of the compartmental simulation was the voltage recorded from the rod bipolar soma. After an adjustable latency the voltage was integrated with a matched filter over 100 ms, representing the integration time of the bipolar. The integration time was determined from two measurements: the AII amacrine cell rises to half-maximum in 90 ms (Nelson, 1982), and the time to

\[ \text{Fig. 2. Left: The power spectral densities of the single-photon response (solid line) and the noise (dashed line). Right: simulated rod response to a single photon in the absence of continuous dark noise (upper graph) and a simulated trace of the continuous dark noise (lower graph).} \]
peak measured in cat rod bipolar ERG measurements is about 100 ms (Robson & Frishman, 1995). A matched filter has an impulse response which is a time-reversed version of the signal to be detected. This filter maximizes the signal-to-noise ratio of the output if the signal to be detected is known and embedded in white noise (Davenport & Root, 1958; Baylor et al., 1980). The shape of the filter was determined by averaging the bipolar voltage response to a photon. Although the matched filter improves the detection compared to a rectangular, unweighted integration window if the integration time is long (>400 ms), for the 100-ms integration the effect was small (always less than 1%), which was expected because the signal was slow compared to the 100-ms time window of the filter.

The filtered rod bipolar voltage was compared to a preset discrimination voltage. If the bipolar voltage was above (below) discrimination voltage, it was decided that a (no) photon was detected by the rod bipolar. After a photon was detected, the detection was suspended for 100 ms in order not to count accidentally the tail of the event as a second photon. To correctly calculate the photon rates, this “dead time” was subtracted from the total time.

Measuring error rates

Because of the signal’s binary character, we quantified the performance of the system in false positive and false negative rates instead of a signal-to-noise ratio. A false positive is the detection of a photon when there is none (measured in false positives per second); a false negative is missing a photon (measured in fraction of photons missed). The false positive and false negative rates are mutually exclusive: by increasing the discrimination voltage for the signal in the rod bipolar it is possible to arbitrarily reduce the false positive rate at the expense of a higher false negative rate (see Fig. 9).

Since obvious goals of the retina are to maximize efficiency and reduce errors, we set limits for the false negative and false positive rates with the following reasoning. The efficiency factor for the single-photon signal describing the fraction of rhodopsin isomerizations detected in the discriminator equals one minus the false negative rate. To maximize efficiency, therefore, the false negative rate should be as low as possible. To minimize errors, however, a low false positive rate is necessary. For simplicity, we fixed the false negative rate and measured the false positive rate (Figs. 9 and 10). These rates were controlled in the simulation by varying the discrimination voltage in the rod bipolar cell. Permissive values (i.e. allowing errors) were chosen for the limits but we imagine that the retina might well have more stringent limits, especially since noise from higher order neurons was not included. The efficiency of a ganglion cell has been estimated at 70% which varies the discrimination voltage in the rod bipolar cell. Permissive values (i.e. allowing errors) were chosen for the limits but we imagine that the retina might well have more stringent limits, especially since noise from higher order neurons was not included. The efficiency of a ganglion cell has been estimated at 70% which corresponds to a false negative rate of 30% (Mastronarde, 1983).

To set a permissive value we posed the condition: (1) The false negative rate caused by intrinsic noise should be less than 30% missed photons.

The limit on the false positive rate is provided by the dark event rate, which originates from spontaneous, thermal rhodopsin isomerizations causing rod responses indistinguishable from photon responses. Thus dark events pose a fundamental visual performance limitation. From direct rod recordings the number of dark light events is (0.0063 ± 0.0018) Rh−rod/s in monkey (Baylor et al., 1984). On the other hand, ganglion cell recordings in the cat yielded 2–6 events/ganglion cell/s (Mastronarde, 1983), and 5.5 photon events per ganglion cell/s (Barlow et al., 1971) which is consistent with a dark event rate of about 0.005 events/rod/s (Sterling et al., 1988). Psychophysical experiments yielded 0.01 events/rod/s (Lamb, 1990; Frishman et al., 1996). Thus, the dark event rate in ganglion cells seems to stem from the dark event rate in the rods, and the retinal circuitry itself apparently introduces few errors. As a permissive criterion, we posed the condition that the
Errors are less than the spontaneous dark events: (2) The false positive rate caused by dark continuous noise and vesicle noise should be less than 0.01 events/rod/s.

Results

Simulation of single rod

In the first set of simulations just one rod was connected to the rod bipolar cell (Table 1). Parameters for the simulation were taken from the literature where known. When there was an uncertainty in a parameter value, we chose to err towards a value which improved performance. If under these more optimal conditions the error rates of the system with the linear synapse were too high, that would better demonstrate the necessity of the nonlinearity. Parameters chosen this way were (1) the vesicle release function, set so that a single photon stopped vesicle release; (2) the integration time of the bipolar cell and of the discriminator, set to be as long as compatible with physiological recordings; and (3) the latency in the discriminator, set to minimize the error rate.

The rod inner segment consisted of a sphere (8 \( \mu \text{m} \) diameter) synaptically connected to a dendrite (0.2 \( \mu \text{m} \) diameter) of the rod bipolar cell. The rod bipolar had a soma represented by a sphere (5 \( \mu \text{m} \) diameter) and an axon of 0.8 \( \mu \text{m} \) diameter (Fig. 1). The membrane resistance of the rod was set to give a single-photon response of about 1 mV. Conductances included (1) the synaptic conductance and (2) a nonspecific conductance represented by \( R_m \) with a reversal potential of \(-70 \text{ mV}\) for both rod and rod bipolar. The synaptic conductance \( g_{\text{syn}} \) was set to 200 pS, but its precise value was not important as the error detection by the discriminator was independent of the amplitude of the bipolar voltage. Noise from the fluctuation of synaptic channels comprised high frequencies which were filtered out by the time window, and gave a negligible contribution to the error rate (see Discussion). Therefore channel noise was not included in the simulation beyond the initial runs.

The synaptic temporal filters were chosen as follows: the first filter was second-order with a short time constant to give a pre-synaptic delay, consistent with the delay in vesicle release (Barrett & Stevens, 1972a). The second filter (representing the diffusion and binding to the receptors) was second order to match the shape of the time course of diffused neurotransmitter; the time constant was consistent with mPSCs measured in OFF bipolar cells (Maple et al., 1994). The last filter, representing the temporal integration of the second-messenger cascade, was third order, consistent with the number of integration stages measured in the rod bipolar cell (Robson & Frishman, 1995). Its function was to filter out the high-frequency components of the vesicle noise before they were passed through the threshold. The time constant of the filter was set to 50 ms, compatible with the time course of the bipolar response (Dacheux & Ravìola, 1986). A shorter time constant increased the error rate. The response of the synapse to one vesicle showed the inverting of the signal and the long time constant of the response (Fig. 6).

At fixed time intervals the rod received a photon. The response of the rod was a small hyperpolarization superposed on the continuous dark noise. An inverting glutamatergic synapse transmitted the signal and noise to the bipolar cell (Fig. 7).

The bipolar cell signal was temporally integrated over 100 ms with a matched filter (see Methods). A fixed time delay was added to the stimulus representing the latency of the bipolar cell. For every set of simulation parameters, this delay was optimized for the lowest false positive rate; a delay of 150 ms was common. The filtered bipolar cell signal was compared to a preset discriminator threshold voltage. An excursion above the threshold was taken to be a photon. A comparison to the actual stimulus categorized the photon as a “real” or a “false” photon. While the false negative rate was kept fixed at 50%, the false positive rate of the circuit was determined for various values of the noise parameters. For low false positive rates, long simulations with few photons were necessary to obtain a sufficient number of false positive events (over 1 h of modeled time with about 1 photon per 3 s per rod).

For a single rod connected to the bipolar cell, there was no significant difference in performance between the linear and the thresholding synapse. The reason is that a nonlinear threshold in the synapse has an effect similar to the discriminator. With the signal provided by only one source, the classification of responses into “photon” or “no photon” is unchanged whether or not the signal passes through a prior nonlinear threshold.

For a standard deviation of the continuous rod dark noise equal to 19% of the peak response, a Poisson rate of at least 80 vesicles/s was necessary to keep false positives below 0.01/rod/s (Fig. 8). This minimal estimate served as a calibration for the simulations with multiple rods. The minimal rate depended strongly on the distribution of release times. For a gamma distribution of order 4, the minimal rate was about 40 vesicles/s (Fig. 8).

<table>
<thead>
<tr>
<th>Table 1. Parameters in the compartmental simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Membrane resistance rod</td>
</tr>
<tr>
<td>Membrane capacity</td>
</tr>
<tr>
<td>Synaptic filter 1, order</td>
</tr>
<tr>
<td>Synaptic filter 1, time constant</td>
</tr>
<tr>
<td>Synaptic filter 2, order</td>
</tr>
<tr>
<td>Synaptic filter 2, time constant</td>
</tr>
<tr>
<td>Synaptic filter 3, order</td>
</tr>
<tr>
<td>Synaptic filter 3, time constant</td>
</tr>
<tr>
<td>( c_{\text{syn}} ) (linear)</td>
</tr>
<tr>
<td>( c_{\text{syn}} ) (threshold)</td>
</tr>
<tr>
<td>Max. synaptic conductance ( g_{\text{syn}} )</td>
</tr>
<tr>
<td>Synaptic rev. potential</td>
</tr>
</tbody>
</table>
vesicles creased (4, 9, 16, and 25 rods). The dark vesicle rate was set to 100
Next, the number of rods connected to the bipolar cell was in-
Simulation of multiple converging rods
Next, the number of rods connected to the bipolar cell was in-
increased (4, 9, 16, and 25 rods). The dark vesicle rate was set to 100 vesicles/s and the dark noise was set to 19%, other parameters were the same as for the single rod simulation. Without threshold-
ing, the standard deviation of the voltage distribution in the bipolar was much larger than the standard deviation for a single rod. When the threshold was present, it transformed each rod bipolar voltage distribution into two narrow peaks and allowed the single-photon signals to remain detectable (Figs. 9 and 10).

For the linear synapse, the false positive rate increased strongly with the number of rods converging (Fig. 11). When the simulations included only vesicle release noise or continuous dark noise the false positive rate for the linear synapse was still larger than for the thresholding synapse. The continuous dark noise and vesicle release noise contributed both considerably to the false positive rate with a somewhat larger contribution of the vesicle release noise. For the thresholding synapse, the false positive rate was much lower and proportionate to the number of rods converging, except for 25 rods where the false positive rate was somewhat larger than the dark light.

For very large amounts of noise, the voltage distributions for dark rods and for one rod capturing a photon fully overlapped (Fig. 10). The false positive rate was at that point 1 minus the false negative rate, i.e. 50%. In our model only one event could be detected per integration time (100 ms); the false positive rate therefore saturated at 5 events/s.

Discussion
The results show that continuous dark noise in rods and vesicle fluctuation noise at the rod synapse leads to errors in photon de-
linearity is effective for reducing the false positives to a rate consistent with physiological measurements (Barlow et al., 1971; Mastronarde, 1983).

Performance of circuit with single rod convergence
We found a minimal release rate of about 80 vesicles/s for the case of Poisson release both with the linear and the thresholding syn-
apse. This was obtained by considering one rod synaptically connected to the rod bipolar. Since convergence further adds to the noise, this rate is also a minimum estimate for the circuit with multiple rods. It is comparable to the value of 40/s estimated by Rao et al. (1994) and 100/s in more recent work (Rao-Mirotznik & Sterling, 1998), where the problem of convergence was not fully considered. Comparable experimental values have been found by Ashmore and Copenhagen (1983), von Gersdorff et al. (1996), and Freed (1998). Higher rates of vesicle release would improve the performance of the system, but continuous rates much higher than 100/s are thought to be biologically implausible (Rao-Mirotznik & Sterling, 1998). The estimated rate depends on the integration time of the bipolar cell. A longer integration time allows a lower release rate at the expense of a longer latency for detecting a photon.

Performance of circuit with multiple rod convergence
Summing multiple-photon signals from a pool of rods leads to an increase in noise in the rod bipolar signal (Fig. 9). When the synapse is linear the noise prevents the circuit from successfully discriminating single photons (Figs. 10 and 11). The effect is also present with either the continuous dark noise or the vesicle release noise alone, indicating that it does not critically depend on our estimate of the dark vesicle rate or properties of the dark noise.

Although the nonlinear threshold does not improve the performance of the circuit with one rod, it does improve the performance when multiple rods converge. The threshold blocks noise from rods which do not carry a photon signal. This greatly reduces the noise pooled by the rod bipolar, which improves its performance to a false positive rate comparable to the known dark rate (0.01/rod/s). The threshold improves the performance so much that the circuit with both rod and vesicle noise has better performance than it would have with a linear synapse and either noise source alone (Fig. 11).

Essential features of the model
The results of the analytical model (Fig. 13) are similar to the simulation data (Fig. 11). This emphasizes that although the prec-
integral error rates may depend on the model, the conclusion that thresholding is a necessity follows from both models. Most of the physiological and anatomical parameters in the compartmental sim-\nnary are not critical. For the proper functioning of the circuit, how-
however, it is essential that (1) the threshold removes the noise of the dark rods, because they are the majority and would otherwise contribute strongly to the noise. This is consistent with the working of the mGluR6 cascade which did not respond to fluctuations above a certain glutamate level; in the analytical model noise in the presence and absence of signal are removed. (2) The threshold voltage is accurately set to balance the noise removal against trans-
mission of the photon signal (see below). In the model, this was done by setting the threshold voltage either by changing the horizontal cell feedback or changing the synapse parameter $k_1$. (3) The vesicle noise is filtered out. It contains high-frequency com-

---

**Fig. 6.** The response to a single vesicle showing the effect of the temporal filtering in the synaptic model. Dashed line: the filtered glutamate concent-
tration (output of second filter). Solid line: the voltage response in the bipolar cell.
ponents that otherwise would be passed by the nonlinearity. In the simulation, the third filter performed this task; it was not relevant for the analytical model which did not contain dynamics. (4) The threshold is located after most of the noise sources, but before the summation of the rod inputs.

Location of nonlinearity

If the nonlinearity were located in the presynaptic terminal, e.g. a voltage-gated channel in the rod terminal, it could reduce the continuous rod noise but could not reduce vesicle fluctuation noise. If, on the other hand, the nonlinearity were located in the rod bipolar soma or axon, it might reduce noise to some extent but could only process photon signals already embedded in the pooled noise from 20 other rods. To be most effective, the nonlinearities in the bipolar cell should be distinct and independent. Therefore the postulated threshold would be optimally located in the postsynaptic side of the synapse, which is consistent with the location of the mGluR6 cascade in the bipolar cell (Wässle et al., 1991; Vardi et al., 1993; de la Villa et al., 1995).

To be independent, the second-messenger cascades in the dendritic tips of a rod bipolar cell must be localized and therefore limited in scale. The noise from a small number of channels can be large, but it diminishes when all channels are open or all channels are closed (de la Villa et al., 1995). Furthermore, the noise comprises high frequencies which are filtered out by the discriminator. In simulation runs that included channel noise, we found it made no significant contribution to the error rates.

The threshold nonlinearity associated with the mGluR6 receptor and second-messenger cascade was found in the dogfish (Shiells & Falk, 1994). Since the mammalian rod bipolar cell is known to express the mGluR6 receptor and has a similar second-messenger cascade (de la Villa et al., 1995), it is plausible that the nonlinear threshold is present in mammals as well. Although the mGluR6 receptor has also been localized to membranes of the ON cone bipolar cells, it is likely that they do not contain such a threshold nonlinearity as they appear to collect and linearly sum graded signals from cones (e.g. Thibos & Werblin, 1978). According to the theory proposed by Shiells and Falk (1994), a small increase in the biochemical gain of the second-messenger cascade, \( c_{\text{gain}} \) in eqn. (5), can transform a gently saturating response to a sharply saturating one (see Fig. 5). Thus, with a small adjustment in biochemistry the same receptor and second-messenger cascade might operate in different modes in different cells. It is interesting to note that, whereas for the cone system there are both ON and OFF bipolars, there is no OFF rod bipolar cell. The OFF cone bipolar has an ionotropic glutamate receptor, which does not have a strong nonlinear character (Shiells & Falk, 1994).

![Fig. 7](image_url) **Fig. 7.** (A) Trace of a simulation with one rod connected to the bipolar cell with linear and threshold synapse. At \( t = 0 \), a photon was absorbed by the rod. Note the continuous dark noise fluctuations in the rod voltage, and the vesicle noise in the glutamate concentration (about 100 vesicles/s, Poisson release). The rod bipolar response is shown for the linear (dashed line) and the thresholding synapse (solid line). (B) Analysis of the bipolar voltage: after a 100-ms filter, the signal is compared with a discrimination voltage. Comparison to the stimulus yields the error rate.

![Fig. 8](image_url) **Fig. 8.** The false positive rate for a single rod connected to the rod bipolar cell. Solid line: Poisson release, about 80 vesicles/s minimum are necessary to yield a low enough false positive rate (thin horizontal line). Dashed line: gamma distributed intervesicle time of order 4, having a standard deviation half that of Poisson release at the same rate. In that case 40 vesicles/s are sufficient. The dark noise was set to 19%. Data were collected from about 1 h of simulated time in which some 1000 photons were absorbed.
Setting the threshold

To obtain the low error rates reported for the model with a thresholding synapse, the threshold needed to be set accurately (±0.5 mV), and the same would be necessary in the retina. The type B horizontal cell axon terminal (HBAT) of cat is thought to provide GABAergic feedback to rods (Linberg & Fisher, 1988; Chun & Wässle, 1989; Vardi et al., 1994) and thus is a likely candidate to set the threshold. The HBAT receives input from 2000–3000 rods (Wässle et al., 1978), and thus even in the dark it receives a reasonably steady input from spontaneous isomerizations (0.01 Rh⁺/rod/s).

The precise mechanism of the feedback connection is unknown but there are two likely candidates: (1) feedback through GABA-A channels (Attwell et al., 1983), which would control depolarization of the rod terminal; and (2) modulation of the calcium-channel activation voltage of the rods by a GABA-B type mechanism (Gerschenfeld & Piccolino, 1980; Verweij et al., 1996), which would control calcium entry into the rod terminal. Both mechanisms would control transmitter release, and therefore would effectively set the threshold.

Evidence for thresholding operation

One might wonder if the nonlinear threshold mechanism implies a measurable nonlinearity in the scotopic light response of the rod bipolar or other postsynaptic neurons (AII amacrine, cone bipolar, ganglion cell). It does not because, although the nonlinearity reduces the single-photon response amplitude, this change precedes summation in the rod bipolar. After thresholding, photon events in the rod bipolar or downstream neurons can be summed linearly. At middle-to-high scotopic intensities, the photon events are numerous enough in these neurons to be temporally summed. Assuming that the thresholded photon events are of equal amplitude, the neuron’s response can therefore be proportional to the photon flux.

At mesopic intensities, however, where two or more photon events pass simultaneously through a single rod synapse, a superimposition might occur. This would happen shortly after the stimulus when the first photon response is above threshold, but before saturation sets in. The threshold would reduce the response to the first photon but not the response to a superimposed second photon. Hence, the two photon event would then have an amplitude greater than twice the single photon event (Fig. 12). Saturation of the peak.

Fig. 9. How thresholding reduces errors. (A) The false positive rate increases due to convergence if the signals are linearly added. The rod voltage distribution is broadened by the continuous dark noise. The voltage distribution in the bipolar cell (lower curve) is shown for two cases: none of the rods absorbs a photon and one of the rods absorbs a photon. There is considerable overlap resulting in a high false positive rate (right shaded area). (B) If prior to summation the signal is thresholded, the distributions remain narrow and the summation does not strongly increase the false positive rate. The right shaded area (below the curve with maximum on the left, but right of the dashed line) is too small to be visible.

Fig. 10. Upper graph: Voltage distribution in the rod bipolar cell for the linear synapse. At left, distribution for the dark rods; at right, distribution for one rod capturing a photon and all others dark. The distributions are wide and have considerable overlap corresponding to the high false positive rate as indicated by the right shaded region. Left shaded region is false negative rate. Lower graph: Corresponding voltage distribution in the rod bipolar cell for the thresholding synapse. The distributions are sharply peaked, maximum is about 0.7 (not shown). Note that overlap is much less, so false positives are reduced.
response would not much affect this mechanism because at early times the response is small. Evidence for just such a supralinearity in the rod bipolar response has recently been reported (Fig. 8A of Robson & Frishman, 1995), where the amplitude of the “derived PII” response at 40-ms latency was less than peak amplitude by one log unit but greater than expected on the basis of linearity by a factor of about 2. At later times, the bipolar cell shows a saturating response (Robson & Frishman, 1995) which might originate in saturation at the synapse or the soma.

Indirect evidence for the thresholding mechanism exists in ganglion cell physiology. In recordings of ganglion cells, the false positive rate was about equal to the dark event rate in single rods times the number of rods converging onto the ganglion cell (Barlow et al., 1971; Mastronarde, 1983; Baylor et al., 1984; Sterling et al., 1988). In our simulations with threshold, the false positive rate is proportional to the number of converging rods. These observations imply that at scotopic intensities the dark light is the major noise source at the ganglion cell and that the convergence introduced few extra errors, indicating that noise from other sources has been removed.

In addition, a ganglion cell receptive field surround can interact with the center in a nonlinear fashion (Wiesel & Hubel, 1966; Enroth-Cugell & Lennie, 1975; Barlow & Levick, 1976; Kaplan et al., 1979). At scotopic intensities, the ganglion cell’s response to a light flashed in its surround is enhanced when the center is also stimulated with light. This type of interaction is consistent with a rod circuit that sums center and surround together before transmission through a nonlinear synapse. Such an interaction would occur if a rod surround signal generated by feedback from horizontal cells (e.g. the type B axon terminal in cat and rabbit) were passed through the rod synapse along with the single-photon signal.

### Importance of nonlinear summation for the brain

The nonlinear summation described above is a general method to improve the performance of a neural circuit that sums spatially localized signals. For example, a complex cell in the primary visual cortex sums signals from its presynaptic neurons in a nonlinear fashion (Spitzer & Hochstein, 1985). The complex cell receives synaptic inputs from a large number of presynaptic neurons, and thus may encounter a noise problem similar to the one described here for the rod bipolar. The measured behavior can be described with a model with a threshold prior to the summation very similar to ours (Sakai & Tanaka, 1998). This suggests that a possible function of such nonlinear processing in the visual cortex could be noise removal.
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Appendix: Ideal discriminator analysis

Single rod

In this section, we develop a theoretical model which shows the advantage of a nonlinearity above a linear synapse for the performance of the system. First, consider a single rod connected to the rod bipolar. The noise in the rod bipolar cell has two major components: the vesicle noise and the rod continuous dark noise. We assume here that the sum of the noises has a Gaussian distribution and that its variance in the absence of a signal is the same as in the presence of a signal. The probability distribution of the voltage in the rod bipolar after averaging over the integration time is

\[ p_0(V) = \frac{1}{\sigma \sqrt{2\pi}} e^{-V^2/2\sigma^2}, \quad (A1) \]

when there is no signal present (the average was set to zero for convenience). If a photon is captured, the distribution is

\[ p_1(V) = \frac{1}{\sigma \sqrt{2\pi}} e^{-(V-V_0)^2/2\sigma^2}. \quad (A2) \]

Here \( V_0 \) stands for the average response to a detected photon; \( \sigma \) is the standard deviation in the time-integrated signal. Next, we introduce a discrimination voltage \( V_{\text{disc}} \) in order to discriminate between the absence and presence of a signal. If the averaged voltage is higher than this voltage, we decide that a signal was present, if the voltage is lower no signal was present. Due to the noise, the two distributions overlap which introduces the possibility that the signal might be detected incorrectly (Fig. 9). The probability of a false positive (FP) and false negative (FN) is, respectively,

\[ \text{FP}(V_{\text{disc}}) = \frac{1}{\sigma \sqrt{2\pi}} \int_{V_{\text{disc}}}^{\infty} e^{-V^2/2\sigma^2} dV = \frac{1}{2} \text{erfc} \left( \frac{V_{\text{disc}}}{\sqrt{2}\sigma} \right), \quad (A3) \]

\[ \text{FN}(V_{\text{disc}}) = \frac{1}{\sigma \sqrt{2\pi}} \int_{-\infty}^{V_{\text{disc}}} e^{-(V-V_0)^2/2\sigma^2} dV = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{V_{\text{disc}} - V_0}{\sqrt{2}\sigma} \right). \quad (A4) \]

There are various possibilities for setting the discrimination voltage. Because at low scotopic light levels photons are rare, it is advantageous to set the discrimination voltage such that it gives a low false positive rate. This leads to a high FN-rate or, equivalently, a low quantum efficiency. Note that this is somewhat counterintuitive as one might expect that at low light levels the retina would try to catch every signal; however, in that case the signal would drown between false positive signals and would be useless.

We fix the discrimination voltage such that the false negative rate equals 50%, or, equivalently, the quantum efficiency of the circuit is 50%. This implies that the discrimination voltage is fixed at \( V_{\text{disc}} = V_0 \). The false positive rate is the performance measure for the system.

A more elaborate analysis would be, for example, to minimize the total number of errors, which equals the false positive rate times the number of dark events plus false negative rate times the number of photon events (van Trees, 1968). The optimal threshold would then vary with the mean intensity level and the number of converging rods.

We note that the false positive and negative rates can also be analyzed with Receiver Operating Characteristics (ROC). The ROC curves are found by parametrically plotting of FP versus 1 – FN with the threshold voltage as the varying parameter. This method was applied to ganglion cells by Levick et al. (1983).

The convergence of many rods

Consider the convergence of \( N \) rods at a single rod bipolar. Because the signal is rare only two cases occur: (1) none of the rods carries signal, or (2) one rod carries signal while the others do not. Suppose first that at the rod bipolar the signals are linearly summed (with equal weights). Summing Gaussian distributions yields a new Gaussian distribution with a mean equal to the sum of the means and a variance equal to the sum of the variances; thus the standard deviation increases by a factor \( \sqrt{N} \). If none of the rods carries a signal, this distribution will be

\[ p_0(V) = \frac{1}{\sigma \sqrt{2\pi N}} e^{-V^2/2\sigma^2}. \quad (A5) \]

![Fig. 13. The false positive rate as a function of number of converging rods according to the theoretical model. For a linear synapse, the false positive rate grows initially exponentially with the number of rods (dashed curve). With an ideal thresholding synapse, the false positive rate is linear in the number of rods (solid line). The noise was set such that the false positive rate for \( N = 1 \) was 0.01 event/rod/s for both curves; the false negative rate was fixed at 50%, 100-ms integration time.](image)
If one rod receives a signal, the distribution is

\[ p_1(V) = \frac{1}{\sigma \sqrt{2\pi N}} e^{-(V-\bar{V})^2/2N\sigma^2}, \]  
(A6)

see Fig. 10. The chances for a false positives and negatives becomes now, respectively,

\[ FP_N = \frac{1}{2} \text{erfc} \left( \frac{V_{\text{disc}}}{\sqrt{2N\sigma}} \right), \]  
(A7)
\[ FN_N = \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{V_{\text{disc}} - \bar{V}}{\sqrt{2N\sigma}} \right). \]  
(A8)

Due to the convergence, the voltage distributions, eqns. (A5–A6), are somewhat wider, yet the false positive rate, eqn. (A7), increases drastically (Fig. 9). For small rates \( FP_N \), the error function can be approximated as \( \text{erfc}(V_{\text{disc}}/\sqrt{N\sigma}) \approx \sqrt{N}e^{-N} \). The false positive rate in the bipolar cell thus initially rises exponentially with the number of converging rods.

**Threshold nonlinearity**

Now suppose that there is a threshold nonlinearity present. The best location for the nonlinearity is before the signal summation. The continuous distribution is transformed into two narrow probability distributions (Fig. 9).

In the limit of very narrow peaks, the chance for a false positive is given by one minus the chance that all rod signals are transmitted correctly:

\[ FP_N = 1 - (1 - FP)^N, \]  
(A9)
\[ = 1 - \left[ \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{V_{\text{disc}}}{\sqrt{2\sigma}} \right) \right]^N, \]  
(A10)
\[ \approx N FP \quad (FP \ll 1). \]  
(A11)

The false negative rate is obtained by considering the case where one input signal is missed, and the other rods cause no \( FP \) signal.

\[ FN_N = FN(1 - FP)^{N-1}, \]  
(A12)
\[ = \left[ \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{V_{\text{disc}} - \bar{V}}{\sqrt{2\sigma}} \right) \right] \left[ \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{V_{\text{disc}}}{\sqrt{2\sigma}} \right) \right]^{N-1}, \]  
(A13)
\[ \approx FN \quad (FP \ll 1). \]  
(A14)

At low false positive rates, the false positive rate in the rod bipolar is proportional to the number of rods [eqn. (A11)]. The false negative rate is in first approximation unchanged; eqn. (A14). The nonlinearity does not remove the errors already present, but it reduces the increase in errors due to the convergence. Also note that for a single rod \( (N = 1) \), the error rate of the linear and the thresholding synapse are the same.

With one rod, the false positive rate of both types of synapses is the same, but with more rods converging the increase in the false positive rate is much greater for the linear synapse (Fig. 13).