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The image shows a crystal of a new phase of aniline growing at a pressure of 8000 atm (0.8 GPa). Hydrogen bonds in this phase become destabilising at 7.3 GPa.
Abstract

Two crystalline phases of aniline have been investigated by a combination of single crystal X-ray diffraction data on aniline-h\textsubscript{7} and neutron powder diffraction data on aniline-d\textsubscript{7}. Phase-I, which is formed on cooling the liquid at ambient pressure, is monoclinic (\textit{P2}$_1$/\textit{c}). Orthorhombic (\textit{Pna2}$_1$) phase-II was crystallised at 0.84 GPa at room temperature and structurally characterised at pressures up to 7.3 GPa. The strongest intermolecular interactions in both structures are NH…\pi contacts and NH…N H-bonds. These interactions occur within layers in both phases, and the phases differ in the way the layers are stacked. The structures of both phases have been obtained under two sets of identical conditions, at 0.84 GPa and 0.35 GPa and studied at room temperature by neutron powder and X-ray single-crystal diffraction. At 0.84 GPa phase-II is the thermodynamically stable form because it has a lower molar volume than phase-I, but as the pressure is reduced the volume of phase-I becomes less than that of phase-II, and at 0.35 GPa phase-II partially transformed into phase-I. PIXEL calculations indicate that the intermolecular interaction energy for pairs of molecules connected by H-bonds is -9 to -16 kJ mol\textsuperscript{-1} in phases I and II at 0.84 GPa, but one of these becomes destabilising in phase-II at 7.3 GPa, with an energy of +1 kJ mol\textsuperscript{-1}, making it similar to several compressed CH…\pi contacts. The results demonstrate how the hierarchy of intermolecular interaction energies can be manipulated with pressure.

Introduction

In molecular crystals, if the necessary donor and acceptor groups are available, packing is usually directed by hydrogen bonding. Where several H-bonding functionalities are present, it is even possible to quantify the propensity for polymorphism based on different combinations of hydrogen bonds.\textsuperscript{1} Hydrogen bonds are, however, quite sensitive to pressure, both in geometry and energy, and the aim of this paper is to explore whether pressure can be used to modify the hierarchy of intermolecular interactions in a crystal structure, changing a hydrogen bond from a highly stabilising interaction into a destabilising one.

The sensitivity of H-bond geometry to pressure can be illustrated by L-alanine, where an intermolecular NH…O H-bond was seen to compress from 1.861(3) Å to 1.69(2) Å at 13.6 GPa.\textsuperscript{2} This is the highest pressure for which structural data are available for an organic compound of any complexity, but even at this pressure the NH…O distance is not without precedent at 1 atm. In fact this is more generally the case in compressed structures: ‘super-short’ H-bonds have not been observed in organic crystal structures at least up to about 10 GPa. In early work this was taken to imply that as an H-bond is compressed the intermolecular interaction in question is driven into a repulsive region of its potential, and that as this point is approached the structure transforms to a different phase where the built-up strain is alleviated.
While relief of strain is a neat paradigm for explaining high pressure transitions in organic solids, when
PIXEL packing energy calculations\textsuperscript{3-6} were carried out on compressed structures it soon became evident that
the situation is more complicated.\textsuperscript{7-11} In some cases, such as the phase transition from salicylaldoxime-I to II at
5 GPa,\textsuperscript{9} the calculations supported the relief-of-strain model. In most other cases they did not, with some H-bonds, e.g. those in serine,\textsuperscript{10} actually becoming more stable as they were compressed. In these cases, the need
to pack space efficiently, and minimise free energy via the pressure x volume ($p\Delta V$) term, was identified as
the driving force for the phase transitions.

Phase stability is determined by free energy, of which internal intermolecular bond energies form just one
component. Lattice energies may become smaller in magnitude after a transition provided the other terms,
$p\Delta V$ and $T\Delta S$, make up the difference. The serine-I to II phase transition\textsuperscript{10} and the formation of salicylamide-
II at 0.2 GPa\textsuperscript{8} are two examples where this has been demonstrated. Clearly, kinetic factors are also important:
in order for one phase to transform to another there has to be a suitable low energy pathway for the transition
to occur. It should therefore be possible to ‘trap’ an unusually short, possibly repulsive, H-bond in a
compressed crystal structure, though this has so far not been demonstrated in the organic solid state.

A suitable system for generating a ‘repulsive H-bond’ using pressure is one where the H-bonding is quite
weak before any compression takes place. The weakest conventional H-bonds are those where the H-bond
acceptor and donor atoms are both nitrogen. The NH…N hydrogen bond energy in ammonia, for example, has
been estimated to be around 10 kJ mol\textsuperscript{-1},\textsuperscript{12} which compares to OH…O energies of 20-40 kJ mol\textsuperscript{-1} in phenols
and carboxylic acids.\textsuperscript{5} The amines are therefore ideal systems to control the extent of stabilisation provided by
H-bonding, and in this paper we report the effects of pressure on the crystal structure of aniline (Ph-NH\textsubscript{2}).

In addition to reporting crystal structures of aniline at high pressure, we will attempt to quantify the
thermodynamic factors responsible for the formation of the different crystalline phases identified. When a
material is crystallised the phase obtained often depends on the precise conditions employed, and explaining
why a specific form is obtained under a given set of conditions is an important problem in crystal engineering.
It is also a highly complex question in many practical crystal growth experiments. For example, modelling
polymorphism resulting from growth from different solvents is notoriously difficult, depending on nucleation
kinetics as well as thermodynamics. Modelling phase formation at high pressure is a more tractable problem
because in varying the pressure we vary a well defined thermodynamic variable.

Aniline (mpt. 267 K) is a liquid under normal conditions, and it was crystallised directly from the liquid state
directly by application of pressure. Some other recent experiments involving \textit{in situ} pressure-induced
crystallisation include pyridine, nitric acid, sulfuric acid monohydrate and 1,2,3-trichloropropane and
solutions which include leucine, and hydrates of sodium sulphate.\textsuperscript{13-18} One crystal structure of aniline is
available on the Cambridge Structural Database (CSD, Refcode: BAZGOY).\textsuperscript{19} The crystal was grown at 252
K, crystallising in the monoclinic space group $P2_1/c$ with the cell dimensions $a=21.822(8)$ Å, $b=5.867(4)$ Å,
$c=8.386(6)$ Å, $\beta=101.01(5)^\circ$ and $Z=8$ (hereafter referred to as phase I). Vibrational spectra in the solid and vapour phases have been examined in detail, and the thermodynamic properties of aniline have been explored by Takagi, measuring the ultrasonic velocity as a function of pressure and temperature.$^{20,22}$ The freezing pressure at ambient temperature is reported in the last of these investigations as being 0.19 GPa. The melting curve of aniline was determined up to 1.2 GPa by Bridgeman in 1914.$^{23}$

**Experimental**

**Sample preparation**

High-pressure and low-temperature, single-crystal X-ray diffraction measurements were carried out using aniline-$h_7$ obtained from Sigma-Aldrich. Neutron powder diffraction measurements were carried out using aniline-$d_7$ obtained from CDN isotopes. Both samples were used as supplied.

**Single-crystal X-ray diffraction study at ambient pressure and 100 K**

A sealed glass capillary (o.d. 0.12 mm) containing aniline-$h_7$ was mounted on a Bruker three-circle Apex II diffractometer equipped with an Oxford Cryosystems low-temperature device. The sample was first supercooled to 257 K, 10 K below the melting point, and then flash-frozen with liquid nitrogen to yield a polycrystalline mass. An OHCD Laser Assisted Crystal Growth Device was then used to obtain a single crystal using Boese’s zone-melting method.$^{24}$ Data collections were carried out at 100 K using Mo-K$\alpha$ radiation. The data were integrated with SAINT and corrected for absorption using SADABS.$^{25,26}$ The structure was solved using direct methods (SIR92).$^{27}$ Refinements were performed against $F^2$ in CRYS'TALS.$^{28}$ Hydrogen atoms attached to carbon were placed in ideal positions after each cycle of refinement. Hydrogen atoms forming the amino group were refined subject to similarity restraints placed on the N-H distances and HNH and CNH angles. Towards the end of refinement, twinning via a two-fold rotation about the [001] direction was detected using the ROTAX procedure.$^{29}$ The twin law, expressed as a matrix, is

$$
\begin{bmatrix}
-1 & 0 & -1 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{bmatrix}
$$

and the twin scale factor refined to 0.0135(8). Though the scale is very close to zero, inclusion of twinning in the model reduced $R_1$(all data) from 5.1 to 4.6%, and so twinning was retained in the final model. Structure
solution and refinement indicated that the sample had crystallised into the previously known monoclinic phase (CSD refcode BAZGOY), aniline-I. Crystal and refinement data at 100 K are listed in Table 1.

Crystallographic information files (cif) for this and other structures reported herein are available from the Cambridge Crystallographic Data Centre by quoting codes CCDC893032 – 893037.

**Single-crystal X-ray diffraction study at 0.8 GPa and room temperature**

Aniline-h$_7$ was loaded into a Merrill-Bassett diamond anvil cell (opening angle 80°), equipped with Boehler-Almax cut diamonds with 600 μm cutlets, a tungsten gasket and tungsten carbide backing plates. A ruby chip was also loaded in the sample chamber so that the pressure could be measured using the ruby fluorescence method. The pressure was slowly increased while monitoring the appearance of the sample with a polarising microscope. Crystallisation to a polycrystalline mass occurred at 0.8 GPa. The cell was then heated until only one crystallite remained. The cell was then allowed to cool slowly, causing the crystal to grow until it filled the sample chamber (ca. 0.3 x 0.3 x 0.05 mm). Images of the crystal growth starting from a single crystallite are shown in Figure 1a.

![Figure 1a](image1.png)

![Figure 1b](image2.png)

**Figure 1.** (a) Crystal growth of aniline-II at 0.8 GPa. The diameter of the circular sample chamber is 0.3 mm. The apparent colouration of the crystal and liquid phases is due to the use of a polariser. (b) Images of the crystal of aniline-II at 0.8 GPa (left), 0.5 GPa (centre) and 0.3 GPa (right). The crystal surface becomes increasingly cracked as pressure is decreased. The dark object at the edge of the cell chamber is the ruby chip used for pressure measurement.
X-ray diffraction data were collected with Mo-Kα radiation on an Agilent Technologies SuperNova diffractometer. Data were integrated and corrected for absorption using CrysAlisPro then merged with SORTAV. Data collections were carried out at room-temperature and a pressure of 0.8 GPa and then at 0.7, 0.5 and 0.3 GPa. Structure solution and refinement indicated that the sample had crystallised into a previously unknown orthorhombic phase, hereafter designated ‘aniline-II’. The data were used in the ‘XN’ refinement against both X-ray and neutron diffraction data described below.

High-pressure neutron powder diffraction experiments

Aniline-d₇ was mixed in 4:1 volume ratio with a 4:1 mixture of deuterated methanol and ethanol; the alcohols were included to act as a hydrostatic medium during compression. The mixture was loaded into a TiZr sample gasket along with SiO₂ wool, which provided multiple nucleation sites, and polycrystalline CaF₂ as a pressure marker. Pressure was applied with a V3-type Paris-Edinburgh press equipped with high-transmission zirconia-toughened alumina anvils. Fluorite (CaF₂) was used as a pressure marker because its diffraction peaks suffered from less overlap with those predicted for aniline than other common (and softer) markers such as NaCl or Pb. Pressures were calculated from the refined lattice parameter of CaF₂ using a third-order Murnaghan equation of state with \( V₀ =163.293 \text{ Å}^3 \), \( K₀ = 81.0 \text{ GPa} \) and \( K' = 5.22 \).

Neutron powder data were collected using the time-of-flight technique on the PEARL beamline at the ISIS spallation source. Pressure was applied to the sample, which had crystallised into orthorhombic phase-II at 0.71 GPa. Data sets were collected up to 7.3 GPa at intervals of ca. 0.3 GPa over the \( d \)-spacing range \( 0.6 < d < 4.1 \text{ Å} \). The patterns at 0.84 and 7.3 GPa are shown in Figures 2 a and b. The sample was then partially decompressed and data were collected at 3.95, 2.34, 1.39, 1.11, 0.95 and 0.60 GPa. Throughout this pressure series the sample remained in phase-II. On reducing the pressure to 0.35 GPa the sample became a mixture of phases I and II (Figure 2c). On further decompression to 0.31 GPa the aniline pattern disappeared, as the sample melted or redissolved in the hydrostatic medium. The sample was then re-crystallised by increasing the pressure back up to 0.65 GPa. This formed phase I. Further compression data were then collected at 0.57, 0.84 (Figure 2d) and 1.04 GPa.
Figure 2. Rietveld fits to neutron powder diffraction data. (a) Aniline-II at 0.84 GPa and (b) 7.3 GPa; (c) Mixture of aniline-I and II after decompression of phase II to 0.35 GPa. The arrows marked I and II indicate diagnostic peaks for these phases. (d) Phase-I at 0.84 GPa.
'XN' Refinement of Phase II at 0.84 GPa

Diffraction data for phase II were available at 0.8 GPa from the single crystal X-ray diffraction experiment and at 0.84 GPa from the neutron powder diffraction experiment; the cell volumes were 976.86(18) and 973.06(15) Å³, respectively. The crystal structure of aniline-II was jointly refined against both data sets using the program TOPAS Academic version 5. The refinement model consisted of a Z-matrix description of the aniline molecules where the C₆H₅N moiety was constrained to have mirror symmetry with respect to the N…Cpara axis; distances and angles within this fragment were constrained to be equal for both molecules in the asymmetric unit. Separate parameters were assigned to the four H-N1-C1-C2/6 torsion angles involving the amine groups; the N-atoms were also allowed to move out of the plane of the phenyl ring, but the phenyl rings were constrained to be planar. All C-H and N-H bond distances were respectively constrained to be equal. A parameter representing the difference between bond distances involving H in X-ray and D in neutron models refined to 0.099(9) Å. The position and orientation of the molecules were assumed to be the same for both data sets. For the X-ray model all non-H atoms were refined with anisotropic displacement parameters and a common isotropic displacement parameter was refined for the H-atoms. For the neutron data, common isotropic displacement parameters were refined for the non-D atoms in each of the two molecules, the displacement parameters of the D-atoms were set equal to 1.2 x or 1.5 x the displacement parameter of the parent C or N atom. The weighting schemes applied to the X-ray and neutron data sets were respectively scaled by 0.944 and 1.850 so that each data set yielded a goodness of fit near unity.

Also included in the neutron powder pattern models were CaF₂ (the pressure marker) and Al₂O₃ and t-ZrO₂ (components of the Paris-Edinburgh cell anvil cores).

The refinement model of aniline at this stage was used to validate periodic DFT structure optimisations using the BLYP exchange-correlation functional (see below). For consistency with the other refinements reported here, in the final stages of refinement restraints (described below) derived from the DFT calculations were also applied to the XN refinement. This increased the weighted residual factor from 11.4 to 11.7% for the X-ray data set and 4.126 to 4.137% for the neutron data set. Final crystal and refinement data at 0.84 GPa are listed in Table 1.

Refinements Against Neutron Powder Diffraction Data

Neutron powder diffraction data are available for phase-I at 0.84 GPa and phase-II at 7.3 GPa. The parameters used to define the refinement models were the same as described for the XN refinement above. In the initial stages of Rietveld refinement only the unit cell dimensions and the molecular positional and orientation parameters were refined. This approximate model was then optimised by periodic DFT using the BLYP functional. The DFT-optimised parameters were then incorporated into the Rietveld refinement as restraints...
(see below), and all parameters, including internal bond distances, angles and torsions and molecular position and orientation parameters, were allowed to refine.

Data are also available from the mixture of phases I and II obtained at 0.35 GPa on decompression of phase-II from 7.3 GPa. These data were modelled in the same way as described for the other data sets except that the structural, positional and orientation parameters were held fixed at the values obtained at 0.84 GPa to reduce the number of parameters being refined.

Crystal and refinement data for all refinements are listed in Table 1.

<table>
<thead>
<tr>
<th>Phase</th>
<th>I</th>
<th>I</th>
<th>II</th>
<th>II</th>
<th>II</th>
<th>I</th>
<th>II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure/GPa</td>
<td>0</td>
<td>0.84</td>
<td>0.84</td>
<td>0.8</td>
<td>7.3</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>Temperature/K</td>
<td>100</td>
<td>298</td>
<td>298</td>
<td>298</td>
<td>298</td>
<td>298</td>
<td></td>
</tr>
<tr>
<td>Radiation</td>
<td>X-ray</td>
<td>Neutron</td>
<td>Neutron</td>
<td>X-ray</td>
<td>Neutron</td>
<td>Neutron</td>
<td>Neutron</td>
</tr>
<tr>
<td>Space group</td>
<td>P2_1/c</td>
<td>P2_1/c</td>
<td>Pna2_1</td>
<td>Pna2_1</td>
<td>P2_1/c</td>
<td>Pna2_1</td>
<td></td>
</tr>
<tr>
<td>( \alpha, b, c \ \text{Å}/ )</td>
<td>21.5674(8)</td>
<td>21.3572(18)</td>
<td>8.1808(5)</td>
<td>8.1682(6)</td>
<td>5.6885(6)</td>
<td>20.9418(19)</td>
<td>21.357(18)</td>
</tr>
<tr>
<td>( \beta/° )</td>
<td>101.043(2)</td>
<td>100.973(12)</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>101.10(4)</td>
<td>90</td>
</tr>
<tr>
<td>( V/\text{Å}^3 )</td>
<td>1019.32(6)</td>
<td>977.41(15)</td>
<td>973.06(15)</td>
<td>976.86(18)</td>
<td>776.36(17)</td>
<td>1027.0(4)</td>
<td>1030.9(5)</td>
</tr>
<tr>
<td>Z</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>( R_{\text{int}} ) or ( R_{\text{Pawley}} )</td>
<td>0.043</td>
<td>0.031</td>
<td>0.031</td>
<td>0.049</td>
<td>0.035</td>
<td>0.043</td>
<td></td>
</tr>
<tr>
<td>( R, S )</td>
<td>0.039, 0.098, 1.00</td>
<td>0.046, 0.81</td>
<td>Neutron: 0.041, 1.00</td>
<td>X-ray: 0.053, 0.117, 1.00</td>
<td>All: 0.045, 1.00</td>
<td>0.041, 0.73</td>
<td>0.059, 0.06</td>
</tr>
<tr>
<td>No. independent observations</td>
<td>1796</td>
<td>2675</td>
<td>2675</td>
<td>692</td>
<td>2675</td>
<td>2675</td>
<td></td>
</tr>
<tr>
<td>Parameters</td>
<td>144</td>
<td>75</td>
<td>196</td>
<td>73</td>
<td>51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restraints</td>
<td>10</td>
<td>28</td>
<td>27</td>
<td>27</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

[a]. XN Refinement. [b]. Single crystal refinement against X-ray data. [c]. Rietveld refinement against powder data. [d]. \( R_{\text{int}} \) quoted for single crystal data sets, \( R_{\text{wp}} \) for a Pawley refinement is quoted for the Rietveld refinements. [e]. For single crystal \( R[F^2 > 2\sigma(F^2)], wR(F^2), S, \) for powder data \( R_{\text{wp}} \) and \( S \). The weighting scheme for the mixed-phase refinement at 0.35 GPa was \( w = 1/I_{\text{obs}} \) which led to better fitting of the low d-spacing data where differences between phases I and II are greatest and lower standard deviations for the cell parameters. For other refinements \( w = 1/\sigma^2(I_{\text{obs}}) \). [f]. For single crystal data the number of independent reflections, for powder data the number of data points.

**Table 1.** Crystal and refinement data for aniline-I and -II at different pressures.
In order to obtain an overview of the path of compression of phase-II, all neutron powder data sets were modelled together in a single refinement. Distance, angle and torsion parameters were held fixed to those obtained in the XN refinement at 0.84 GPa. The positions and orientations of the molecules were refined subject to DFT-derived restraints. Isotropic displacement parameters were set equal to the parametric equation \( B_0 + B_1 \times \text{Pressure} \) where \( B_0 \) and \( B_1 \) were allowed to refine. The result is available in Quicktime movie format in the supplementary material.

**DFT calculations**

Geometry optimisations were performed by periodic Density Functional Theory (DFT) using the DMOL\(^3\) code as part of the Materials Studio modelling suite.\(^{41}\) The DNP numerical basis set\(^{42}\) was used in combination with the BLYP functional.\(^{43,44}\) The unit cell dimensions were held fixed at the values obtained in the Rietveld refinements of the neutron powder diffraction data described above, and coordinates were allowed to optimise. Convergence was defined when the maximum changes in total energy, displacement and gradient were \( 10^{-5} \) Ha, \( 5 \times 10^{-3} \) Å and \( 2 \times 10^{-3} \) Ha Å\(^{-1}\), respectively. Brillouin zone integrations were performed by Monkhorst-Pack\(^{45}\) k-point sampling at intervals of 0.07 Å\(^{-1}\). Vibrational frequencies were calculated at the \( \Gamma \)-point only; all calculated frequencies were real.

The DFT-optimised structures were used to formulate restraints which were then applied to the Rietveld refinements. In order to ensure that these restraints were consistent with the refinement constraints (e.g. mirror symmetry, planar phenyl rings etc), ideal single crystal X-ray diffraction data were calculated (XPREP)\(^{46}\) from the DFT-optimised structures and the constrained model refined against these ‘data’. The bond distance, angle, torsion, position and orientation parameters of the Rietveld refinements were restrained to the values obtained. The ‘esds’ applied to the restraints, which determine their weights, were 0.01 Å for bond distances, 1° for bond angles, 2° for torsions, 0.01 for fractional coordinates and 2° for the rotational angles used to code for molecular orientation.

**PIXEL calculations**

The molecular electron densities in the crystal structures of phase I at 100 K and 0.84 GPa and phase II at 0.84 and 7.3 GPa at room temperature were calculated using the program GAUSSIAN09\(^{47}\) with the MP2/6-31G** basis set. The electron density was used to evaluate packing energies using the PIXEL method\(^{44}\) as implemented in the program OPiX.\(^{48}\)
Other programs used

Searches of the Cambridge Structural Database (CSD) used ConQuest v1.14, with database updates up to May 2012. Crystal structures were visualised using Mercury CSD 2.3 and Diamond. INS spectra were visualised with ACLIMAX; the experimental INS spectrum of aniline was taken from the database available via the TOSCA instrument website at the ISIS facility (http://www.isis.stfc.ac.uk/instruments/tosca/ins-database/ins-database9060.html). The bulk modulus of aniline-II was calculated using EOSFIT. Geometric calculations were accomplished in PLATON. Hirshfeld surface calculations were carried out with CrystalExplorer version 3.

Results

Phase I

Aniline-I is was obtained by cooling the liquid at ambient pressure, and its structure was determined from a twinned crystal using X-ray diffraction at 100 K. The structure of this phase at 252 K has been previously reported by Fukuyo et al. (CSD refcode BAZGOY). It is monoclinic (P2₁/c) with two molecules in the asymmetric unit. The numbering scheme for one of the molecules (#1) in the asymmetric unit is shown in Figure 3a: molecule #1 consists of atoms N11, C11, C21 etc., while molecule #2 contains N12, C12, C22 etc. The two molecules of the asymmetric unit are related by a non-crystallographic rotation of approximately 180° (-176.6°) about the c direction ([0.00 -0.03 -1.00]). This is the same relationship as is expressed in the twinning.

Intramolecular bond distances and angles adopt values located near the centres of distributions for similar moieties harvested from the CSD (MOGUL). Though aniline is approximately planar, the N-atom is displaced from the plane of the aromatic ring by 0.117(1) and 0.108(1) Å in the two independent molecules at 100 K (Figure 3b). The deviations obtained in the periodic DFT optimisations were 0.144 and 0.150 Å, and the effect has also been noted in optimisations of the isolated aniline molecule (deviation ca. 0.1 Å depending on the basis set and level of theory). The angles made by the NH₂ planes with those of their respective phenyl groups are 33.6(11) and 34.7(11)°. There is also a small twist about the N-C bond, and the difference (Δτ) between the magnitudes of the H111-N11-C11-C21 and the H112-N11-C11-C61 torsion angles is 5.8(1)°; the corresponding figure for molecule #2 is 11.0(1)°.
Figure 3. Aniline-I at 100 K. (a) The structure of one of the molecules (#1) in the asymmetric unit. Ellipsoids enclose 50% probability surfaces. (b) The same molecule as in (a) viewed side-on to show the deviation of the amino group from the phenyl plane. (c) View of one layer viewed approximately along a* showing CH…π and π…π interactions. Molecules #1 and #2 are shown in green and blue.
Although H-bonds are present (see below),\textsuperscript{138} PIXEL calculations show that the strongest intermolecular interactions are NH…π contacts in which molecules related by c-glides build-up chains (Figure 4a, Table 2). The molecule…molecule energies of these interactions calculated by the PIXEL method are both around -21 kJ mol\textsuperscript{-1}. The NH…π chains are connected by NH…N hydrogen bonds formed between N11-H112…N12 and N12-H122…N11 in which the (normalised) H…N distances are 2.24 and 2.39 Å, respectively, with molecule-molecule energies of -12.8 and -15.2 kJ mol\textsuperscript{-1}. Other geometric parameters are given in Table 2.

The combination of the NH…π contacts and NH…N H-bonds build double chains which run along c (Figure 4a). Lattice repeats along b generate layers in which the phenyl groups of neighbouring chains interact via CH…π (8 kJ mol\textsuperscript{-1}) and off-set stacking (12 kJ mol\textsuperscript{-1}) interactions (Table 2, Figure 3c). The layers are stacked along a, and a molecule in one layer interacts with a symmetry equivalent of itself generated by inversion centres or 2\textsuperscript{1} screw axes in the layer above. H31 and H32 are directed into a groove on the surface of the layers above and below making dispersion-dominated interactions with three molecules with energies in the range 6-8 kJ mol\textsuperscript{-1}.

<table>
<thead>
<tr>
<th>Phase/Conditions</th>
<th>I at 100 K</th>
<th>I at 0.84 GPa</th>
<th>II at 0.84 GPa</th>
<th>II at 7.3 GPa</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chain-Building Interactions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>N11-H111…π to Cg1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance/Å</td>
<td>2.52</td>
<td>2.51(4)</td>
<td>2.468(14)</td>
<td>2.15(3)</td>
</tr>
<tr>
<td>&lt;N-H…Cg/°</td>
<td>149</td>
<td>153(3)</td>
<td>147.0(11)</td>
<td>136(3)</td>
</tr>
<tr>
<td>Energy/ kJ mol\textsuperscript{-1}</td>
<td>-21.1</td>
<td>-21.4</td>
<td>-21.6</td>
<td>-15.9</td>
</tr>
<tr>
<td><strong>N12-H121…π to Cg2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance/Å</td>
<td>2.51</td>
<td>2.52(3)</td>
<td>2.435(15)</td>
<td>2.19(3)</td>
</tr>
<tr>
<td>&lt;N-H…Cg/°</td>
<td>140</td>
<td>141(3)</td>
<td>144.6(11)</td>
<td>137(3)</td>
</tr>
<tr>
<td>Energy/ kJ mol\textsuperscript{-1}</td>
<td>-21.3</td>
<td>-21.4</td>
<td>-22.4</td>
<td>-18.4</td>
</tr>
<tr>
<td><strong>N11-H112 ..N12</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance H…N/Å</td>
<td>2.24</td>
<td>2.12(5)</td>
<td>2.195(15)</td>
<td>1.90(4)</td>
</tr>
<tr>
<td>Distance N…N/Å</td>
<td>3.1729(19)</td>
<td>3.00(5)</td>
<td>3.117(10)</td>
<td>2.85(3)</td>
</tr>
<tr>
<td>&lt;N-H…N/°</td>
<td>151</td>
<td>142(4)</td>
<td>149.7(10)</td>
<td>154(3)</td>
</tr>
<tr>
<td>Energy/ kJ mol\textsuperscript{-1}</td>
<td>-12.8</td>
<td>-9.6</td>
<td>-13.3</td>
<td>+1.1</td>
</tr>
<tr>
<td><strong>N12-H122 ..N11</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance H…N/Å</td>
<td>2.39</td>
<td>2.31(5)</td>
<td>2.357(15)</td>
<td>2.13(4)</td>
</tr>
<tr>
<td>Distance N…N/Å</td>
<td>3.3215(19)</td>
<td>3.26(4)</td>
<td>3.279(10)</td>
<td>3.06(4)</td>
</tr>
<tr>
<td>&lt;N-H…N/°</td>
<td>151</td>
<td>152(4)</td>
<td>149.6(10)</td>
<td>154(3)</td>
</tr>
<tr>
<td>Energy/ kJ mol\textsuperscript{-1}</td>
<td>-15.2</td>
<td>-15.9</td>
<td>-13.6</td>
<td>-10.9</td>
</tr>
<tr>
<td><strong>Layer-Building Interactions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>C41-H41…Cg1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cg…Cg/ Å</td>
<td>4.7937(9)</td>
<td>4.721(10)</td>
<td>4.709(3)</td>
<td>4.339(8)</td>
</tr>
<tr>
<td>H…Cg/Å</td>
<td>3.09</td>
<td>3.099(17)</td>
<td>3.045(4)</td>
<td>2.633(11)</td>
</tr>
<tr>
<td>&lt;C-H…Cg/°</td>
<td>118</td>
<td>114.7(14)</td>
<td>116.6(2)</td>
<td>116.4(5)</td>
</tr>
<tr>
<td>Energy/kJ mol\textsuperscript{-1}</td>
<td>-8.1</td>
<td>-6.9</td>
<td>-7.2</td>
<td>+6.6</td>
</tr>
</tbody>
</table>

\footnote{H-atom positions determined by X-ray diffraction have been adjusted by ‘normalising’ C-H or N-H distances to typical neutron values, C-H = 1.089 Å and N-H = 1.015 Å.}
<table>
<thead>
<tr>
<th>Operation in Phase 1</th>
<th>Operation in Phase 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>x 0.5-y -0.5+z</td>
<td>-0.5+x 0.5-y z</td>
</tr>
<tr>
<td>ii x 0.5-y -0.5+z</td>
<td>0.5+x 1.5-y z</td>
</tr>
<tr>
<td>iii x 0.5-y 0.5+z</td>
<td>0.5-x -0.5+y 0.5+z</td>
</tr>
<tr>
<td>iv x y -1+z</td>
<td>1-x 1-y -0.5+z</td>
</tr>
<tr>
<td>v x 1.5-y 0.5+z</td>
<td>0.5+x 1.5-y z</td>
</tr>
<tr>
<td>vi x 1.5-y 0.5+z</td>
<td>0.5+x 0.5-y z</td>
</tr>
<tr>
<td>vii x 1.5-y 0.5+z</td>
<td>0.5-x 0.5+y 0.5+z</td>
</tr>
<tr>
<td>viii x -1+y z</td>
<td>x, -1+y, z</td>
</tr>
<tr>
<td>ix 1-x -0.5+y 1.5-z</td>
<td>0.5+x 0.5-y z</td>
</tr>
<tr>
<td>x 1-x 1-y 2-z</td>
<td>1+x y z</td>
</tr>
<tr>
<td>xi 2-x -0.5+y 0.5-z</td>
<td>-0.5+x 1.5-y z</td>
</tr>
<tr>
<td>xii 2-x 1-y 1-z</td>
<td>-1+x y z</td>
</tr>
</tbody>
</table>

**Table 2.** Intermolecular Interactions and energies for aniline. Cg1 indicates the centroid of the phenyl ring of molecule #1. All values were calculated in PLATON. H-atom positions determined by X-ray diffraction have been normalised as described in the text.
Figure 4. Crystal structures of (a) phase I at 150 K and (b) phase II at 0.8 GPa (left). Both views are projected along the b-axis. Molecules are coloured by symmetry equivalence.
Figure 5. Hirshfeld surfaces in Aniline-I at 0.84 GPa coloured according to electrostatic potential covering the range ±0.01 au. The STO-3G basis set was used for the calculations. Negative regions are red, positive regions blue. (a) NH…N and NH…π contacts in the layers. (b) One layer viewed from above (cf. Figure 3c) showing off-set stacking (vertical) and CH…π contacts (horizontal). Note the alignment of the white zero-potential regions where the molecules in the centre of part b interact by an off-set stacking contact.
Hirshfeld surfaces \(^{45, 46}\) coloured according to electrostatic potential \(^{41}\) (Figure 5) illustrate the electrostatic complementarity of the interactions described above. The strength of the NH…π contacts (running horizontally in Figure 5a) correlates with the large red (negative) and blue (positive) area in contact. The long off-set distances in the stacking contacts within the layers (running vertically in Figure 5b) correspond to alignment of the white zero electrostatic potential regions in the contacting molecules.

The structure of phase I has been determined at ambient pressure and 100 K and at 0.84 GPa and ambient temperature. Direct comparison is complicated by opposing thermal and pressure effects, but the respective unit cell volumes, 1019.32(6) and 977.41(15) Å\(^3\), show that pressure effects dominate. The \(a\), \(b\) and \(c\) axis lengths decrease by 0.98, 1.83 and 1.37%, respectively, and the largest eigenvalue of the strain tensor also lies along \(b\). The volume is reduced by compressing the off-set stacking and CH…π interactions that link the H-bonded chains into layers, notably the CH…π interactions involving H41 and H42 (Table 2, Figure 3c). Intermolecular interaction energies are similar to those at 100 K. There was no statistically significant difference in the conformation or orientation of the amino group to that observed at 100 K.

*Phase II*

Aniline crystallises into phase-II on compression of the liquid to 0.8 GPa, though a sample of phase-II remains as a solid down to pressures to *ca* 0.3 GPa, and the higher crystallisation pressure may be the pressure equivalent of super-cooling.

The structure of phase-II at 0.84 GPa was determined in a joint refinement against X-ray single crystal data on aniline-\(h\)\(_7\) and neutron powder data on aniline-\(d\)\(_7\). The space group is \(Pna2_1\), and, like phase I, the structure contains two molecules in the asymmetric unit. The orientations of the molecules are related by an approximate two-fold axis (rotation angle = -178.5\(^\circ\)) about a direction close to \(a\) ([-1.000 0.010 0.006]), the same direction as in phase-I (i.e. along the 8 Å unit cell axis).

The deviations of the N-atoms from the planes of the phenyl groups [0.123(8) and 0.124(8) Å] are similar to those in phase-I. Neither are there any significant differences in the conformation of the amino group. For molecule \#1 the angle between the amino and phenyl planes is 33.5(12)\(^\circ\) with \(\Delta\tau = 8.1(18)\)^\(^\circ\). For molecule \#2 the corresponding values are 39.0(12)\(^\circ\) and 13.2(19)\(^\circ\).

Intermolecular interactions in phase-II are very similar to those in phase-I. In phase-I the strongest interactions are those formed within the strands of molecules connected by NH…π and NH…N H-bonds. The next strongest interactions are the offset stacking and CH…π contacts which connect the strands into layers. The same comments are true in phase-II, and individual layers in the two phases are super-imposable on one another, with similar interaction distances and energies between the molecules (Table 2). The weakest
interactions in phase-I are those mediating the stacking of the layers, and the phases differ in the way that the layers are stacked.

Phase II is not very different to phase-I. Direct comparison of the cell dimensions can be misleading because whereas II is orthorhombic, I is monoclinic with β ∼101°.; d-spacings between equivalent sets of principal planes [e.g. (100) in I and (001) in II] are a better guide, and these are in I/II (Å): 20.97/20.94, 5.70/5.69 and 8.03/8.17. One method for measuring the similarity between two crystal structures available in MERCURY is to calculate the correlation coefficient between their X-ray powder patterns. A value of 1.0 indicates a perfect match; the value for aniline I and II at 0.84 GPa is 0.99. The similarity also extends to the neutron powder patterns, which with the exception of a few peaks between 3 and 4 Å are virtually super-imposable.

Figure 6 shows the relationship between the structures of the two phases. The diagram is available in the form of as an animated gif (Phase_I_II_animation.gif) in the Supplementary Material. At the bottom of the figure the layers, composed of the rows labelled ‘row 1’ and ‘row 2’, from the two phases are superimposed. The molecules within the layers are related by cell translations (along the 5 Å cell axes) and glide planes. In phase-I neighbouring layers are related by inversion and 2_1 operations of space group P2_1/c. In phase-II they are related by the 2_1 screw axes and n glides of Pna2_1. This means that when the layers stack, in phase-I molecules of type #1 or 2 interact with symmetry equivalents of themselves, whereas in phase-II molecules of type #1 interact with molecules of type #2.

Moving up in Figure 6, the next row (‘row 3’) of molecules of type #1 in phase-I superimpose well with molecules of type #2 in phase-II. This superposition occurs because of the non-crystallographic symmetry which exists within the asymmetric units of both phases. In phase-II the orientation of molecule #2 is related to that of molecule #1 by a pseudo 2-fold rotation about a; when molecule #2 undergoes a 2_1 space group operation along c, the combined effect relative to molecule #1 is a near 2-fold operation about b (the 8 Å axis in phase-II). This image of molecule #2 therefore superimposes on an image of molecule #1 in phase-I generated by a 2_1 operation along b (also the 8 Å axis in phase-I).

In the top row of molecules in Figure 6 (‘row 4’) images of molecules of type #2 in phase-I generated by inversion or 2_1 operations lie on top of molecules of type #1 in phase-II generated by 2_1 or n glides. Pairs of molecules are therefore mirror images of each other and the superposition fails. Superimposition is again attained after four layers (in rows 9 and 10, not shown in Figure 6).
Figure 6. Overlay of phases I and II. Molecules #1 and #2 in the asymmetric unit are coloured green and blue for phase I and red and magenta for phase-II. Symmetry operations are screw axes ($2_i$), $c$ or $a$ glides in phases I and II (labelled $g$), $n$ glides in phase II ($n$) and inversion centres in phase I ($i$). Molecules in the asymmetric unit are labelled with a *, molecules related to these by lattice translations carry no symmetry label. A blue $2i$ indicates molecule #2 in phase I related to the asymmetric unit by an inversion operation. Superposition works well for Rows 1, 2 and 3 where both molecules in either phase are related to the asymmetric unit by proper or improper operations. In Row 4 the operations are mixed and the overlay fails. Pairs of rows (1/2 and 3/4) form one ‘layer’.
Comparison of the geometric parameters associated with equivalent interactions in phases I and II at 0.84 GPa in Table 2 presents a very consistent picture. Interaction energies are also similar, and the lattice energies (as calculated by PIXEL) of the two phases at 0.84 GPa are virtually identical, -79.2 (I) and -79.8 (II) kJ mol\(^{-1}\). It is thus not possible to point to any specific interaction as being responsible for the relative stability of phase-II at high pressure.

**The effect of pressure on Phase-II**

The crystal structure of aniline-II at 0.84 GPa is shown in Figure 4b, with the corresponding Rietveld fit in Figure 2a. The effect of pressure on the cell volume is shown in Figure 7. The path of compression can also be visualised in a Quicktime movie included in the supplementary material (Phase2_compression.mov). Between 0.84 and 7.3 GPa the \(a\), \(b\) and \(c\)-axes compress by 8.3, 7.7 and 6.8\% respectively, corresponding to a compression in volume by 21\%. As in phase-I, the least compressible direction is the that corresponding to the long unit cell axis (\(a\) in phase-I, \(c\) in phase-II). The direction of greatest strain now corresponds to the \(b\)-axis, the direction of the NH…π and NH…N H-bonds; these contacts decrease by between 10 and 13\% (Table 2). The compression in the NH…π contacts has rather little effect on their interaction energies, but the NH…N H-bonds are pushed into a destabilising region of their potential (the energy of N11-H112…N12 is +1.1 kJ mol\(^{-1}\)). The centroid-to-centroid distances in the various phenyl group interactions decrease by between 6 and 9\%, but some of these also become destabilising, notably the CH…π contacts which build the layers have energies of +6.6 kJ mol\(^{-1}\).

The bulk modulus \((K_o)\) of phase II derived from fitting the volume *versus* pressure data to a Vinet equation of state\(^{62,63}\) is 5.39(22) GPa (Figure 7). The values of \(K'\) and \(V_0\) refined to 9.11(14) and 1077(3) Å\(^3\) respectively. The bulk modulus indicates that aniline is a soft solid, a reflection of the relatively weak intermolecular interactions. The value is actually similar to that of the van der Waals crystal Ru$_6$(CO)$_{12}$, 6.6 GPa,\(^{64}\) and rather smaller than for a more strongly H-bonded crystal such as L-alanine [13.1(6) GPa].\(^2\) The projected ambient-pressure volume \((V_0)\) is substantially higher than the phase-I volumes observed experimentally at 252 K (1053.9 Å\(^3\)) and extrapolated to 300 K (1065 Å\(^3\)). The suggestion that phase-II has a higher volume than phase-I at low pressures is consistent with the results from refinement of a mixed phase model against data obtained at 0.35 GPa (described in the following section).
Figure 7. Unit cell volume of phase-II versus pressure. The open circles correspond to increasing pressure, the black squares to decreasing pressure. The line is calculated from the Vinet equation of state (EoS) as described in the text. Only the pressure-increasing points were used to determine the EoS.

Decompression of Phase-II

Following collection of the 0.8 GPa single crystal X-ray data set the sample was carefully decompressed. At 0.8 GPa the cell dimensions of aniline-II are \( a = 8.1757(14) \, \text{Å} \), \( b = 5.6902(3) \, \text{Å} \) and \( c = 20.9980(9) \, \text{Å} \). At 0.50 GPa the corresponding values are \( a = 8.205(9) \, \text{Å} \), \( b = 5.7371(14) \, \text{Å} \) and \( c = 21.022(6) \, \text{Å} \). The crystal cracked as the pressure was reduced (Figure 1b) and 0.27 GPa was the lowest pressure at which data could be collected. At this pressure, however, the diffraction pattern was of poor quality and could not be indexed.

The behaviour of the powder sample was different. Neutron powder diffraction data collected on decompression showed that the sample remained in phase-II until 0.6 GPa. The cell dimensions on decompression followed the same trend as they did on compression, showing no evidence of hysteresis (Figure 7). The powder pattern obtained at 0.35 GPa shows two weak diagnostic peaks at \( d = 3.75 \) and \( 3.95 \, \text{Å} \) (indicated with arrows in Figure 2c), indicating that at this pressure the sample had become a mixture of phase I and II. Rietveld refinement indicates that the phases are present in approximately equal quantities. Crystal and refinement data are given in Table 1, but it is notable that the volume of phase-II is slightly higher \([1030.9(5) \, \text{Å}^3]\) than that of phase-I \([1027.0(4) \, \text{Å}^3]\). The failure to observe a similar transition in the single crystal is possibly a kinetic effect, though it could also be because different isotopologues (aniline-\( h_7 \) or \( d_7 \)) were used in the two studies.

Further decompression of the powder sample to 0.3 GPa induced melting or dissolution in the hydrostatic medium. When pressure was reapplied a pattern was obtained at 0.65 GPa corresponding to pure phase-I. The
pattern obtained at this pressure was solely that of phase I, with cell dimensions $a=21.460(7)$ Å, $b=5.7329(5)$ Å, $c=8.2274(5)$ Å and $\beta=100.962(9)°$. Further phase I diffraction patterns were then collected at 0.84 (Figure 2d) and 1.04 GPa. The structure derived from the 0.84 GPa data set is described above, but there was no evidence for phase II even at 1.04 GPa.

Validation of theoretical methods

The experimental structures were interpreted with the aid of periodic DFT calculations. When the coordinates obtained at 100 K were optimised with the BLYP functional the root-mean-square deviation of the optimised and experimental non-hydrogen coordinates calculated over a cluster of 15 molecules was 0.087 Å. When a similar procedure was applied to the results of the XN refinement of phase-II at 0.84 GPa the root-mean-square deviation for all atoms was 0.074 Å.

This close agreement is consistent with a recent bench-marking study of the performance of periodic DFT in reproducing molecular crystal structures.\textsuperscript{65} Periodic DFT calculations have also been shown to reproduce within 1-2% the unit cell parameters of a variety of simple organic molecular crystal structures.\textsuperscript{66} These findings show that structures optimised by DFT can be used as a source of restraints in crystal structure refinements either against powder data or high-pressure single-crystal data suffering from low completeness as a result of shading of reciprocal space by the body of the pressure cell. In many high-pressure structure refinements molecular geometry is restrained to be the same as that in a high-resolution ambient pressure structure determination. Here, the refinements were restrained using structural parameters optimised by periodic DFT which has the advantage that it is not necessary to assume that bond distances and angles are unaffected by pressure. When the DFT-optimised fractional coordinates were applied to the XN refinement as restraints the RMS fit parameters described above changed to 0.065 Å.

The results of a DFT vibrational frequency calculation were used to simulate the inelastic neutron scattering spectrum of aniline-I, and the results are compared with the experimental spectrum\textsuperscript{62} in Figure S1 in the supplementary material. The agreement, particularly in the envelope of bands at low frequency, gives us confidence in using such calculations to investigate the thermodynamic properties of aniline under different conditions.

PIXEL calculations yield a total packing energy and a breakdown into component intermolecular interactions. Each interaction energy is further broken down into its Coulombic (electrostatic), polarisation, dispersion and repulsion contributions. These features make such calculations extremely attractive for interpreting crystal packing and investigating the thermodynamic driving forces for phase transitions. Gavuzzotti has demonstrated that the PIXEL method can reproduce experimental sublimation enthalpies satisfactorily for 172 organic compounds.\textsuperscript{6} The results of PIXEL calculations also compare well with more elaborate quantum
mechanical calculations. For aniline itself, we estimate the sublimation enthalpy to be 67(4) kJ mol\(^{-1}\) at 267 K from the following thermodynamic data: \(\Delta H_{\text{fus, 267K}} = 10.54(1) \text{ kJ mol}^{-1}\), \(\Delta H_{\text{vap, 273K}} = 55(4) \text{ kJ mol}^{-1}\), estimates of the mean \(C_p\) heat capacities for the liquid and the vapour between 267 and 273 K are 188 and 107 J mol\(^{-1}\)K\(^{-1}\) (data taken from http://webbook.nist.gov and ref\(^{69}\)). A PIXEL calculation based on the DFT-optimised coordinates of aniline at 252 K yielded a lattice energy of 78.8 kJ mol\(^{-1}\). Part of the discrepancy between the two estimates of the lattice energy is that the gas-phase geometry differs from that in the solid state in the orientation of the amino group, something not taken into account in the PIXEL calculation. By allowing the geometry of the gas-phase molecule to relax using DFT/BLYP calculations we estimate that the energy of this rearrangement is 3.5 kJ mol\(^{-1}\), giving a combined calculated lattice energy of 75.4 kJ mol\(^{-1}\) in good agreement with the experimental value.

Discussion

Hydrogen Bonds

Previous work on the effect of pressure on organic solids has shown that though the lengths of hydrogen bonds are sensitive to pressure, distances are not reduced to beyond the limit for similar contacts in ambient-pressure structures. The lower limit for normalised H…N and N…N contacts in NH…N H-bonds between aromatic amines are 2.03 and 3.04 Å, respectively, in CSD refcode FIDMAH.\(^{28}\) Details of the search and histograms showing the results are available in Figure S2 in the supplementary material. In aniline-II at 7.3 GPa the H-bonds are substantially shorter than these values, with N11-H112…N12 having an H…N distance of 1.90(4) Å and a N…N distance of 2.85(3) Å, making aniline-II an unusual example where pressure-induced shortening of H-bonds goes beyond the CSD limit. The energies of the H-bonds become similar to those of the CH…π contacts, with N11-H112…N12 pushed into a destabilising region of its potential. This observation illustrates how high pressure can be used to manipulate the hierarchy of energies of intermolecular interactions, making it a potentially powerful tool in crystal engineering.

The Phase II → I Transition Pressure

Aniline-I can be reproducibly grown at ambient pressure by cooling from the liquid. The lack of any further anomaly in heat capacity measurements\(^{69}\) suggests that this phase remains the thermodynamically stable form down to 2 K. Crystallisation of aniline at 0.8 GPa reproducibly yields phase-II, and above this pressure phase-II is the thermodynamically stable form. A partial transformation from phase-II to phase-I was observed on decompression of phase-II in the powder experiments at 0.35 GPa.

Ultrasonic measurements\(^{21}\) and decompression of solid aniline indicates that its freezing pressure is around 0.2 GPa, but crystallisation from the liquid phase was never observed below 0.65 GPa. In the neutron powder
experiment a sample of phase-I was obtained by relatively rapid compression of the melt to 0.65 GPa in order to avoid possible loss of fluid at very low loads. This suggests that the transition pressure lies between 0.65 and 0.8 GPa, but the history of the sample makes it possible that seeds of phase-I were present, and the conclusion to be drawn from this observation is less definitive than it might appear.

Though the structures of phases I and II are similar, the reorientation of the molecules which occurs during the transition appears to be reconstructive, and phases I and II can also exhibit metastability. The sample of phase-I grown at 0.65 GPa did not transform to phase-II even at 1.04 GPa, while a single crystal of phase-II did not transform to phase-I on decompression.

All of this makes definition of the exact cross-over point in the stabilities of the two phases rather difficult to define. It lies somewhere between 0.35 and 0.8 GPa, but the results do not enable us to be more precise than this.

**Thermodynamic analysis**

The difference between the phases is evidently rather subtle, so why should one form be stable at low temperature and the other stable at high pressure?

In this study the structures of both phases I and II were obtained at 0.84 GPa and 0.35 GPa, and this enables modelling of the stabilities of the two phases under both sets of conditions. The relative stability of the two phases is determined by Gibbs free energy, \( G = U + PV - TS \), where the symbols have their usual thermodynamic meanings. Hudson and co-workers\(^7\) have emphasised the importance of additionally considering the effect of temperature and zero point energy as corrections to the internal energy \( U \). The various contributing terms were calculated using the results of the DFT total energy and vibrational frequency calculations, and the results summarised in Table 3.

<table>
<thead>
<tr>
<th>( P/G)Pa</th>
<th>0.35</th>
<th>0.84</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U )</td>
<td>-755155.12</td>
<td>-755154.96</td>
</tr>
<tr>
<td>( H_{\text{vib}} )</td>
<td>18.05</td>
<td>18.13</td>
</tr>
<tr>
<td>( ZPE )</td>
<td>307.12</td>
<td>306.70</td>
</tr>
<tr>
<td>( TS )</td>
<td>36.51</td>
<td>36.63</td>
</tr>
<tr>
<td>( pV )</td>
<td>27.35</td>
<td>27.46</td>
</tr>
</tbody>
</table>

\[ \Delta G = \Delta U + \Delta H_{\text{vib}} + \Delta ZPE - T\Delta S + P\Delta V \]

| Difference | -0.20 | -0.71 |

**Table 3.** Contributing terms to the free energy of the phase transformation Aniline-I \( \rightarrow \) Aniline-II at 0.35 and 0.84 GPa. \( T = 298.15 \) K in all cases. \( U \) is the total internal energy at 0 K. \( ZPE \) is the zero point energy and \( H_{\text{vib}} \) is the thermal contribution to the internal energy arising from population of higher vibrational energy levels with increasing temperature. \( S = \) vibrational entropy, \( P = \) pressure and \( V = \) unit cell volume. Energy units are kJ per mole of aniline molecules. All energy values calculated by periodic DFT using the BLYP functional.
The internal energies ($U$) are derived from the DFT total energies. The BLYP calculations did not include any correction for dispersion, an important term in molecular crystals, and this contribution was calculated separately using Grimme’s method\textsuperscript{22} and added to the BLYP total energy. At 0.84 GPa the internal energy term favours phase-I by 0.17 kJ mol$^{-1}$; PIXEL calculations (based on the same optimised geometry) indicate the same energy ordering with a difference of 0.3 kJ mol$^{-1}$. Neglecting dispersion in the PIXEL calculations yields a greater energy difference, 1.6 kJ mol$^{-1}$, which can be compared to a value of 1.0 kJ mol$^{-1}$ obtained from the pure BLYP energies. These results indicate that dispersion interactions are important in stabilising phase-II. We also note the consistency between the DFT and PIXEL calculations.

The entropy, thermal ($H_{\text{vib}}$) and zero point energy contributions to the free energy can be calculated from the vibrational frequencies. The calculations were carried out within the harmonic approximation and only at the gamma point of reciprocal space. The use of these approximations can be justified to some extent by the fact that we are interested in energy differences between two very similar structures rather than absolute values. The frequencies which contribute most to the entropy and thermal energy terms lie at low frequencies. In the region below 200 cm$^{-1}$ the frequencies for phase II are lower than those of phase I and the entropy and vibrational enthalpy terms are therefore slightly numerically larger, by 0.09 and 0.26 kJmol$^{-1}$ at 0.84 GPa. The generally slightly lower frequencies in phase-II also mean than its ZPE is lower than that of phase-I (accounting for 0.43 kJ mol$^{-1}$ at 0.84 GPa).

The final $pV$ term reflects the need to fill space efficiently as pressure increases. The slightly lower molecular volume in phase II at 0.84 GPa favours this phase by 0.28 kJmol$^{-1}$.

Overall it can be seen that phase-II has a very slight free energy advantage (-0.71 kJ mol$^{-1}$) at 0.84 GPa. The terms which are responsible for this are the entropy and ZPE which favour structures with weaker more deformable interactions, and the $pV$ term, arising from the smaller unit cell volume and more efficient packing of phase-II. As the pressure decreases, the free energy difference between phases I and II approaches zero, and at 0.35 GPa a mixture of phases was observed. The contribution from the $pV$ term changes the most, favouring phase-I at 0.35 GPa because the volume of this phase is now slightly smaller than that of phase-II.

The results presented are the result of making several assumptions and then taking differences between large numbers (Table 3), and they should be viewed as giving insight into the factors governing the stabilities of the two phases under different conditions rather than a definitive statement of free energy differences. This said, they indicate that although aniline-I and II are structurally very similar, the greater compressibility of phase-II lends it higher stability than phase-I at elevated pressures. The pressure x volume term is very important in determining the stability of high pressure phases, becoming ever more important as pressure increases. Although it is usually found to be the dominant factor at high pressure other energy terms can be important. For example, in the transition from salicylaldoxime phase-I to II at 5 GPa,\textsuperscript{9} the driving force of the transition was relief of strain built-up in H-bonding and stacking interactions rather than volume reduction. Another
example is provided by salicylamide, in which a high-pressure form grown at 0.2 GPa has entropy as the most important stabilising term.

Conclusions

Two crystalline phases of aniline have been investigated by a combination of single crystal X-ray diffraction data on aniline-\(h_7\) and neutron powder diffraction data on aniline-\(d_7\). Phase I, which is formed on cooling the liquid at ambient pressure is monoclinic (\(P2_1/c\)) and contains two molecules in the asymmetric unit. Phase-II was crystallised at 0.8 GPa and structurally characterised at pressures up to 7.3 GPa. It is orthorhombic (\(Pna2_1\)), but with metrically similar unit cell lengths to phase-I; it also has two molecules in the asymmetric unit. Modelling of the high-pressure powder diffraction data was greatly facilitated by incorporating results of DFT geometry optimisations into the refinement in the form of restraints.

In both phases the amino group is displaced by a little over 0.1 Å from the plane of the phenyl group. The amino group is also twisted about the C-N bond, causing the molecule to deviate from \(C_s\) symmetry. The structures of the two phases are similar. The strongest interactions are N-H…\(\pi\) contacts which form chains, which are then connected by N-H…N H-bonds. The double chains so formed are linked by \(\pi\)...\(\pi\) and C-H…\(\pi\) contacts into layers. The layers then form stacks mediated by CH…\(\pi\) contacts. The two phases differ in the symmetry relationships which generate the stacks, and the structures only superimpose exactly in every fourth layer.

One of the aims of the work described in this paper was to use high pressure to alter the hierarchy of intermolecular interactions in an organic solid, with NH…N hydrogen bonds being targeted on account of their being relatively weak. The PIXEL method was used to show how the energies of the intermolecular interactions vary with pressure. The NH…\(\pi\) interactions are the most stabilising contacts at all pressures, their energies only changing 5 kJmol\(^{-1}\) or less between ambient pressure and 7.3 GPa even though the NH…centroid distance decreases by upwards of 0.3 Å. The NH…N H-bonds are, by contrast, much more sensitive to pressure, in one case changing in energy from -12.8 kJmol\(^{-1}\) to +1 kJmol\(^{-1}\) for a similar decrease in H…N distance. Energetically, this makes them similar to several of the CH…\(\pi\) contacts. Other CH…\(\pi\) contacts also become destabilising at 7.3 GPa. While the calculation of the dispersion, polarisation and repulsion terms in PIXEL calculations is semi-empirical and potentially approximate particularly in compressed systems, these data indicate that repulsive interactions can be effectively trapped in the compressed lattice.

At room temperature phase II is the thermodynamically stable form above 0.8 GPa. Decompression of this phase yielded a mixture of phases I and II at 0.35 GPa, and phase-I is thermodynamically stable below this pressure and the melting pressure (0.2 GPa). At ambient pressure phase-I is the stable form below 253 K.
Although the structures are very similar, transitions between the two phases are kinetically rather sluggish, making it difficult to pin-point the transition pressure within the range 0.35-0.8 GPa. More positively, this feature has enabled the structures of both phases to be obtained under two sets of identical conditions, at 0.84 GPa and 0.35 GPa, enabling analysis of the thermodynamic properties which govern the stabilities of the two forms under different sets of conditions.

DFT calculations show that phase II is favoured over phase-I at 0.84 GPa by its smaller volume and lower vibrational frequencies, which lead to advantages in entropy and zero point energy. The volume of phase-II becomes larger than that of phase-I at 0.35 GPa; differences in other energy terms either stay the same or diminish, and overall the free energies of phases I and II converge as the pressure is reduced. The relative stability of phase-II with increasing pressure can thus be traced to its greater capacity for packing molecules efficiently.
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