Influence of magnetostatic interactions on first-order-reversal-curve (FORC) diagrams: a micromagnetic approach
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SUMMARY
From experiments it is known that magnetostatic interactions between grains strongly affect the magnetic hysteresis behaviour of samples, however, because of the difficulty in predicting the non-linear behaviour, the effect of interactions has not yet been fully incorporated into theoretical models for the recently developed first-order-reversal-curve (FORC) method. For the FORC method to be widely used it is important to have such an understanding, for example, from a geological point of view there are many cases where interactions are known to be important, e.g. bacterial magnetosomes found in sedimentary rocks. Using a 3-D fast-Fourier transforms (FFT) micromagnetic model we have conducted a detailed study of the role of magnetostatic interactions on the FORC diagrams of assemblages of ideal single-domain (SD) magnetite-like grains. We have considered various anisotropies and the importance of the alignment configuration of the particle assemblages. We show that interactions can strongly affect the magnetic behaviour, for example, interacting assemblages of SD grains can display more MD-like FORC diagrams. Associating the FORC diagram with the Preisach diagram, we find that for moderate and weak interacting SD assemblages, the factorization interpretation of the Preisach diagram is correct, and in agreement with recent experimental results.

Key words: FORC diagram, hysteresis, magnetostatic interactions, micromagnetics, single domain.

1 INTRODUCTION
It is important to have a reliable method for characterizing the magnetic composition and grain size distribution of the magnetic minerals within geological samples, as the nature of these minerals strongly affect the magnetic signature. For example, the identification of the smallest magnetic grains containing only a single domain (SD) is important in absolute palaeointensity studies, as SD grains produce the most reliable results, whilst larger multidomain (MD) grains the least meaningful (Levi 1977). In palaeoclimatic studies information is often revealed by subtle changes in grain size distribution, as revealed by domain state, while the same grain size variations complicate the determination of relative palaeofield intensity from the same sediments (Lund & Schwartz 1999).

Determining the composition of the magnetic minerals of a rock is relatively straightforward, however, the identification of the domain state is more difficult. Conventional methods such as magnetic hysteresis are unfortunately sometimes ambiguous in characterizing natural rocks and sediments, because various combinations of mineral composition, grain size, internal stress and magnetostatic grain interactions can produce the same magnetic behaviour (e.g. Dunlop 2002; Muxworthy et al. 2003).

In an attempt to remove some of the ambiguity, Roberts et al. (2000) and Pike et al. (1999, 2001a,b) have developed a new method of mineral and domain state discrimination using a type of hysteresis curves called first-order-reversal-curves (FORCs) or first-order return branches (Mayergoyz 1986; Bertotti 1998). Constructing a FORC diagram requires lengthy measurements, which has only recently become possible with fast and sensitive vibrating-sample magnetometers and alternating-gradient magnetometers. Each FORC is measured by saturating the sample, decreasing the field to a value \( H_a \), and reversing the field sweep to the saturated state in a series of field steps \( H_b \). This process is repeated for many values of \( H_a \). The magnetization \( M(H_a, H_b) \) is measured at each step and the mixed second derivative taken to give the FORC distribution (Roberts et al. 2000), which is also referred to as the Everett function (Everett 1955);

\[
\rho(H_a, H_b) \equiv -\frac{\partial^2 M(H_a, H_b)}{\partial H_a \partial H_b}
\]

(1)

To construct the FORC diagram, a quadratic surface is fitted over a local area defined by the smoothing factor (SF). The larger SF, the greater the number of points used. These surfaces are combined to
2.1 Interaction considerations

In an assemblage of grains each particle experiences, in addition to any external field, dipole fields generated by neighbouring particles. The dipole field generated from a stable SD grain is relatively constant compared to the time it takes for an SD grain to rotate in the field. This makes it possible to consider the effect of interactions on assemblages of identical grains, whereas Stancu et al. (2003) modelled only assemblages of grains with distributions of coercive field and grain size. They modelled only assemblages with distributions as they consider the FORC diagram to be essentially a statistical problem (Stancu private communication, 2003).

We examine the effects of interactions on several different types of assemblages: regularly spaced assemblages with both randomly orientated and aligned SD grains with both uniaxial and cubic anisotropy, assemblages with partially random spatial distributions with varying particle concentration and assemblages of non-identical SD grains. We have implemented the standard method of FORC diagram determination as described by Roberts et al. (2000), rather than the extended data set method recently described by Pike (2003) as a result of some as yet unresolved inconsistencies with this new method.
to treat such interactions as static (Spinu & Stancu 1998). Smaller superparamagnetic grains are unstable as a result of the influence of thermal agitation and the interaction field associated with such particles is not constant during the time it takes for a neighbouring interacting magnetic moment to flip.

In this paper, we consider only static interactions rather than dynamic interactions. Dynamic interactions are only important for grains near the blocking volume, which for magnetite at room temperature is ∼30 nm (Dunlop 1973).

2.2 Generation of random distributions

In the following models, random distributions are discussed. There are two aspects to this; how were the random numbers generated and how large does the sample size need to be to represent truly random behaviour? The random numbers were generated using the RANDOM function of the Intel IFCC7.0 compiler, which is an implementation of the pseudo-random number generator algorithm described by Park & Miller (1988). The sample size was varied between 64 and 8000 grains. Little variation in behaviour was found between assemblages of 216 and 8000 grains. A sample size of 1000 grains was chosen.

3 INTERACTIONS BETWEEN REGULARLY SPACED IDENTICAL SD PARTICLES

3.1 Uniaxial anisotropy

Simulated FORC diagrams for assemblages of 1000 SD grains (10 × 10 × 10 grid) with uniaxial magnetocrystalline anisotropy, both aligned (U-A) and randomly (U-R) distributed, were calculated using 100 FORCs. The U-A assemblage had its easy axis orientated within 5° of that of the field. We consider the effect of variations in interaction spacing d (the distance between grains divided by grain dimensions; not the distance from grain centre to grain centre).

In Fig. 1, calculated FORCs are shown for the U-A regime with interaction spacing d = 5, which has been shown to be effectively non-interacting (Muxworthy et al. 2003). The U-A assemblage displays square FORCs, which when plotted on a FORC diagram (Fig. 1b) gives a symmetrical single peak at \( H_C \approx 38 \) mT, which because a quadratic surface has been fitted to it has a finite size. The finite size depends on both SF and the number of FORCs measured (Roberts et al. 2000): the higher SF the larger the peak width, the higher the number of FORCs measured the smaller the peak width. This non-interacting assemblage effectively behaves as one grain.

The random assemblage with \( d = 5 \), produces an asymmetric FORC diagram (Fig. 2), which has three main features: first, there is a central peak at \( H_C \approx 28 \) mT, which is more elongated than the aligned assemblage (Fig. 1b); secondly, the main peak displays an asymmetric boomerang shape; thirdly, there is a negative region near the bottom left of the FORC diagram.

The central peak is a result of the switching of the magnetization from negative to positive values near \( H_C \approx 28 \) mT (\( H_B_1 \) in Fig. 2). From a more mathematical point of view, the positive peak is associated with the increase in \( \partial M/\partial H_B \) with decreasing \( H_A \), as highlighted in Fig. 2.

The origin of the negative region is related to sections of the FORC curves where \( H_B < 0 \). As illustrated in Fig. 2, at \( H_{B_1} \), \( \partial M/\partial H_B \) decreases with decreasing \( H_A \) giving rise to negative values for \( \rho (H_A, H_B) \). The decrease in \( \partial M/\partial H_B \) with \( H_A \) is not as pronounced for \( H_B < 0 \) and consequently the negative region is significantly smaller than the large central peak near \( H_{B_1} \).

3.2 Temperature

Temperature is an important factor that affects the shape of the FORC diagram (Fig. 2). At higher temperatures the width of the central peak decreases with the peak position moving towards lower fields. This decrease in peak width is related to the increase in random thermal fluctuations that cause the switching of individual magnetic moments to become more frequent. As a result, the FORC diagram becomes more symmetric (Fig. 3). The effect of varying the particle spacing on FORC diagrams for a U-A assemblage in the first instance, into the return path for a 45° assemblage in the first instance, into the return path for a randomly orientated assemblage. This effect is particularly enhanced for assemblage of identical grains.

The effect of varying the particle spacing on FORC diagrams for a U-A assemblage is shown in Fig. 4. As the interactions increase \( (d \rightarrow 0) \), the width of the peak in the \( H_{U_1} \) direction increases until \( d \sim 1 \) (Figs 4a and b), below which the well-defined peak disappears and FORC diagram becomes very noisy (Fig. 4c). The increase in the width of the peak is characterized by defining an interaction field \( H_A \), which is the full-width-at-half-maximum (FWHM) of the
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Figure 2. FORCs and FORC diagram for assemblages of 1000 ideal SD grains with randomly distributed uniaxial anisotropy with \( d = 5 \). The FORC distribution \( SF = 4 \). The origins of the negative and positive regions in the FORC diagram are highlighted. The negative region is a result of a decrease in \( \partial M/\partial H_B \) with decreasing \( H_A \) for negative values of \( H_B (H_B^1) \). The large positive peak is associated with the increase in \( \partial M/\partial H_B \) with decreasing \( H_A \) for positive values of \( H_B, \) near the switching field \( (H_B^1) \). The different return paths give rise to the positive region of the FORC distribution to the right of the main peak as illustrated. The origin of the boomerang shape is depicted in Fig. 3.

FORC distribution cut through the main peak in the \( H_U \) direction (Fig. 5a). \( H_i \) is plotted versus \( d \) in Fig. 5(b). \( H_i \) increases dramatically between \( d \sim 2 \) and \( d \sim 1 \), below which it is difficult to quantify. At \( d = 5 \), \( H_i \) is non-zero, which is due to fitting a quadratic surface to a delta surface (Fig. 1). For the purposes of comparison SF was kept constant in Fig. 5. The position of the main peak moves slightly towards lower \( H_C \) values with increasing interactions (Fig. 6).

The effect of interactions on the U-R regime is similar to that for the U-A one (cf. Figs 4 and 7): as \( d \) decreases, \( H_i \) increases sharply between \( d \sim 2 \) and \( d \sim 1 \), below which it is difficult to quantify (Fig. 5b). \( H_i \) increases less rapidly as \( d \rightarrow 0 \) for U-R than for U-A (Fig. 5b). There are other more subtle features. First, as the interactions increase, the boomerang shape seen in Fig. 2 becomes initially less defined and disappears. Secondly, the negative region near the \( H_U \)-axis for \( H_U < 0 \) becomes larger and more prominent and moves to larger values of \( H_U \) as well as further down the \( H_U \)-axis. As \( d \rightarrow 0 \) the magnetization of the assemblage becomes more reversible, more MD-like, however, for \( d = 0 \), i.e. touching SD grains, the appearance of the FORC diagram is noisy.

3.2 Cubic anisotropy (magnetite)

We directly model magnetite, that is, the uniaxial anisotropy modelled in Section 3.1 is replaced with cubic anisotropy (with \( K_1 < 0 \); eight easy directions).

An assemblage of non-interacting \( (d = 5) \) magnetite SD grains with aligned cubic anisotropy \((C-A)\) produces a symmetrical FORC distribution that is a delta function. The corresponding FORC diagram is very similar in appearance to that shown in Fig. 1(b), but with a main peak at \( H_C \sim 17 \) mT. The field was applied within \( 2^\circ \) of an easy axis. On decreasing \( d \), the position of the main peak decreases along the \( H_C \)-axis (Figs 6 and 8) and \( H_i \) increases (Fig. 5b). For \( d \sim 1 \) the main peak splits symmetrically in two (Fig. 8c). This splitting is a result of the entire magnetic structure becoming temporarily trapped in intermediate states during partial hysteresis. As a result of the cubic anisotropy, each grain has eight easy directions, six of which are intermediate to the two easy directions the magnetization is switching between; three at \( 70.5^\circ \) and three at \( 109^\circ \) to the initial easy direction. It is these two sets of three easy directions and importantly that the grains have aligned anisotropy that cause the overall domain structure to become temporarily trapped in intermediate states during hysteresis. This splitting is not seen in the U-A (Fig. 4), for the simple reason that the magnetocrystalline anisotropy does not have any intermediate stables. This splitting of the main peak is similar to the butterfly FORC diagrams found for assemblages of eight interacting elongated grains (Carvallo et al. 2003).

There are small negative regions similar to those seen for the U-R regime (Figs 2 and 7) in the lower-left of the FORC diagram.

As \( d \rightarrow 0 \) the FORCs display less hysteresis, i.e. less irreversible behaviour, however, similar to the U-A and U-R behaviour the FORC diagram becomes rather noisy. The butterfly distribution disappears as the effect of interactions starts to dominate over the magnetocrystalline anisotropy.

The randomly distributed, non-interacting \( (d = 5) \) cubic anisotropy regime \((C-R)\) displays quite a different FORC distribution than the other non-interacting assemblages considered (Figs 1, 2 and 9). There is a main peak at \( H_C \sim 11 \) mT, but the peak is not closed, that is, it sweeps back on to the \( H_U \)-axis, similar to the type of FORC diagrams seen for small PSD magnetite crystals (Muxworthy & Dunlop 2002).

On decreasing \( d \), again the position of the main peak decreases along the \( H_C \)-axis (Fig. 6) and \( H_i \) increases (Figs 5b and 9). As \( d \rightarrow 0 \) the raw FORCs are reversible, however, the FORC diagram becomes rather noisy.

This butterfly effect seen in Fig. 8(c) is not seen in the C-R assemblage, because there are many more intermediate stable states as a result of the random alignment of the anisotropy. The FORC distribution is spread out.

4 Irregular Arrays of Grains

It is possible to synthesize samples in the laboratory with crystals spaced on regular grids using methods like lithography (e.g. King
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et al. 1996; Ross et al. 2002). However, in nature it is highly unlikely that magnetic grains will be evenly distributed, i.e. they are likely to be randomly distributed. The effect of random spacing on assemblages of identical grains with uniaxial and/or cubic anisotropy is considered.

Because an FFT algorithm was implemented to improve efficiency it was not possible with this algorithm to model a truly random distribution, as the algorithm requires that the cells are evenly distributed. However, it is possible to blank-out cells giving instead a discretized random distribution. For example if \( d \) is set to 1, then the possible spacings along a main coordinate direction are 1, 3, 6, etc., or if \( d \) is set to 0.5 then the corresponding spacings would be 0.5, 2, 3.5, etc. There is also a range of diagonal interaction spacings. This discretization is obviously only an approximation to a true random distribution, but it is thought that the same trends will still be displayed. Repeating the simulations for different randomly chosen spatial distributions yielded very similar FORC diagrams, suggesting that the results are for effectively random distributions. Note the value for \( d \) is now the minimum spacing not the absolute spacing as in Section 3.

We introduce a concentration parameter, which reflects the number of filled cells within the model; three concentrations of 10, 50 and 90 per cent were considered. A 100 per cent concentration was modelled in Section 3.

Increasing the concentration increases \( H_{\text{i}} \) (Fig. 10), in similar manner to decreasing \( d \) in Section 3. This is unsurprising, because by increasing the concentration we are effectively increasing the likelihood that a grain has another grain near it at the minimum interaction spacing. The general effect of concentration was independent on the type of anisotropy (uniaxial or cubic) and orientation (aligned or random). The negative region increased in size as the concentration increased.

Decreasing the minimum spacing \( d \), has a very similar effect as decreasing the absolute spacing as in Section 3, that is, the FORC distribution becomes more MD-like in appearance as \( d \to 0 \). Again this effect was found to be consistent for both uniaxial and cubic anisotropies and both aligned and randomly orientated anisotropy.

5 DISTRIBUTIONS OF COERCIVE FIELD

Sections 3 and 4 considered assemblages of identical SD grains, which are unlikely to occur in nature, where grains usually have grain size and shape distributions that magnetically will lead to coercive-field distributions. These distributions are often, though not always, log-normally distributed (Kruiver et al. 2001; Heslop et al. 2002). In this section, we consider the effect of interactions on U-R assemblages of ideal SD grains with log-normally distributed \( H_{\text{C}} \). To generate a distribution of \( H_{\text{C}} \), for computation simplicity \( K_1 \) was varied rather than the grain volume, however, the net effect would be the same.

The mean of the log-normal distribution was that of \( |K_1| \) for magnetite, i.e. 13.5 kJ m\(^{-3}\); only the width of the distribution was varied. Here, as in Section 3, the grains are distributed evenly on a grid with interaction spacing \( d \).

The FORC diagram for a U-R non-interacting (\( d = 5 \)) assemblage is strongly effected by variations in the log-normal distribution of the anisotropy; increasing the width of the distribution causes the FORC distribution to spread out along the \( H_{\text{c}} \)-axis (cf. Figs 2, 11a and b). The overall appearance is closer to that of experimental results on natural samples (e.g. Roberts et al. 2000; van Oorschot et al. 2002) than those for the single anisotropy models in Sections 3 and 4.

Decreasing \( d \), i.e. increasing interactions (Fig. 11c), causes the FORC distribution to broaden in the \( H_{\text{U}} \) direction, i.e. \( H_{\text{i}} \) increases. The broadening is greater for low \( H_{\text{C}} \) values. This is because on average, the contribution of interactions to the assemblages magnetic behaviour is in direct competition with the anisotropy energy; the higher or harder the anisotropy the lesser the influence of the interactions on assemblage behaviour (Kneller 1969; Muxworthy et al. 2003). This effectively means that magnetostatic interactions will cause FORC distributions to broaden more significantly at low \( H_{\text{C}} \) values causing a uniform distribution to become more pear shaped.

The distinctive negative region of the FORC distribution is seen in the lower section of the FORC distribution in both the interacting and non-interacting assemblages (Fig. 11).

Figure 3. The raw data (FORCs) for randomly distributed uniaxial anisotropy with \( d = 5 \) plotted in FORC space. The FORCs are also shown in Fig. 2. The boomerang feature of the FORC distribution shown in Fig. 2 is superimposed on the raw data.
Figure 4. FORC diagrams for a U-A assemblage of 1000 ideal SD grains with different interaction spacings: (a) \(d = 2.0\), (b) \(d = 1.3\) and (c) \(d = 0.0\). One of the two easy anisotropy directions of all the grains, is aligned with the field. In all three figures SF = 5.

Figure 5. (a) Definition of \(H_I\): FWHM of the main peak on the FORC distribution along the \(H_U\) direction and (b) \(H_I\) versus interactions spacing \(d\) for assemblages of ideal SD grains with uniaxial and cubic anisotropy, both aligned and randomly orientated. SF = 5 in all determinations of \(H_I\).

Figure 6. Position of main peak on the \(H_C\)-axis of a FORC diagram versus interaction spacing \(d\), for assemblages of ideal SD grains with uniaxial and cubic anisotropy, both aligned and randomly orientated. SF = 5 in all determinations of peak position.
6 DISCUSSION AND CONCLUSIONS

The effect of interactions is clearly demonstrated in this paper. For assemblages of identical grains, certain consistent trends are seen regardless of the type of anisotropy or of the orientation of the grains: the effect of increasing interactions, i.e. decreasing $d$, is to cause the
Figure 9. FORC diagrams for a C-R assemblage of ideal SD grains with different interaction spacings: (a) \( d = 5.0 \) (effectively non-interacting), (b) \( d = 1.7 \) and (c) \( d = 1.0 \). In (a), (b) and (c) SF = 5. For \( d = 0.0 \) (not shown), the FORC distribution for the C-R regime is very similar to Fig. 4(c).

The main peak to spread in the \( H_U \) direction as \( d \) is decreased until \( d \sim 1 \), below which this peak collapses and spreads out. This part of the FORC distribution becomes noisy for \( d < 1 \). In addition, the main peak moves towards lower \( H_C \) values (Fig. 6).

though the reduction is quite small, especially for the uniaxial systems.

For \( d > 1 \), the factorization interpretation of the main peak of the FORC/Preisach diagram appears to be qualitatively correct, i.e. \( \rho(H_A, H_B) \) is the product of two independent distributions: the coercivity distribution \( g(H_C) \) and the interaction field distribution \( f(H_U) \), in agreement with recent experimental findings for weakly interacting \((M_{RS}/M_S \sim 0.49)\) elongated SD maghemite grains (Carvallo et al. 2004). However, it is realized that the slight decrease in the peak position with decreasing (Fig. 6) makes the factorization interpretation technically invalid.

One key feature that is repeatedly found in both theoretical and experimental FORC diagrams (this paper, Pike et al. 1999; Roberts et al. 2000; Pike et al. 2001a,b; Muxworthy & Dunlop 2002; van Oorschot et al. 2002; Carvallo et al. 2003; Stancu et al. 2003; Carvallo et al. 2004) is asymmetry. In particular, not just asymmetry but negative asymmetrical regions in the lower half of the FORC diagram (e.g. Fig. 11). There has been much debate about the origin of this asymmetry and of these negative regions. Both Pike et al. (1999) and Stancu et al. (2003) have suggested that the asymmetry is a result of interactions: Pike et al. (1999) found using a SW-type model, that interactions can produce asymmetry and negative regions in the lower half of the FORC diagram. However, to produce such negative regions, Stancu et al. (2003) showed with a 2-D
The U-R assemblage, but were also observed in the C-R and C-A assemblages. The origin of these negative regions is related simply to the shape of the FORCs as illustrated in Fig. 2. Negative regions are not observed for aligned anisotropy, because the FORCs are flat and there is no variation in $\partial M/\partial H_{b}$ with $H_{a}$. Small pockets of negative FORC distribution elsewhere on the FORC diagrams are the result of noise, which can be removed by increasing the SF.

When the random spatial distributions or the log-normal distributions of coercive field are examined, the interaction effects observed for assemblages of identical grains are less pronounced and smoothed. The inclusion of log-normal coercivity distributions (Fig. 11) causes the FORC distribution to spread out along the $H_{c}$-axis in agreement with other theoretical studies (e.g. Pike et al. 1999; Stancu et al. 2003).

What do the findings in this paper mean for the application of the FORC method to more general palaeomagnetic, rock and environmental magnetic investigations? Simply put, spreading of FORC diagrams at high coercivities can be assumed to be a result of the interactions between SD grains. Using such an interpretation of the FORC diagram may have many uses. For example, using FORC diagrams as a pre-selection technique in palaeointensity studies would be highly discriminative; the ideal sample would display a closed peak, little or no reversible magnetization and little or no spreading on the $H_{c}$ direction. Clearly a hysteresis curve would be able to identify the ideal sample, but a FORC diagram would be better at distinguishing samples that are closer to ideal than hysteresis alone; hysteresis can not identify weak magnetic interactions. However, this would be a destructive pre-selection technique and would require sister samples.
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**Figure 11.** FORC diagrams for assemblages of SD grains with distributions of uniaxial anisotropy: (a) $d = 5.0$ (non-interacting), log variance = 0.06; (b) $d = 5.0$ (non-interacting), log variance = 0.01; and (c) $d = 1.5$, log variance = 0.01. The distribution in (a) is wider than that in (b) and (c).
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