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**Abstract**

A foundational goal of linguistics is to investigate whether shared features of the human cognitive system can explain how linguistic patterns are distributed across languages. In this study we report a series of artificial language learning experiments to test a hypothesised link between cognition and a persistent regularity of morpheme order: number morphemes (e.g., plural markers) tend to be ordered closer to noun stems than case morphemes (e.g., accusative markers) (Greenberg, 1963). We argue that this typological tendency may be driven by a bias favouring orders that reflect scopal relationships in morphosyntactic composition (Bybee, 1985; Rice, 2000; Culbertson & Adger, 2014). We taught participants an artificial language with noun stems, and case and number morphemes. Crucially, the input language indicated only that each morpheme preceded or followed the noun stem. Examples in which two (overt) morphemes co-occurred were held out—i.e., no instances of plural accusatives. At test, participants were asked to produce utterances, including the held-out examples. As predicted, learners consistently produced number closer to the noun stem than case. We replicate this effect with free morphemes. Similarly, it has been claimed that the linear order of nominal modifiers (e.g., adjectives, numerals, demonstratives) reflects semantic scope relations (Culbertson & Adger, 2014; Bouchard, 2002). In the case of Universal 39, the idea would be that case scopes higher than number because number directly modifies the entity referred to by the noun, while the case morpheme signals an external relationship between the entity and some event. Following Culbertson and Adger (2014), we call orders which reflect scope relations scope-isomorphic.

**Introduction**

Human languages are incredibly diverse in the way they combine meaningful units, i.e., morphemes; nevertheless, certain regularities are apparent. For example, some patterns of morpheme order occur more frequently across the languages of the world, while others are rare or even unattested. The typological regularity in morpheme order we target here concerns number and case morphology, specifically, languages in which there is a boundary between these morphemes. For example, in agglutinating languages such as Hungarian or Turkish, there is distinct set of number morphemes (marking plurality) and case morphemes (marking grammatical roles). In such languages, when overt morphemes of both number and case are present on a stem, and both follow or both precede the noun stem, the expression of number is almost always realised closer to the noun stem than the expression of case (Universal 39; Greenberg, 1963). There are a number of candidate explanations for this phenomenon, which intersect with high-level hypotheses about how morpheme (and word) order is determined in language more generally. For example, it has been proposed that semantic or compositional relationships among morphemes, sometimes called *scope*, determine linear order (Bybee, 1985; Wunderlich, 1993; Rice, 2000; Culbertson & Adger, 2014). On one formulation, morphemes which more directly affect or modify the semantic content of the stem have narrower scope (Bybee, 1985; Rice, 2000). Wider-scope morphemes modify the larger semantic constituent which includes any lower scoping morphemes. Perhaps the best-known example of this is the order of derivational and inflectional morphemes (e.g., ‘neighbor-hood-s’). On this account, derivational morphemes are ordered closer to the stem because they change its lexical meaning. Inflectional morphemes scope higher, modifying grammatical properties of the stem plus any derivational morphemes. Similarly, it has been claimed that the linear order of nominal modifiers (e.g., adjectives, numerals, demonstratives) reflects semantic scope relations (Culbertson & Adger, 2014; Bouchard, 2002). In the case of Universal 39, the idea would be that case scopes higher than number because number directly modifies the entity referred to by the noun, while the case morpheme signals an external relationship between the entity and some event. Following Culbertson and Adger (2014), we call orders which reflect scope relations scope-isomorphic.

A second possible explanation appeals to frequency and its effects on processing. For example, Ryan (2010) shows that in some cases morpheme order reflects the frequency of stem+morpheme bigrams (see also Baayen, 1993; Rice, 2011). Along similar lines, Hay (2001) argues that when a stem is more frequent alone than with a particular affix, then that affix is easier to parse (decompose) from the stem. This in turn determines linear order: more parsable affixes appear farther from the stem than less parsable ones (see also Hay & Plag, 2004; Plag & Baayen, 2009; Manova & Aronoff, 2010). How might this explain Universal 39? It could be that...

---

1 Related theories argue that universal morphosyntactic hierarchies, potentially reflecting semantics, determine order (Baker, 1985; Grimshaw, 1986; Cinque, 2005).
number tends to be expressed more often than case, or that
case morphemes tend to be more parsable than number mor-
phemes. On this account, there is nothing about the seman-
tics of these morphemes that determines their relative order.
Indeed, a third possibility is that their relative order reflects
patterns of diachronic change: it could be that languages tend
to grammaticalise number before case (Givón, 1979).

To date, there is no direct behavioral evidence adjudicat-
ing among these potential explanations for Universal 39. In
fact, there is no independent evidence beyond the typology to
show that placing number closer to the noun stem than case
is in fact preferred over the reverse. In a series of three ar-
tificial language learning experiments, we test the link be-
tween this typological generalisation and a bias towards lin-
ear orders that mirror scopal relationships (henceforth scope-
ismorphic orders). To summarise, we find support for this
hypothesis across two language populations (English, and
Japanese) independent of morpheme position (before or after
the noun stem), degree of boundedness, and frequency. All
things equal, learners therefore prefer scope-isomorphic or-
ders. However, we also find that conditional allomorphy be-
tween the stem and the case marker can reverse participants’
preferences. We interpret this as a competing bias for local
dependencies. This result adds to the growing body of work
using these experimental methods to investigate how learning
and use shape morphology and word order (Hupp, Sloutsky,
& Culicover, 2009; Fedzechkina, Jaeger, & Newport, 2012;
Culbertson & Adger, 2014; Culbertson, Smolensky, & Leg-
endre, 2012; Tabullo et al., 2012; Futrell, Mahowald, & Gib-
son, 2015; Fedzechkina, Chu, & Jaeger, 2018).

Experiment 1

Methods

The artificial language learning experiments described here
use an extrapolation paradigm (called ‘Poverty-of-the-
stimulus’ paradigm elsewhere, Wilson, 2003; Culbertson &
Adger, 2014). This means learners are trained on input that is
designed to be ambiguous between (at least) two patterns of
interest: here, two potential ways of ordering case and num-
ber morphemes. Learners are exposed to a miniature artifi-
cial language with nouns, and case (accusative) and number
(plural) morphemes. Crucially, their input indicates whether
these morphemes generally precede or follow the noun, but
does not include any examples in which the two morphemes
co-occur within the same noun phrase. At test, they are asked
to produce utterances, including these held out examples. The
order they infer will indicate whether they have a preference
for placing number closest to the noun (e.g., Noun-Number-
Case rather than Noun-Case-Number). All experiment ma-
terials and data discussed here are available at osf.io/8xuc9,
and the preregistered design and analysis plan for Experiment
is accessible at osf.io/8xuc9.

Participants

Forty-one native English speakers were re-
cruited from the University of Edinburgh’s Careers Services
database. Participants were paid £6 for a 35-min-long exper-
imental session. Participants (N=1) whose vocabulary accu-
ricy was lower than 60% were excluded; testing trials with
incomplete sentences were also excluded.

Input language

The lexicon includes three semi-nonce
verbs, four nonce nouns, and two nonce markers (one
number marker indicating plural; one case marker indi-
cating accusative). All words have initial stress. The
three semi-nonce verbs are taken from the English-based
creole Tok Pisin: ‘kikim’([ki⁶kikim]), ‘pointing’([p⁴m⁷na⁴m])
and ‘straikim’([strəkɪm]), which refer to ‘kicking’, ‘point-
ing’ and ‘punching’ respectively. The (dissyllabic) nouns
are ‘negid’([ne⁴ʒi]), ‘nork’([na⁴r]), ‘tumbat’ ([t⁴mba⁴t]),
‘vaem’ ([va⁴m]) (based on Fedzechkina et al., 2012), nam-
ing four characters: a burglar, a chef, a cowboy, and a wait-
ess. The noun-character mappings are random for each par-
ticipant. The two markers were randomly mapped to num-
ber and case from the set: ‘gu’ ([ɡu⁴]), ‘sa’([sa⁴]), and
‘ti’([ti⁴]). Word order in sentences was Verb-Agent-Patient.
Half of participants were trained on a language with post-
nominal morphemes (case and number morphemes appeared
after the noun stem), half with pre-nominal morphemes (case
and number morphemes appeared before the noun stem). 2

Participants are trained on three different NP types: a bare
noun, a noun with overt number morphology, and a noun with

2We use the terms pre- and post-nominal instead of prefixal and
suffixal morphology to account for both bound and unbound ortho-
graphic representations of case and number morphology.
overt case morphology. Note that singular, and agent case (nominative) are unmarked. During training, participants get descriptions of characters in isolation (singular or plural), or events with a singular patient; plural patients (requiring both number and case morphology) are held-out until testing. See Figure 1 for examples. Crucially, number and case markers appear with the exact same frequency (i.e., absolute, and relative to each given noun) both during training and testing phases, controlling for any potential frequency effects.

The input language is presented both orthographically and auditorily during training. Auditory stimuli were recorded in a sound-attenuated room by a 26yo male speaker of American English. Noun phrases were recorded without a pause between nouns and markers but each marker is orthographically presented surrounded by spaces and thus not bound to the noun.

**Experimental procedure** The experiment was conducted in a quiet room, with all instructions provided in English, and an English-speaking experimenter. Participants were told that they would be learning part of a foreign language. The session proceeded as follows.

**Phase 1, noun training and testing.** Participants are first trained on the four nouns in isolation (Figure 1, top row) during a block of 24 trials (6 per noun). In each trial, a single character appears, and its description (a bare noun) is displayed (orthographically and auditorily). Participants are instructed to repeat each description aloud. Participants are then tested on the noun vocabulary using a noun-selection task and an oral production task (12 trials per block, 3 per noun). In noun-selection trials, a character appears, and participants must select the correct noun from 2 choices. The foil noun is randomly selected at each trial. Feedback is provided (an (in)correct-answer sound effect along with the image and correct noun; if incorrect, the audio of the noun is also played). In oral production trials, a character appears, and participants must say the corresponding noun aloud. Feedback is provided (the correct noun is displayed visually and auditorily after participants submit their answer).

**Phase 2, one-marker NP training.** Participants are next trained on noun phrases with a single marker, either number or case. There are three trial types (Figure 1, middle row): (1) a group of the same characters (2, 3, or 4) in isolation (Number only), (2) an event with (different) singular agent and patient (Case only), or (3) an event with a plural agent, and a singular patient (Number & Case, where crucially each marker belongs to a different noun phrase). On each training trial, participants see an image, and its description is presented (orthographically and auditorily). There are 62 trials total (randomised): 8 bare noun, 18 Number Only (six per character), 18 Case Only (randomly chosen from the 36 possible), and 18 Number & Case images (again randomly chosen).

**Phase 3, one-marker NP comprehension test.** Participants are then tested on their comprehension of one-marker NPs in an image-selection task. On each trial, they get a description and must select the corresponding image out of an array of two. Feedback is provided (an (in)correct-answer sound effect along with the image and correct orthographic description; if incorrect, the audio description is also played). The foil image is selected according to the trial type. For bare noun and Number Only trials, the foil image is the same character with wrong numerosity (e.g., singular instead of plural). For Case Only and Number & Case trials, the foil is the same event type with agent and patient reversed. There are 34 trials total (randomised): 4 bare noun, 10 each of the three one-marker NP trial types.

**Phase 4, one-marker NP written production test.** Participants are then tested on their ability to produce one-marker NP descriptions. On each trial, participants see a image and are required to type in the corresponding NP(s). Verb forms are provided for Case Only and Number & Case trials. Feedback is provided (an (in)correct-answer sound effect played, along with the image and correct description). There are 16 trials total (randomised): 4 trials for each of the types they have been trained on so far.

**Phase 5, two-marker NP production tests.** In the two critical testing blocks, participants must provide first written, then oral descriptions which include the held-out phrase type: two marker NPs, with plural patients (Figure 1, bottom row). The written production task is identical to Phase 4, except it only includes the held-out trial types (12 trials, 3×4 events randomly chosen) and no feedback is given. This written task is added with the purpose of familiarising participants with the held-out trial types prior to the final oral production test phase and will not be included in our analyses.

Finally, participants are asked to produce oral descriptions for all trial types in the language. On each trial, participants see a image and are asked to provide a description aloud. As in the previous written production trials, participants are provided with the corresponding verb form when necessary. Feedback is provided (as described above) only when the target description does not contain a two-marker NP. There are 58 trials total (randomised): 36 two-marker NP trials, 6 trials of each of the three one-marker NP trial types, and four bare noun trials.

**Results**

Recall that, based on Universal 39 (Greenberg, 1963), participants are predicted to produce number markers closer to the noun stem than case markers. This should hold for both the pre- and post-nominal conditions. Our working hypothesis is that these orders are preferred because they reflect the scopal relations among morphemes. Figure 2 is a stacked histogram, showing the percentage of participants whose oral productions follow scope in 0-100% of trials across both conditions. Experiment 1 results (with English speakers) are on the left-hand side. For critical trials, 95% of participants are (almost) perfectly consistent, producing two-marker NPs in the predicted order 95-100% of the time. We ran a logistic mixed-effects regression model predicting use of scope-isomorphic morpheme orders on two-marker NPs dur-
The results of Experiment 1 are consistent with the hypothesis that scope relations—here between number and case morphemes—determine proximity to the noun stem. Importantly, we can rule out the effect of raw or bigram frequency in driving our results, since these were held constant in our stimuli. However, an alternative explanation is that our result reflects the fact that English overtly marks (plural) number but it does not have morphological case marking (aside from perhaps the genitive). Exactly how this would lead to a preference for placing number closer than case is not totally clear. Perhaps familiarity with, or accessibility of the number marker leads English speakers to place it closer to the noun. To rule this out, we replicated Experiment 1 with native speakers of Japanese. In contrast to English, Japanese overtly marks cases (including accusative) via suffixation; however, the marking of plurality is exceptional (Nakanishi & Tomioka, 2004). The closest thing to number marking on nouns are the associative plural classifiers or collectivising suffixes (-kata, -tachi, -ra, -domo). Number is typically expressed instead via plural words (which appear after the case inflected noun), reduplication or numeral words (which precede the noun). Japanese speakers should therefore have no trouble acquiring a novel accusative case marker, and if anything should find the case marker more familiar/accessible than the number marker.

### Methods

Experiment 2 is identical to Experiment 1, with one difference: the input lexicon. Rather than using a language with English-like phonotactics, the lexicon for Experiment 2 matched Japanese phonotactics. The preregistered design and analysis plan for Experiment 2 is accessible at osf.io/akceyp.

#### Participants

Forty native Japanese speakers were recruited from Waseda University’s student database. Participants were paid ¥1000 for a 35-min-long experimental session. Note that all participants spoke English as an L2.

#### Input language

Lexical items in the language were displayed in Katakana (instead of Latin) script. The three seminonc verbs (which contain the stem of the existing verbs in Japanese) are: ケルラ (ke’rula), ナグラ (na’gural) and サスラ (sa’sural), which refer to ‘kicking’, ‘punching’ and ‘pointing’ respectively. The (trisyllabic) nonce nouns are: ソギサ [soji’sa], グラメ [daku’mu], ナモビ [ne’tibii], and スノブ [taso’mu], naming four characters (a burglar, a chef, a cowboy, and a waitress). The two nonce markers (one for number, one for case) are randomly chosen from the following set: サ [saga], キ [kiga]*, サ [sa], ソ [so]*, タ [tata], ニ [ni], ミ [mi], ヌ [nu], デ [de]. Word order in sentences was Verb-Agent-Patient. Half of the participants were assigned to each of two conditions as per Experiment 1 (i.e., pre-nominal or post-nominal morphology).

Auditory stimuli were recorded in a sound-attenuated room by a 28yo female speaker of Japanese.

#### Procedure

The experiment was conducted in a quiet room, with all instructions provided in Japanese, and a Japanese-speaking experimenter. Participants were told that they would be learning part of a foreign language. The session proceeded exactly as outlined for Experiment 1.

#### Results

The proportion of participants whose oral productions follow scope in 0-100% of trials are shown in Figure 2. The results from Experiment 2 are on the right-hand side. All participants produced number consistently (95-100%) closer to the noun than case. This was true in both the pre-nominal or post-nominal marker conditions. We ran a logistic mixed-effects analysis...
model predicting scope-isomorphic productions by Marker Position (pre- vs. post-) and Experiment (Japanese vs. English). As shown in Table 2, the intercept is positive and significant, confirming that the proportion of scope-isomorphic productions is above chance. The non-significant effects of Marker Position and Experiment confirm that this preference holds regardless of pre- or post-nominal positioning of the markers, and regardless of the native language of participants.

### Experiment 3

Experiments 1 and 2 demonstrate that learners have a natural preference to produce number morphology closer to the noun stem than case. These results hold for pre- and post-nominal orders, suggesting that the preference is not driven by linear order: number appears before case in post-nominal orders, but after case in pre-nominal orders. Our results hold for speakers of both English and Japanese, suggesting that they are not driven by L1 knowledge: familiarity with a particular morpheme (number or case respectively) does not mean it is placed closer to the stem. Frequency cannot explain the preference either: markers for case and number occur with equal frequency, as does each stem+morpheme bigram. The parsability of the morphemes is also the same, since frequencies of stem+morpheme forms relative to stems alone is the same for each. We thus conclude that the results obtained so far are consistent with a bias towards scope-isomorphism.

While our results suggest the bias is very strong (almost all participants uniformly preferred scope-isomorphic orders), in natural language, competing pressures may be present. One such pressure, prominent in models of morphological learning comes from the notion of locality. Dependencies between morphemes (e.g., between an allomorph and the stem that triggers it) tend to be local, or adjacent (Embick, 2010; Moskal, 2015; Bobaljik, 2012). In Experiment 3, we test the strength of the scope-isomorphic bias in the face of a competing locality bias. To do this, we use contextual allomorphy: the form of the case marker is dependent on the lexical and phonological identity of the noun. Because this creates a dependency between the noun stem and the case marker, a locality bias would predict that these two elements should be adjacent. The effect of the scope-isomorphic bias uncovered in Experiments 1 and 2 may override the effect of a locality bias. Alternatively, the locality bias may interfere with the placement of number in closer proximity to the noun stem, leading to a higher proportion of anti-scopal order productions (typologically rare) in the presence of stem-dependent case allomorphy.

### Methods

#### Participants

Forty-four English speakers were recruited and compensated as for Experiment 1. They were evenly divided between four conditions, as described below. Following our exclusion criteria, the data of four participants were excluded from analysis.

#### Input languages

This was a 2x2 design, with Marker position (pre- and post-) and Allomorphy (no allomorphy vs. case allomorphy) varying between-subjects. The input language in no allomorphy conditions was as in Experiment 1, except that case and number markers appeared as bound morphemes (i.e., affixes) on the noun when presented in text form (no spaces). The input language in the case allomorphy conditions differed additionally in having two accusative case markers, which alternated based on the length of the noun: one marker appeared with bisyllabic nouns (‘negid’, ‘tumbat’), the other with monosyllabic nouns (‘vaem’, ‘nork’).

#### Procedure

The procedure was identical to Experiment 1, except that in two-marker written trials, participants could not advance to the next trial until they typed the correct number of characters. This encouraged participants to produce both markers together.

![Figure 3: Percentage of participants in Experiment 3 who produced scope-isomorphic responses a given proportion of the time, ranging from 0% of the time (yellow) to 100% of the time (dark red). Results are split by Marker Position (pre- vs. post-nominal) and Allomorphy (no allomorphy vs. case allomorphy).](image)

#### Results

Figure 3 shows the percentage of participants whose oral productions follow scope in 0-100% of trials across all four conditions. For the no allomorphy conditions, we replicate our previous findings: participants strongly prefer the scope-isomorphic order, with the number marker closer to the noun than case. By contrast, in the case allomorphy conditions,
this pattern is reversed, with most participants producing case closer to the noun. This was confirmed by a logistic mixed-effects regression model predicting use of scope-isomorphic order by Marker Position, and Allomorphy. As shown in Table 3, there is a significant drop in the use of scope-isomorphic orders in the case allomorphy condition.

### Discussion
In the experiments reported here, speakers are trained on a language with distinct number and case morphemes, but the relative order of those morphemes is held out. When required to produce both morphemes together during testing, we found that participants’ default inference is to place number closer to the noun stem than case (regardless of whether the markers were pre- or post-nominal). This bias provides a potential causal link between human cognition, and a typological generalisation known as Universal 39 (Greenberg, 1963). Importantly, we found strong evidence for this bias across two populations which differ in terms of their prior experience with case and number markers; English marks number but not case, while Japanese marks case but not number. This suggests our results cannot be explained by relative familiarity with these markers. Furthermore, the observed preference is not dependent on distributional information in the input: case and number markers never appear together, and have the same frequency during training. We have suggested that this bias is driven by scope relations among the markers. In particular, case (which marks the grammatical role of the noun in the event) scopes higher than number (which modifies the set properties of the entity), and linear proximity should reflect scope (Bybee, 1985; Rice, 2000; Culbertson & Adger, 2014). While this order is inferred by default, results from Experiment 3 revealed that the presence of stem-dependent contextual allomorphy for case led many participants to place the case morpheme closer to the conditioning noun. This suggests that the default preference may interact with other constraints—i.e., imposed by morphophonological rather than semantic dependency relationships—as predicted by theories of locality (e.g., White et al., 2018; Embick, 2010). Whether such allomorphy patterns are sensitive to locality in natural language points to the need for additional typological research (although see Moskal, 2015).

### Conclusion
Our results show that in the absence of explicit evidence, language learners default to a typologically common order of morphemes: with number more proximal to the noun stem than case. This supports a hypothesised link between human cognition and Greenberg’s Universal 39. However, this observed bias in principle interacts with constraints on locality driven by morphophonological dependencies.

### Data accessibility
The data that support the findings of this study are openly available in the Open Science Foundation repository at https://doi.org/10.17605/OSF.IO/9FA3V.
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**Table 3: Model output for Experiment 3**

|          | $\beta$  | SE   | z     | Pr($>|z|)$ |
|----------|----------|------|-------|------------|
| (Intercept) | 15.148   | 4.557| 3.324 | < 0.001    |
| Marker Position | 0.381    | 4.355| 0.087 | 0.930      |
| Allomorphy | -27.306  | 5.386| -5.107| < 0.001    |
| Marker Position x Allomorphy | -0.529   | 4.691| -0.113| 0.910      |

---

*The fixed effect of Allomorphy was treatment coded (instead of sum coded) so we could directly compare case allomorphy to the baseline no allomorphy.*


