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The influence of metagalactic ultra-violet background fluctuations on the high-redshift Ly\(\alpha\) forest

Avery Meiksin\(^1\star\)
\(^1\)SUPA, Institute for Astronomy, University of Edinburgh, Blackford Hill, Edinburgh EH9 3HJ, UK

ABSTRACT

Under the assumption that galaxies and Quasi-Stellar Objects (QSOs) dominate the metagalactic ultra-violet (UV) background, it is shown that at high redshifts fluctuations in the UV background are dominated by QSO shot noise and have an autocorrelation length of a few to several comoving Mpc, depending on the bright end of the QSO luminosity function. The correlations create long range spatial coherence in the neutral hydrogen fraction. Using a semi-analytic model, it is demonstrated that the coherence may account for the broad distribution in effective optical depths measured in the Ly\(\alpha\) forest spectra of background QSOs, for line-of-sight segments of comoving length 50\(h^{-1}\) Mpc at redshifts 5 < \(z< 6\). Capturing the fluctuations in a numerical simulation requires a comoving box size of \(\sim 1\) Gpc, although a box half this size may be adequate if sufficient random realizations of the QSO population are performed.
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1 INTRODUCTION

Establishing the Epoch of Reionization (EoR), when most of the baryons in the Universe were re-ionized following the recombination era, is a major goal of observational programmes over a wide range of wavebands. Measurements of the Cosmic Microwave Background suggest reionization largely occurred in the redshift interval 5 < \(z< 10\), with a characteristic redshift from the EoR of \(z_{\text{reion}} = 7.6 \pm 0.7\) (Planck Collaboration et al. 2018). The Ly\(\alpha\) emission line profiles of high redshift Quasi-Stellar Objects (QSOs) and Ly\(\alpha\)-emitting galaxies suggest reionization was still underway at \(z \sim 7\) (Bañados et al. 2018; Mason et al. 2018). The search for a 21-cm signature from the Intergalactic Medium (IGM) during the EoR is a primary driver of a new generation of radio interferometers (Mellema et al. 2013), with preliminary results beginning to arrive (Beardsley et al. 2016; Gehlot et al. 2019).

The sources that reionized the Universe are unknown, but are widely expected to be dominated by early galaxies, with a smaller contribution from QSOs (e.g. Finkelstein et al. 2019; Puchwein et al. 2019). The mass range of the galaxies providing most of the photoionizing radiation is under contention because of the uncertain star-formation histories and ultra-violet (UV) spectra of high redshift galaxies (Oesch et al. 2009; Bouwens et al. 2015; Livermore et al. 2017), and the uncertain escape fractions of the ionizing photons (Leitet et al. 2013; Nestor et al. 2006; Paardekooper et al. 2015; Anderson et al. 2017). Whilst it has been suggested low mass galaxies are the primary drivers of reionization by virtue of a stellar population with a high ionization efficiency or a high escape fraction (e.g Robertson et al. 2015; Anderson et al. 2017; Livermore et al. 2017), models in which massive galaxies dominate have been suggested as well (Naidu et al. 2019). A possibility remains that more exotic sources, such as decaying dark matter particles (e.g Oldengott et al. 2016) or cosmic strings (Laliberte & Brandenberger 2019), may also have contributed to or even dominated the reionization.

Following the discovery of high redshift QSOs in large numbers by the Sloan Digital Sky Survey (Richards et al. 2006; París et al. 2018), it has become possible to probe large-scale fluctuations in the Ly\(\alpha\) forest into the EoR. Early results showed a rapid rise in the mean absorption of the IGM towards increasing redshift, with increasing scatter (Fan et al. 2006). Enhancing the data set continues to show wide variance in the optical depths, with troughs resembling the Gunn-Peterson effect (Gunn & Peterson 1965), extending over comoving lines of sight with lengths up to \(\sim 100h^{-1}\) Mpc, suggesting reionization may still be ongoing at \(z \sim 6\) (Becker et al. 2015).

Attempts to model the fluctuations within conventional models of the IGM and the UV background, whilst matching the distributions of optical depths at \(z \lesssim 5\), are unable to reproduce the widths of the distributions at higher
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redshifts without invoking additional assumptions regarding the structure of the IGM not well substantiated by direct measurements, such as large IGM temperature fluctuations following the structure of the IGM (D’Aloisio et al. 2015), a much shorter ionizing photon mean free path than indicated by QSO spectra (Davies & Furlanetto 2016; Becker et al. 2018; D’Aloisio et al. 2018) or reionization ending late, persisting until \( z \lesssim 6 \) (Becker et al. 2015; Bosman et al. 2018). The recovery of the optical depth distributions using reionization simulations, with reionization completing as late as \( z \sim 5.2 \), supports the latter possibility (Kulkarni et al. 2019; Keating et al. 2019).

Another solution invokes a large contribution of QSOs, or other rare, highly luminous sources, to the UV photoionizing background at \( z > 5 \), comparable to the galactic contribution. Such a scenario has been advocated by Giallongo et al. (2015, 2019) based on the high numbers of QSOs they find compared with previous surveys. Simulations find that the UV background fluctuations produced by a boosted QSO population result in a broadened effective optical depth distribution for the Ly\( \alpha \) forest at \( z > 5 \), in good agreement with measurements (Chardin et al. 2015, 2017).

In this paper, an alternative explanation is examined. Fluctuations in the UV background depend on the variance in the luminosity of the sources, both for their 1-point distribution (Zuo 1992a) and 2-point spatial correlations (Zuo 1992b). Whilst QSOs provide only a small fraction of the mean ionizing intensity at \( z > 5 \), they dominate the fluctuations. It is shown here that source shot noise from both QSOs and galaxies produces large-scale fluctuations in the UV background and a consequent large-scale coherence in the Ly\( \alpha \) forest absorption, on the scale of several comoving Mpc, with results sensitive to the numbers of high luminosity QSOs. Very large simulation volumes, with comoving box sizes on the order of \( \sim 1 \) h\(^{-1}\) Gpc, are required to adequately capture the fluctuations. The broad Ly\( \alpha \) forest optical depth distributions at \( 5 < z < 6 \) are expected for some standard QSO luminosity functions. Indeed, the optical depth distribution may be informing us as much about the high luminosity tail of the QSO luminosity function as about cosmic reionization.

This paper is structured as follows: the modelling assumptions are described in the next section. The results are presented in Sec.3, followed by a Discussion in Sec.4 and a summary of the main Conclusions in Sec.5. An Appendix provides technical details on the modelling. All numerical results assume cosmological parameter values for a \( \Lambda \)CDM cosmology consistent with Planck 2018 measurements (Planck Collaboration et al. 2018). The notation ‘cMpc’ refers to comoving Mpc.

## 2 LARGE-SCALE FLUCTUATIONS IN THE Ly\( \alpha \) FOREST

### 2.1 UV background model

The mean UV background and its fluctuations are modelled following Meiksin & McQuinn (2019). The comoving emissivity has the form

\[
\epsilon_\nu(z) = \epsilon_L \left( \frac{\nu}{\nu_L} \right)^{-\alpha} (1 + z)^{-\alpha z},
\]

where \( \epsilon_L \) is a normalization factor, and \( \nu_L \) denotes the threshold frequency for photoelectric absorption. The angle-averaged intensity is given by

\[
4\pi J_\nu(z) = \int_z^\infty dz' \frac{dl_\nu}{dz} \epsilon_\nu(z') (1 + z')^3 e^{-\tau(z,z')},
\]

where \( dl_\nu/dz = c/[H(z)(1 + z)] \), \( \epsilon_\nu \) is the comoving emissivity, \( \nu' = \nu(1 + z')/(1 + z) \), and \( \tau_\nu(z,z') \) is the optical depth due to IGM attenuation along a path from \( z' \) to \( z \). Details of the attenuation model are provided in Meiksin & McQuinn (2019). The hydrogen photo-ionization rate is

\[
\Gamma_H(z) = \int_{\nu_L}^{\nu_\infty} d\nu \frac{4\pi J_\nu(z) \sigma_\nu}{H_\nu},
\]

where \( \sigma_\nu \) is the photoelectric cross-section. A good match to UV background estimates over redshifts \( 2 < z < 6 \) (Haardt & Madau 2012; Puchwein et al. 2019) is provided by the choices \( \alpha_L = 1.8 \) and \( \alpha_S = 0.8 \).

The emissivity is modelled as having two contributions, arising from QSO and galaxy sources. The QSO component uses the results of Hopkins et al. (2007). Three of their luminosity function models are considered here: the full redshift evolution fit to a double-power law luminosity function (z-ev), the pure luminosity evolution fit (PLE) and a modified Schechter function fit (mS). They span the behaviour of the high luminosity end of the QSO luminosity function, essential for quantifying the UV background fluctuations. The contributions of the models to the UV background at the Lyman edge are estimated following Hopkins et al. (2007). Unless stated otherwise, the full redshift evolution model is used for the computations, as it provides the best-fitting and most complete description of the QSO data (Hopkins et al. 2007). For the smaller density-dependent contribution to the UV background fluctuations, an evolving QSO bias factor \( b_\nu = 0.278(1 + z)^2 + 0.57 \) is adopted, based on results from the extended-BOSS QSO survey (Laurent et al. 2017).

Two other QSO luminosity functions will be referred to for comparison, from Kulkarni et al. (2019) and Giallongo et al. (2019), who provide luminosity functions at restframe wavelength 1450\AA. Adopting the assumed spectra in the papers, the contributions of the QSOs to the UV background are based on a QSO spectral shape \( f_\nu \sim \nu^{-0.64} \) for Kulkarni et al. (2019) and \( f_\nu \sim \nu^{-0.44} \) over 1200 A \( < \nu < 14500 \) and \( f_\nu \sim \nu^{-1.57} \) for \( \nu < 1200 \) A for Giallongo et al. (2019).

The galaxy luminosity function used is from Bouwens et al. (2015), along with an ionizing photon escape fraction of \( f_{esc} = 1.8 \times 10^{-4}(1 + z)^{1.4} \) (Haardt & Madau 2012). A galaxy bias factor of \( b_c = 3 \) is used (e.g. Bielby et al. 2013), although it may be substantially higher at \( z > 5 \). The galaxies dilute the shot noise component of the UV background power spectrum compared with the QSO-only case. At \( z = 3 \), the contributions of the galaxies and QSOs to the mean UV background are comparable, but the QSO contribution decreases to \( \sim 10 \) percent at \( z > 5 \). The QSOs, however, dominate the fluctuations in the UV background over all redshifts considered here.

The variance in the luminosity of sources may be characterized by the effective mean number density of sources

\[
\nu_{\text{eff}} = \frac{\int_{0}^{\nu_\infty} dL L \Phi(L)^2}{\int_{0}^{\nu_\infty} dL L^2 \Phi(L)},
\]

where \( \Phi(L) \) is the luminosity density function of sources of
creasing break luminosity with redshift. The resulting ef-
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Figure 1. Effective (comoving) number density \( n_{\text{eff}} \) of sources including both galaxies and QSOs. Results are shown for four different QSO luminosity functions from Hopkins et al. (2007): a full redshift evolution model (black solid line), a pure luminos-

ity evolution model (magenta dotted line), a modified Schechter luminosity function (green dot-dashed line), and a redshift evolu-

tion fit to the high luminosity end of the luminosity function (blue dashed line). Also shown is the result for Model 3 of Kulkarni et al. (2019) (cyan dot-dot-dashed line).

luminosity \( L \). The shot noise contribution to the spatial correlations in the UV background is proportional to \( n_{\text{eff}}^{-1} \). Even allowing for the high number density of galaxies, the fluctuations are very sensitive to the QSO luminosity function, as illustrated in Fig. 1, which shows the effective number density at the Lyman edge for four QSO luminosity function models of Hopkins et al. (2007). Only QSOs with bolometric luminosities between \( 10^{10} < L/L_\odot < 10^{15} \) are considered. At high luminosities, the luminosity function varies as \( L^{-\beta} \) with \( \beta < 3 \). This corresponds to \( (L^2) \sim L_{\text{max}}^{3-\beta} \), increasing with the maximum QSO bolometric luminosity \( L_{\text{max}} \), and exceeding the galaxy contribution to \( (L^2) \). In addition to the three models listed above, the effective density is also shown for a fourth model from Hopkins et al. (2007), for which a redshift evolution model is fit to the high luminosity tail of the luminosity function. It roughly interpolates between the full redshift evolution model and the modified Schechter function model at these redshifts, and so is not further considered.

Alternative QSO double-power-law luminosity functions have been proposed by Kulkarni et al. (2019), which have a much steeper luminosity dependence for high luminosities compared with the models of Hopkins et al. (2007). The models, however, require a more rapidly increasing break luminosity with redshift. The resulting effective number density for their Model 3, integrated over \(-30 < M_{\text{AB}} < -21\), is included in Fig. 1. (The effective densities for Models 1 and 2 are similar at the redshifts shown.) Since it lies between the modified Schechter function and pure luminosity evolution models at the redshifts of interest, it is not further pursued here. It is noted that the low luminosity power-law exponent is smaller than 3, and so the effective number density is sensitive to the break luminosity.

Very similar values for the effective number density are found using the luminosity function of Giallongo et al. (2019), although the galaxy contribution must be partly suppressed so as not exceed estimates for the total metagalac-

tic emissivity, by about 30 percent. The reduction in the galaxy contribution has the effect of reducing the effective number density of sources to values comparable to other predictions. For example, at \( z = 5.6 \), the full redshift evolution model of Hopkins et al. (2007) gives \( n_{\text{eff}} \approx 2 \times 10^{-6} \) cMpc\(^{-3}\).

The luminosity function of Kulkarni et al. (2019) gives \( n_{\text{eff}} \approx 9 \times 10^{-6} \) cMpc\(^{-3}\), while Giallongo et al. (2019) gives \( n_{\text{eff}} \approx 6 \times 10^{-6} \) cMpc\(^{-3}\) (allowing for a \( \sim 30 \) percent reduction in the galaxy contribution to the metagalactic emissivity). Adopting the same spectral shape as used in Kulkarni et al. (2019) gives instead \( n_{\text{eff}} \approx 4 \times 10^{-6} \) cMpc\(^{-3}\).

2.2 Ly\(\alpha\) forest model

A full description of the impact of UV background fluctuations on the Ly\(\alpha\) forest requires large-scale coupled hydrodynamical-gravity simulations with radiative transfer. Such simulations are computationally very expensive, limiting the parameter ranges that may be searched. An inexpensive approximate alternative is to model the Ly\(\alpha\) forest using dark matter only. A simplified version is adopted here based on the log-normal approximation for the dark matter density field (Bi & Davidsen 1997). As only absorption properties averaged over velocity scales broad compared with the absorption features are considered, the method should provide an adequate description to estimate the impact of the UV background fluctuations on the properties of interest. The formalism is developed following Chongchitnan & Meiksin (2014).

The log-normal model approximates the baryon number density \( n_\text{b} \) for mild overdensities according to

\[
\frac{\delta_\text{b}(\mathbf{x}, z)}{\bar{\delta}} = \exp \left[ \frac{b^2}{2} \delta_\text{b}(\mathbf{x}, z) \right],
\]

where \( n_\text{b}(\mathbf{x}, z) \) is the mean baryon density and \( \delta_\text{b}(\mathbf{x}, z) = n_\text{b}(\mathbf{x}, z)/n_\text{b}(0) - 1 \) the baryon density fluctuation at position \( \mathbf{x} \) and redshift \( z \). The baryon density fluctuations are derived from the dark-matter density perturbations by Jeans-filtering the dark-matter fluctuations, with filter

\[
W(k) = \frac{1}{1 + (x_j k)^2},
\]

where \( x_j \) is the comoving Jeans length, given by

\[
x_j = \frac{H_0^{-1} \left( \frac{\gamma k_0 T_m(z)}{3 \mu m_p} \Omega_m(1 + z) \right)^{1/2}}{}, \tag{6}
\]

for a present Hubble constant \( H_0 \), matter density parameter \( \Omega_m \), and \( k_0 \) is the Boltzmann constant. Here \( T_m(z) \) is the density-averaged IGM temperature, \( \mu = 4/(8 - 5Y) \) is the mean molecular weight of the IGM for helium mass abundance \( Y \), and \( \gamma \) is the polytropic index defined by the IGM equation of state

\[
T(x, z) = T_0(z) \left( \frac{n_\text{b}(\mathbf{x}, z)}{n_\text{b}(0)} \right)^{\gamma(z) - 1}, \tag{7}
\]

where \( T_0(z) \) is the temperature at mean density, to which \( T_m(z) \) is set. The redshift dependent parameters \( T_0(z) \) and \( \gamma(z) \) are adopted from Becker et al. (2011). The results are not very sensitive to these values. From the continuity equation, the peculiar velocity perturbation corresponding to a baryon perturbation \( \delta_\text{b}(k, t) \) is given by

\[
v(k, t) = u(k, t)/(1 + z),
\]

where

\[
u(k, t) = -i \frac{D(t)}{D(t)} k w(k, t), \tag{8}
\]

with \( \tilde{\mathbf{k}} = k/k \) for \( k = |k| \), \( w(k, t) = \delta_\text{b}(k, t)/k \) and \( D(t) \) is the linear density fluctuation growth factor.
To construct the line-of-sight Lyα forest spectrum, only the line-of-sight peculiar velocity is required. This may be constructed from the joint power spectrum between the density field and line-of-sight velocity component, which introduces two correlated random variables. Because the UV background arises from sources that follow the dark matter density field, the model must be extended to allow also for statistical correlations between all three of the density, line-of-sight velocity and UV background fields. The details are provided in an Appendix.

The shot noise contribution to the UV background fluctuations must be treated separately, as these fluctuations are uncorrelated with the underlying density field. Because the shot noise contribution to the power spectrum varies as $k^{-2}$ at large $k$ (Meiksin & McQuinn 2019), the corresponding 1D projected power spectrum formally diverges. (The variance of the 1-point distribution similarly diverges.) This is primarily a technical issue, in so far that the Lyα forest signature is a filtered representation of the UV background fluctuations. (Physically, the amplitude of the fluctuations are limited on small scales by the sizes of the emitting systems.) The shot noise contribution in the model is accordingly regulated by filtering. To ensure the spatial correlations of the shot noise contribution are recovered, it is necessary to preserve the non-linear character of the fluctuations. A log-normal representation is found adequate, although other approximations are considered in the Appendix. Accordingly, the hydrogen photoionization rate is given by

$$
\Gamma_H(x, z) = \Gamma_{H,0}(z) [1 + \delta_r(z, x)] \times \exp \left[ \delta_{r,sn}(x, z) - \langle \delta_{r,sn}(x, z) \rangle / 2 \right], \tag{9}
$$

where $\Gamma_{H,0}(z)$ is the mean photoionization rate at redshift $z$, $\delta_r$, represents fluctuations correlated with the density field and $\delta_{r,sn}$ represents the shot-noise contribution, filtered on a scale for which $\langle \delta_{r,sn}(x, z) \rangle$ is of order unity. It is shown in the Appendix that the results are not very sensitive to the choice of filter scale as long as the scale is short compared with the scale on which the fluctuations are measured. Both the density-dependent and shot noise contributions to the power spectrum of the photoionizing background fluctuations are computed numerically following Meiksin & McQuinn (2019).

A line of sight simulated must be sufficiently long to capture the modes required to reproduce the UV background spatial correlations. In the Appendix, it is shown that a comoving line of sight length of 400 $h^{-1}$ Mpc is adequate. For the results presented here, lines of sight of length 800 $h^{-1}$ Mpc are used. To ensure complete statistical independence in the effective optical depths averaged over segments of width $\Delta x$, only a single random segment is used to compute the effective optical depth per random line of sight. The effective optical depth distributions are based on 4096 independent random realizations.

3 RESULTS

3.1 UV background spatial correlations

The low effective number density of sources produces large-scale spatial correlations in the UV background, as illustrated by the full redshift evolution model at $z = 5.6$ in Fig. 2 (top panel), where $\xi_{TT}^{\text{shot}}(r) = \langle \delta_{r,sn}(0) \delta_{r,sn}(r) \rangle$. Also shown is the analytic prediction (Zuo 1999b). The result is comparable to the numerical prediction, although the numerically computed correlations are somewhat weaker on small scales. The scales are sufficiently small to have a negligible effect on the effective optical depth distribution.

In the bottom panel, the numerically computed correlation functions are shown for five QSO luminosity functions. The comoving correlation length $r_{\text{TL}}$, defined by $\xi_{TT}^{\text{shot}}(r, r) = 1$, is also indicated for each model. The correlation length varies from 10 $h^{-1}$ Mpc for the full redshift evolution model to 1 $h^{-1}$ Mpc in the PLE model. The correlation functions are shallow, declining only somewhat more steeply than $1/r$, reaching 0.1 only beyond 40 $h^{-1}$ Mpc for the full redshift evolution model and 10 $h^{-1}$ Mpc for the PLE model. They will produce large-scale spatial correlations in the H$\prescript{\perp}{}$ fraction, and so in the Lyα forest optical depths (Meiksin & McQuinn 2019).

As shown in the top panel of Fig. 2, the log-normal model for the UV background fluctuations well reproduces the numerically computed shot-noise component of the correlation function on scales for which $\xi_{TT}^{\text{shot}} > 0.5$, for a filter scale $r_{TL} = 4 h^{-1}$ Mpc for the full redshift evolution model, except below the filter scale, where the filtering suppresses the correlations. The filter scale for the other QSO luminosity functions decreases like the correlation length. For the PLE model, it is $r_{TL} = 0.5 h^{-1}$ Mpc. As shown in the Appendix, the Lyα effective optical depth distributions are only weakly dependent on the choice of filter scale. At larger separations, the correlation functions in the log-normal UV background model lie below the numerical computations,
produces large-scale coherence in the $\text{Ly}_\alpha$ forest transmission. A case for which the QSO sources have a finite lifetime $\Delta t$ to transmissions averaged over comoving segments of width $\text{mfp}_n$, allowing for both density-generated and shot-noise generated UV background fluctuations, in the steady-state limit (green dot-dashed line), and including both density-generated and shot-noise generated UV background fluctuations, but assuming a QSO lifetime of 10 Myr (magenta dotted line). The histogram shows the data from Bosman et al. (2018).

but as the correlations are already weak they have a negligible effect on the $\text{Ly}_\alpha$ optical depth distributions.

The numerical results shown are for the steady-state solution to the evolution equation for the UV background fluctuations, which assumes the sources to be infinitely long-lived. A case for which the QSO sources have a finite lifetime is considered below.

3.2 $\text{Ly}_\alpha$ forest effective optical depth distribution

The large-scale spatial correlations in the UV background produce large-scale coherence in the $\text{Ly}_\alpha$ forest transmission along the lines of sight to background QSO sources. Large fluctuations result in a wide range of effective $\text{Ly}_\alpha$ forest optical depths, defined by

$$\tau_{\text{eff}} = -\log(\exp(-\tau))_{\Delta x},$$

where $\exp(-\tau)$ is the mean transmission over a comoving length $\Delta x$. The effect of UV background correlations is illustrated in Fig. 3 at $z = 5.6$. The emissivity includes galaxies and QSOs, assuming the full redshift evolution QSO luminosity function. The effective optical depths correspond to transmissions averaged over comoving segments of width $\Delta x = 50 h^{-1} \text{cMpc}$ to compare with the measurements of Bosman et al. (2018) (their SILVER sample is used). The mean UV background is normalized to match the median optical depths are comparable to previous estimates. The required photoionization rate decreases from $\Gamma_{\text{HI},0} \simeq 0.6 \times 10^{-12} \text{s}^{-1}$ to $0.1 \times 10^{-12} \text{s}^{-1}$ over $z = 5$ to $z = 6$. These values are typically $\sim 50$ percent greater than the values for a uniform UV background, comparable to previous estimates of the boosting of the required mean photoionization rate when allowing for UV background fluctuations (Meiksin & White 2003).

4 DISCUSSION

The diminishing number count of QSO sources at increasing redshift produces a large shot noise contribution to the resulting UV background fluctuations. This is a somewhat paradoxical result, as the mean UV background is increasingly dominated by galaxies at $z > 4$. Because of the relative shallowness of the QSO luminosity function at the bright end, however, the QSO contribution dominates the fluctuations in the UV background, resulting in large-scale spatial correlations in the UV background. These correlations produce large-scale spatial correlations in the $\text{Ly}_\alpha$ optical depth, resulting in broad distributions in the effective optical depths averaged over wide spatial segments.

The UV background correlation length $r_0$ may be estimated from the analytic expression for the UV background shot-noise auto-correlation function $\xi^{\text{shot}}_T(r)$. In the limit of short separations compared with the mean free path $\text{mfp}$ of photoionizing photons, $\xi^{\text{shot}}_T(r) \rightarrow (\pi/16\lambda^3_{\text{mfp}}\tau_{\text{eff}})\lambda_{\text{mfp}}/r$. The mean UV background values required to match the median optical depths are comparable to previous estimates.
Figure 4. Predicted cumulative fractions of the Lyα effective optical depth at redshifts \(5 < z < 6\) resulting from fluctuations in the UV background generated by galaxies and QSOs, allowing for three different QSO luminosity functions: full redshift evolution (blue solid lines), a modified Schechter function (green dot-dashed lines) and pure luminosity evolution (magenta dotted lines). The histograms show the data from Bosman et al. (2018).

(Zuo 1992b). Then

\[
  r_{0,\Gamma} \approx \frac{\pi}{16 \lambda_{\text{mfp}} n_{\text{eff}}} \lambda_{\text{mfp}} \\
  \approx 1.3 \left( \frac{3 \times 10^{-6} \text{cMpc}^{-3}}{n_{\text{eff}}} \right) \left( \frac{1 + z}{5} \right)^{8.8} h^{-1} \text{cMpc},
\]

using the mean free path from Worseck et al. (2014). For the full redshift evolution model for the QSO luminosity function, the correlation length (based on the full analytic integral), increases rapidly from \(\sim 0.5h^{-1}\) cMpc to \(\gtrsim 10h^{-1}\) cMpc over redshifts \(z = 3\) to \(5\), as shown in Fig. 5. This would produce a rapid rise in the spread of effective optical depths with redshift, as is observed (Fan et al. 2006). The effective source number density, and the consequent UV background correlation length, differ by as much as an order of magnitude between QSO luminosity function models. The correlation strength is weakest for the pure luminosity evolution model, although the correlations are still non-negligible at \(z > 5\).

The UV background correlation strength, and so the width of the effective optical depth distribution, is sensitive to the uncertain QSO counts, in particular the upper luminosity of the QSOs. The models considered here are based on QSOs with bolometric luminosities \(L < 10^{15} L_\odot\). The effective number density \(n_{\text{eff}}\) of sources is very sensitive to the upper limit for the full redshift evolution model, although less so for the pure luminosity evolution model, and insensitive to the upper limit for the modified Schechter function fit (Meiksin & McQuinn 2019).

The sensitivity to the most luminous sources may help explain why numerical simulations have been unable to reproduce the broad effective optical depth distributions in scenarios for which reionization completed before \(z = 6\) without additional assumptions (Becker et al. 2015; Chardin et al. 2015). A too small simulation box size will underrepresent the UV background correlations for two reasons: (1) insufficient modes captured and (2) inadequate sampling of the QSO luminosity function. As shown in the Appendix, a comoving box size of at least \(400h^{-1}\) cMpc adequately captures the required modes at the redshifts of interest.

Box sizes too small to sample the QSO luminosity function adequately will fail to recover the full strength of the UV background correlations as well. The required box size is estimated by truncating the luminosity function for QSOs at the luminosity above which fewer than a single QSO would be expected in the simulation volume. The resulting values for \(n_{\text{eff}}\) are shown for the full redshift evolution QSO luminosity function model at \(z = 5.6\), in the upper panel of
Figure 5. Comoving spatial auto-correlation length for the UV background fluctuations generated by galaxies and QSOs. Four different models for the QSO luminosity function are illustrated: a full redshift evolution model (black solid line), a pure luminosity evolution model (magenta dotted line), a modified Schechter luminosity function (green dot-dashed line), and Model 3 from Kulkarni et al. (2019) (cyan dot-dashed line).

Figure 6. Effect of box size on the effective number density of sources (top panel) and the Lyα effective optical depth distribution (bottom panel), at $z = 5.6$. UV background fluctuations in the steady-state limit are assumed, allowing for both galaxy and QSO sources, for the full redshift evolution QSO luminosity function. The Lyα forest model uses a comoving smoothing scale $r_{\text{f}}, r = 4h^{-1}$ cMpc in the log-normal model for the shot noise in the UV background to compute the cumulative fractions. The histogram shows the data from Bosman et al. (2018).

Fig. 6 for a range in box sizes, compared with the actual value (shown as a dotted line). The corresponding effective optical depth distributions are shown in the lower panel. A comoving box size of $800 - 1600 h^{-1}$ cMpc is required to fully capture the width of the distribution, much exceeding the box sizes of numerical simulations used previously to investigate the effective optical depth distribution.

The lower panel of Fig. 6 may also be interpreted as showing the sensitivity of the effective optical depth distribution to the upper limit of QSO luminosities. The most luminous QSOs detected at $z \sim 5$ in the analysis of Hopkins et al. (2007) have an estimated bolometric luminosity of $\sim 10^{44} L_\odot$ (corresponding more nearly to the $400 h^{-1}$ cMpc result), so an upper limit of $10^{44} L_\odot$ is an extrapolation of the data (although QSOs more luminous than $10^{15} L_\odot$ are detected at $z < 4$). The sampling of high luminosity QSOs, however, is limited by the survey volume.

Other effects suggested to account for the wide spread in effective optical depths without late reionization include a large reduction in the photoionizing mean free path compared with direct measurements from observed QSOs (Davies & Furlanetto 2016; Becker et al. 2018; D’Aloisio et al. 2018), invoking large temperature fluctuations in the IGM following reionization completing at $z \sim 6$ (D’Aloisio et al. 2015) (although Keating et al. 2018, find the effect insufficient in reionization simulations), or a late reionization scenario, with reionization completing at $z \sim 5.5$, and possibly as late as $z \sim 5.2$ (Kulkarni et al. 2019; Keating et al. 2019).

An alternative solution appeals to an additional population of rare, luminous sources such as QSOs (Chardin et al. 2015, 2017), as in the QSO luminosity function of Galliano et al. (2015), compared with previous estimates. For this model, the QSO and galaxy contributions to the metagalactic emissivity are comparable. Matching to the range of QSO brightnesses $-27 < M_{L,L_{\odot}} < -22$ in the simulation of Chardin et al. (2017), the galaxy contribution must be cut back by about 30 percent so as not to exceed the metagalactic emissivity estimate of Haardt & Madau (2012). QSOs then contribute about 30 percent of the total metagalactic source emissivity, compared to 10 percent or less over $5 < z < 6$ for the other QSO luminosity functions considered here. Along with a somewhat suppressed galaxy contribution, the weight of QSOs increases in the overall effective number density of sources, with values resulting similar to those found for the other QSO luminosity function models (when including the galactic contribution). At $z = 5.6$, $n_{\text{eff}} \approx 1.2 \times 10^{-5}$ cMpc$^{-3}$, just below that found for the PLE model of $n_{\text{eff}} \approx 2 \times 10^{-5}$ cMpc$^{-3}$. As a consequence, the Lyα optical depth distribution will be broadened by large-scale UV background correlations, with results similar to those shown in Fig. 4 for the PLE model. Because the luminosity function primarily boosts the number of moderate to low luminosity QSOs compared with the others (see the discussion in Galliano et al. 2015), the effective number density of sources is not very sensitive to the bright end of the luminosity function. The box size of $500 h^{-1}$ cMpc in Chardin et al. (2017) is sufficiently large to capture 65 percent of the strength of the UV background correlations. It has been noted, however, that the addition of such a large number of QSOs risks under-predicting the measured He II optical depths and overestimating the IGM at lower redshifts (D’Aloisio et al. 2017; Garaldi et al. 2019; Puchwein et al. 2019). The QSO number counts have also since come down somewhat (Giallongo et al. 2019), with reduced effective number densities when combined with galaxies (see end of Sec. 2.1 above).

The models presented in this paper rely exclusively on conservative estimates of the galaxy and QSO populations, IGM temperatures and the intergalactic mean free path of ionizing photons. The only ‘tuneable’ parameter that has much influence is the mean UV background flux required to match the median measured optical depths, and the values obtained are comparable to previous estimates (Haardt & Madau 2012; Puchwein et al. 2019).

Other observational tests of the model include the dis-
distribution of Lyβ (and higher order) optical depths, the statistics of transmission spikes in the Lyα forest spectra (Gallerani et al. 2008; Garaldi et al. 2019), and the clustering statistics of Lyα emitters, as modulated by foreground IGM absorption (Keating et al. 2019). These topics are deferred to future work.

5 CONCLUSIONS

The broadening distribution of Lyα effective optical depths over wide patches at $z > 5$ has posed a challenge to models of the IGM. The distributions are broader than expected for a uniform UV background. Various suggestions have been made to account for the wide range in values, including higher numbers of QSO sources at high redshifts than discovered in previous surveys, shorter mean free paths for ionizing photons than inferred directly from QSO spectra, late reionization ($z < 6$), with large patchy mean free paths and temperature fluctuations remaining, or that the reionization process itself may be incomplete until as late as $z \approx 5.2$.

Using semi-analytic models for the UV background fluctuations and for the Lyα forest, it is suggested here instead that the broad distributions are consistent with conservative estimates of the galaxy and QSO counts, and in fact are expected as a consequence of the UV background fluctuations produced by shot noise from the sources. Although QSOs contribute only $\sim 10$ percent of the mean UV background at $z > 5$, they dominate the shot noise, resulting in large-scale spatial correlations in the UV background with a comoving correlation length of order $1 - 10 h^{-1}$ cMpc, depending on QSO luminosity function and redshift. These correlations may account for the wide range in effective optical depths measured over comoving spatial intervals of $50 h^{-1}$ cMpc.

Because of the approximate nature of a semi-analytic approach, full 3D simulations are required for detailed comparison with the data. Capturing the full extent of the spatial correlations in the UV background, however, is numerically challenging, requiring simulation volumes of at least $400 h^{-1}$ cMpc on a side just to include the required wave-modes. For a single simulation to recover the full contribution of QSO sources to the UV background fluctuations places an even greater demand of box sizes of $\sim 1$ cMpc to adequately sample the QSO luminosity function. Because of the comparatively short mean free path of ionising photons, a $400 h^{-1}$ cMpc box may be adequate if results are averaged over sufficient random realizations ($\sim 10 - 100$) of the QSO population.

The conclusions in this paper do not exclude the possibility of late reionization. The distribution in the mean optical depths is highly sensitive to the QSO luminosity function and its evolution, especially to the numbers of the most luminous QSOs. Simulations invoking late reionization none the less must also adequately sample the QSO luminosity function to ensure they recover the UV background fluctuations induced. Estimates here suggest a finite lifetime for the QSOs will also be a factor, but is not as important as the QSO luminosity function itself. Precision estimates, however, including finite QSO lifetimes would place the further demand on the simulations of including light cone effects. Until such simulations are performed, it appears still an open question as to whether or not the broad high redshift Lyα effective optical depth distributions may be attributed to late reionization, modifications of the QSO or galaxy luminosity functions, modifications to the structure of the IGM, or are primarily a consequence of the expected QSO and galaxy shot-noise induced UV background fluctuations.
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**APPENDIX A: EXTENDED LOG-NORMAL MODEL FOR THE Lyα FOREST**

The density, velocity and photoionization fields used to construct the Lyα forest spectra depend on 1D projected power (and cross-power) spectra. In terms of the 3D (cross-) power spectrum $P_{ij}(k)$ between objects $i$ and $j$, the 1D power spectrum projected along the $z$ direction is

$$P_{ij}^{1D}(k_z, z) = \frac{1}{2\pi} \int k_z^2 dk k P_{ij}(k_z, k_z, k_z).$$  \hspace{1cm} (A1)

The Fourier components of the baryon density and peculiar velocity perturbations and density-dependent UV background perturbation are expressed, respectively, as

$$\delta_b(k_z, z) = u_1 + u_2 + u_3,$$

$$\frac{w(k_z, z)}{k_z} = au_2 + bu_3,$$

and

$$\delta_{\nu, b}(k_z, z) = cu_3,$$  \hspace{1cm} (A2)

where $u_1$, $u_2$ and $u_3$ are independent (complex) Gaussian random deviates. The 1D cross power spectra are reproduced by setting

$$a = P_{bb}^{1D}(k_z, z) P_{TT}^{1D}(k_z, z) - \left[P_{bb}^{1D}(k_z, z)\right]^2 P_{TT}^{1D}(k_z, z) P_{bb}^{1D}(k_z, z),$$

$$b = \frac{P_{bb}^{1D}(k_z, z)}{P_{TT}^{1D}(k_z, z)},$$

and

$$c = \frac{P_{TT}^{1D}(k_z, z)}{P_{bb}^{1D}(k_z, z)}. \hspace{1cm} (A3)$$

Here, the subscript $w$ refers to $w(k_z, z)/k_z$.

The values for $u_1$, $u_2$ and $u_3$ are chosen using the polar decomposition $u_i = |u_i|e^{i\phi_i}$, where $\phi_i$ is drawn from a uniform random distribution over $[0, 2\pi]$ and $|u_i| = \left[P_r(k_z, z) / 2\right]^{1/2} \sqrt{-\log X}$, where $X$ is a uniform random deviate over $[0, 1]$, and $P_r(k)$ is the power spectrum for $u_i$. The power spectra are given by

$$P_1(k_z, z) = P_{bb}^{1D}(k_z, z) - P_2(k_z, z) - P_3(k_z, z),$$
where

\[ P_\delta(k, z) = \frac{\left[P_{1D}^b(k_z, z) - P_{1D}^c(k_z, z)P_{1D}^b(k_z, z)\right]^2}{\left[P_{1D}^c(k_z, z)\right]^2}. \]

and

\[ P_\delta(k, z) = \frac{\left[P_{1D}^b(k_z, z)\right]^2}{\left[P_{1D}^c(k_z, z)\right]^2}. \]

In the limit \( \delta \rightarrow 0 \), \( P_\delta \rightarrow 0 \), \( P_2 \rightarrow \left(P_{1D}^b\right)^2/P_{1D}^c \), where

\[ P_{1D}^b(k_z, z) = \frac{1}{2\pi} \int_0^\infty dk k^{-1} P_{bb}(k, z), \]

\[ P_{1D}^c(k_z, z) = \frac{1}{2\pi} \int_0^\infty dk k^{-3} P_{bb}(k, z), \] (A5)

\( b = c = 0 \), and \( a \rightarrow P_{1D}^b(k_z, z)/P_{1D}^c(k_z, z) \), recovering the result of Bi & Davidsen (1997).

The shot-noise contribution \( \delta_{1D, sn} \) is approximated as a (complex) Gaussian random deviate using the filtered power spectrum

\[ P_{G1D, sn}(k, z) = \frac{1}{2\pi} \int_0^\infty dk \frac{k}{1 + (r_f f k)^2} P_{G1D, sn}(k, z), \] (A6)

where a Lorentzian filter of width \( r_f f \) has been adopted, and \( P_{G1D, sn}(k, z) \) is the shot-noise power spectrum (Meiksin & McQuinn 2019). The filtering is required because the 1-point fluctuations in the photoionization rate induced by the shot noise are non-linear; in fact the variance at a single spatial point diverges (Meiksin & White 2003). Three approaches are used to approximate the shot-noise contribution: (1) broadly filtering the fluctuations to obtain linear fluctuations, (2) adopting the 1-point flux distribution but including spatial correlations in a gaussian approximation, and (3) adopting a log-normal distribution for the fluctuations, following Eq. (9). Each of these is discussed in turn. All the tests here use the steady-state UV background power spectrum predicted in linear theory with shot noise (Meiksin & McQuinn 2019), for galaxy and QSO sources, assuming the full redshift evolution model for the QSO luminosity.

Using smoothed linear fluctuations alone is problematic because over-smoothing fails to reproduce the spatial correlations in the UV background, as shown in the upper left panel of Fig. A1, while reducing the smoothing results in too large negative excursions in the fluctuations. The negative excursions must be truncated to ensure \( \delta_f > -1 \) (to prevent negative photoionization rates), artificially creating neutral patches and an extended tail of large values in the effective optical depth distribution, as shown in Fig. A2.

As an alternative, the 1-point distribution in the UV background fluctuations is adopted (Meiksin & White 2003), mapping the frequency distributions between the 1-point fluctuations to random gaussian fluctuations chosen from the shot-noise UV background power spectrum. The motivation is to attempt to retain the expected range in non-linear fluctuations whilst realizing the shot-noise induced spatial correlations in the UV background. Unfortunately the non-linear map between the gaussian distribution and the 1-point distribution suppresses the correlations, as shown in the upper right panel of Fig. A1. The resulting effective optical depth distribution is essentially unchanged from the uniform UV background case (Fig. A2).

Instead a log-normal distribution is adopted. This has the advantages of recovering the spatial correlations in the UV background where they are strong, as shown in the bottom left panel of Fig. A1, relative insensitivity of the predicted effective optical depth distribution to the smoothing scale, as shown in the top panel of Fig. A3, and qualitatively matching the expected sharp cut-off in low excursions (A4) of the UV background fluctuations and broad tail of non-linear high excursions expected as the smoothing length is decreased (Meiksin & White 2003). It also converges to the linear limit for sufficiently large smoothing.

Converging on spatial correlations in a simulation volume is computationally demanding. To estimate the required box sizes, spectra are generated for lines of sight of varying lengths \( L \), using the full shot noise power spectrum.

The length scale over which the log-normal model recovers the shot-noise induced spatial correlations in the UV background increases with \( L \), as shown in the lower right panel of Fig. A1. As shown in the lower panel of Fig. A3, a box size of \( 400 h^{-1} \) Mpc or larger is required to converge on the effective optical depth distribution. This is large enough to recover moderate to large spatial correlations in the UV background (\( \xi_{G1D}^{HH} > 0.5 \)).
Figure A1. Spatial auto-correlation function of UV background fluctuations, as a function of comoving separation. The heavy solid (black) line shows the numerical prediction. The indicated filter lengths $r_{f,\Gamma}$ and line-of-sight spectrum length $L$ are in units of comoving $h^{-1}$ cMpc. Shown at redshift $z = 5.6$. (Top left panel): Linear UV background fluctuation model. (Top right panel): 1-point shot-noise $\Gamma$ distribution. (Bottom left panel): Log-normal UV background fluctuation model. (Bottom right panel): Convergence test of log-normal UV background fluctuation model for different spectrum line-of-sight lengths, for $r_{f,\Gamma} = 4h^{-1}$ cMpc.

Figure A2. Cumulative distribution of mean optical depths, averaged over (comoving) segments 50$h^{-1}$ cMpc long. The histogram shows the data from Bosman et al. (2018). From left to right at their bases, the smooth curves show the predicted distributions from the log-normal UV background fluctuation model ($r_{f,\Gamma} = 4h^{-1}$ cMpc), the linear UV background fluctuation model ($r_{f,\Gamma} = 5h^{-1}$ cMpc) and a model based on the 1-pt $\Gamma$ distribution ($r_{f,\Gamma} = 10h^{-1}$ cMpc).

Figure A3. Cumulative distribution of mean optical depths, averaged over (comoving) segments 50$h^{-1}$ cMpc long. The histograms show the data from Bosman et al. (2018). The smooth curves are predictions from the log-normal UV background fluctuation model, for varying filter scales $r_{f,\Gamma}$ (top panel) or line-of-sight spectrum length $L$ (bottom panel). The length units are comoving. From left to right at their bases, the curves are for increasing $r_{f,\Gamma}$ or decreasing $L$. 
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