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Abstract

We show that an enriched version of Freyd's principle of versality holds in the Kleisli category of a commutative strong monad with fixed-point object. This gives a general categorical setting in which it is possible to model recursive types involving the usual datatype constructors.

1 Introduction

One of the goals of axiomatic domain theory is to give a categorical account of datatype constructions in terms of suitable universal properties. In this paper we show how recursive types, involving the usual type constructors, can be modelled in the Kleisli category of a strong monad satisfying certain assumptions.

A datatype with \(n\) free type variables is naturally interpreted by a bifunctor \(\llbracket \sigma \rrbracket : (\mathcal{C}^{op} \times \mathcal{C}^n) \rightarrow \mathcal{C}\). The lack of true (covariant) functoriality makes the interpretation of recursive types quite difficult, whereas the corresponding situation for inductive types (those interpretable by covariant functors \(\llbracket \sigma \rrbracket : \mathcal{C}^n \rightarrow \mathcal{C}\)) is much simpler, as inductive types can be easily interpreted using initial algebras. In a series of recent articles, [5, 6, 7], Peter Freyd has shown how, under certain conditions, the simple methods for interpreting inductive types can be applied to recursive types.

Central to Freyd's approach is the requirement that initial algebras and terminal coalgebras be canonically isomorphic. Technically, this requirement is exactly suited to its purpose of dealing with contravariance. For intuition, Freyd justifies his requirement by appeal to what he calls the principle of versality: namely that datatypes should be equally good for both input and output, thus universal definitions should be equivalent to their duals. But the relation between the technical requirement and the computational intuition is not that compelling. Further, the requirement is inconsistent with many standard properties of categories such as distributivity, cartesian closure and pre-ordering, to name but three. Clearly, if the requirement is to apply, we are unlikely to be able to interpret products and sums by their categorical analogues. It is desirable to find a setting which accounts for all the usual datatypes, and in which Freyd's requirement follows from some less sweeping, more intuitive axioms.
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In this paper we fit Freyd’s work into a general categorical setting for interpreting the usual type constructors. Here we build upon the work of Moggi who suggests that programs are naturally interpreted in the Kleisli category of a strong monad [14]. Moggi’s approach gives an elegant account of the usual datatypes such as sums and products, for these are interpreted in the base category of the monad by their genuine categorical counterparts and then lifted by the inclusion functor into the Kleisli category. In order to incorporate recursive types, we give conditions on the monad for which it is a derived feature of the Kleisli category that the property of being an initial algebra (for suitably enriched endofunctors) is equivalent to the property of being a terminal coalgebra. The main requirement that ensures this is the existence of a fixed-point object, using definitions and results due to Crole, Pitts and Mulry [3, 16].

The structure of the paper is as follows. Section 2 reviews some of the elementary properties of initial algebras, terminal coalgebras, and some of the important ideas of Freyd. In Section 3 we introduce the structure on the category and monad that we shall assume throughout. In Section 4 some useful results about fixed-points are proved. These are then applied in Section 5 to give, in an abstract enriched setting, the desired equivalence between initial algebras and terminal coalgebras. In Section 6 it is shown that the Kleisli category can be considered as a suitably enriched category and thus the results of Section 5 are applicable. We then sketch how the theory can be applied to give models of recursively typed calculi. Finally, in Section 7, we suggest possible developments, including how the theory may also be applicable to the Eilenberg-Moore category.

2 Initial algebras and terminal coalgebras

Given an endofunctor $T$ on a category $C$, a $T$-algebra is a morphism $TX \xrightarrow{\alpha} X$ in $C$. A $T$-invariant object is a $T$-algebra that is an isomorphism. A $T$-homomorphism from $TX \xrightarrow{\alpha} X$ to $TY \xrightarrow{\beta} Y$ is a morphism $X \xrightarrow{\gamma} Y$ such that the diagram below commutes.

$$
\begin{array}{ccc}
TX & \xrightarrow{x} & X \\
\downarrow Tz & & \downarrow z \\
TY & \xrightarrow{y} & Y
\end{array}
$$

$T$-algebras and $T$-homomorphisms form a category with identities and composition inherited from $C$. An initial $T$-algebra is just an initial object in this category. Initial $T$-algebras are thus determined up to isomorphism. The following well-known lemma is attributed to Lambek [1].

**Lemma 2.1** Any initial $T$-algebra is a $T$-invariant object.

Given a functor $S : C' \times C \to C$ such that, for every $X \in \text{ob } C'$, the endofunctor $S(X, -)$ on $C$ has an initial algebra, $S(X, A_X) \xrightarrow{\alpha_X} A_X$, a functor $S^I : C' \to C$ can be defined as follows. The object part of $S^I$ is defined by $S^I(X) = A_X$. Given $X \xrightarrow{f} Y$ in $C'$, $A_X \xrightarrow{S^f} A_Y$ is defined to be the unique morphism, given by the initial algebra property of $\alpha_X$, making the diagram below
commute.

$$S(X, A_X) \xrightarrow{\alpha_X} A_X$$

$$S(1, S^1 f) \xrightarrow{S(f, 1)} S(Y, A_Y) \xrightarrow{\alpha_Y} A_Y$$

It is routine to check that the $S^1$ so defined is indeed a functor.

A $T$-coalgebra is just a $T^{\text{op}}$-algebra. A $T$-cohomomorphism from $X \xrightarrow{\xi} TX$ to $Y \xrightarrow{\eta} TY$ is a morphism $X \xrightarrow{\xi} Y$ such that $\xi^{\text{op}}$ is a $T^{\text{op}}$-homomorphism from $\eta^{\text{op}}$ to $x^{\text{op}}$. A terminal $T$-coalgebra is a terminal object in the category of $T$-coalgebras and $T$-cohomomorphisms. Equivalently a terminal $T$-coalgebra is just an initial $T^{\text{op}}$-algebra. By duality, the analogues of lemma 2.1 holds for terminal coalgebras.

A category is called algebraically complete if every endofunctor on the category has an initial algebra. It is called algebraically compact if it is algebraically complete and, for each $T$, if $TX \xrightarrow{\xi} X$ is an initial $T$-algebra then $X \xrightarrow{\xi^{-1}} TX$ is a terminal $T$-coalgebra ($x$ must be an isomorphism by lemma 2.1). Both these notions are due to Freyd [6] (although there he defines algebraic compactness in terms of a canonical isomorphism from initial algebra to terminal coalgebra). Examples of algebraically complete and compact categories are given in [7]. Algebraic compactness has two aspects: an existence aspect and a duality aspect. The duality is of interest in its own right. Accordingly we say a category is consistently algebraically compact if for every endofunctor, $T$, $TX \xrightarrow{\xi} X$ is an initial $T$-algebra if and only if $X \xrightarrow{\xi^{-1}} TX$ is a terminal $T$-coalgebra. Consistent algebraic compactness is none other than Freyd's principle of versality.

We now sketch why consistent algebraic compactness is important. The outline below is based upon work of Fiore and Plotkin which is as yet unpublished (though see [4]). Consider the category $\widehat{C} = C^{\text{op}} \times C$. This category has an involution:

$$(\cdot)^{\text{op}} : (f', f) \mapsto (f, f')$$

which establishes an isomorphism of categories between $\widehat{C}^{\text{op}}$ and $\widehat{C}$. Call an endofunctor $T : \widehat{C} \to \widehat{C}$ symmetric if $(T(f', f))^{\text{op}} = T(f', f)^{\text{op}}$. Clearly symmetric endofunctors on $\widehat{C}$ are in one-to-one correspondence with bifunctors from $C^{\text{op}} \times C$ to $C$. This correspondence enables the bifunctor representing a type constructor to be "diagonalised" to a covariant endofunctor on $\widehat{C}$. Note that the notion of symmetry extends easily to functors from $\widehat{C}^{\text{op}}$ to $\widehat{C}$, and there is a similar correspondence with multi-arity bifunctors.

Now suppose $\widehat{C}$ is consistently algebraically compact and $T$ is a symmetric endofunctor. Fiore and Plotkin have shown that if $T$ has an initial algebra then $T$ has an initial algebra of the form:

$$T(X, X) \xrightarrow{(\pi^{-1}, x)} (X, X)$$

Thus $X$ above is a canonical solution to the recursive domain equation given by the bifunctor generating $T$. Importantly, the above result extends so that if $S : \widehat{C}^{\text{op}} \times \widehat{C} \to \widehat{C}$ is symmetric and $S^1 : \widehat{C}^{\text{op}} \to \widehat{C}$ exists, then $S^1$ can be constructed to be symmetric.

Although stated in terms of all functors, the definitions of algebraic compactness and consistent algebraic compactness are normally to be understood in the setting of a suitable 2-category of categories and functors [7]. Examples of algebraically compact categories have been particularly
forthcoming in various 2-categories of CPO enriched categories (where CPO is to be understood flexibly enough to include subcategories of PERS [7]). We too will be dealing with enriched versions of the definitions (see Section 5).

3 A category of predomains

Throughout this paper we work with a category, $\mathcal{C}$, of “predomains” which we assume to have the following structure. $\mathcal{C}$ must be cartesian (but not necessarily cartesian closed), with a distinguished faithful strong monad, $(T, \eta, \mu, t)$, with respect to which $\mathcal{C}$ has Kleisli exponentials, $Y^X_T$, and a fixed-point object, $1 \xrightarrow{\omega} \Phi \xrightarrow{\varepsilon} T\Phi$. We spell out these requirements below.

We write $X \xleftarrow{\pi_{1,XY}} X \times Y \xrightarrow{\pi_{2,XY}} Y$ for the distinguished product structure, denoting pairing by $C \xrightarrow{(f,g)} X \times Y$, the symmetry isomorphism by $X \times Y \xrightarrow{c_{XY}} Y \times X$, and the associativity isomorphism by $(X \times Y) \times Z \xrightarrow{\eta_{X,YZ}} X \times (Y \times Z)$. We write $X \xrightarrow{\Delta_x} 1$ for the terminal object and its universal morphism.

Strong monads

A strong monad, $(T, \eta, \mu, t)$, is a monad $(T, \eta, \mu)$ together with a natural transformation, its strength, $t_{XY} : X \times TY \rightarrow T(X \times Y)$, satisfying four diagrams (see [14]). This definition is due to Kock [11]. The strong monad is faithful if $T$ is. Faithfulness is easily seen to be equivalent to Moggi’s mono requirement, namely that all the components of $\eta$ be monos (see [15]).

We write $C_T$ for the Kleisli category with the standard adjunction $F_T \dashv G_T : C_T \rightarrow \mathcal{C}$. We write $C^T$ for the Eilenberg-Moore category with adjunction $F_T \dashv G^T : C^T \rightarrow \mathcal{C}$. $C^T$ is cartesian with products given by:

$$((X, x) \times (Y, y)) = (X \times Y, (x \times y) \circ (T\pi_1, T\pi_2))$$

A fourth category $\mathcal{D}$ is defined by $\text{ob } \mathcal{D} = \text{ob } C^T$ and $\mathcal{D}((X, x), (Y, y)) = \mathcal{C}(X, Y)$ with identities and composition inherited from $\mathcal{C}$. In fact $\mathcal{D}$ is the co-Kleisli category of the obvious $F^T G^T$ comonad on $C^T$. Clearly the forgetful functor $U : \mathcal{D} \rightarrow \mathcal{C}$ gives (using choice) an equivalence of categories between $\mathcal{D}$ and the full subcategory $\mathcal{C}'$ of $\mathcal{C}$ obtained as the image of $U$. The reason for preferring $\mathcal{D}$ to $\mathcal{C}'$ is that we have the co-Kleisli inclusion $I : C^T \rightarrow \mathcal{D}$ which gives $C^T$ as a distinguished subcategory of $\mathcal{D}$. It is easy to see that $\mathcal{D}$ is cartesian, its products being the same as those of $C^T$. Further, in the case that $\mathcal{C}$ is cartesian closed then $\mathcal{D}$ is too (in fact $\mathcal{C}'$ is an exponential ideal of $\mathcal{C}$).

The strength of the monad enables the following natural transformations to be defined.

$$t'_{XY} = TX \times Y \xrightarrow{Tc \circ t \circ c} T(X \times Y)$$

$$\psi_{XY} = TX \times TY \xrightarrow{\mu \circ Tt \circ t'} T(X \times Y)$$

$$\psi'_{XY} = TX \times TY \xrightarrow{\mu \circ Tt' \circ t} T(X \times Y)$$

We say that the monad is commutative if $\psi = \psi'$.

We call a morphism $(X, x) \xrightarrow{f} (Y, y)$ in $\mathcal{D}$ linear if it is an algebra homomorphism from $(X, x)$ to $(Y, y)$, i.e. if $f \circ x = y \circ T f$, or equivalently if $f$ is in the image of $I$. A morphism
$(X, x) \times (Y, y) \to (Z, z)$ is called right-linear if the diagram below commutes in $\mathcal{C}$.

\[
\begin{array}{ccc}
X \times TY & \xrightarrow{t} & T(X \times Y) & \xrightarrow{Tf} & TZ \\
| & & | & & |
\downarrow 1 \times y & & \downarrow z & & \\
X \times Y & \xrightarrow{f} & Z
\end{array}
\]

Intuitively, $f$ is right-linear if whenever the first argument is fixed the resulting morphism on the second argument is linear. The same $f$ is called left-linear if the diagram below commutes in $\mathcal{C}$.

\[
\begin{array}{ccc}
TX \times Y & \xrightarrow{t'} & T(X \times Y) & \xrightarrow{Tf} & TZ \\
| & & | & & |
\downarrow x \times 1 & & \downarrow z & & \\
X \times Y & \xrightarrow{f} & Z
\end{array}
\]

$f$ is called bilinear if it is both right-linear and left-linear. All the above variations on the notion of linearity were defined by Kock who also gave two other equivalent definitions of bilinearity utilizing $\psi$ and $\psi'$ [12].

**Kleisli exponentials**

We say that $\mathcal{C}$ has Kleisli exponentials if, for all $X \in \text{ob} \ \mathcal{C}$, the functor $F_T \circ (- \times X) : \mathcal{C} \to \mathcal{C}_T$ has a right adjoint, $(-)^X_T : \mathcal{C}_T \to \mathcal{C}$.

The property of having Kleisli exponentials is essentially equivalent to that of $\lambda_C$-model due to Moggi [14]. However, we do not require Moggi’s equalising requirement (this terminology is from [15]) and we prefer not to refer to any extraneous lambda-calculus. Note that if $\mathcal{C}$ is cartesian closed then $\mathcal{C}_T$ is automatically Kleisli closed, the right adjoint being $(-)^X \circ G_T$.

We write $\Lambda_{XYZ}$ for the induced natural isomorphism from $\mathcal{C}(X \times Y, TZ)$ to $\mathcal{C}(X, Z^Y_T)$. We write $\epsilon_{XY}$ for the maps $Y^X_T \times X \to TY$ in $\mathcal{C}$ giving the components of the counit in $\mathcal{C}_T$. The defining adjunction of Kleisli exponentials is now equivalent to the statement that the diagram (in $\mathcal{C}$) below commutes if and only if $f = \Lambda g$.

\[
\begin{array}{ccc}
Z^Y_T \times Y & \xrightarrow{\epsilon} & TZ \\
| & & |
\downarrow f \times 1 & & \\
X \times Y & \xrightarrow{g}
\end{array}
\]

We consider Kleisli exponentials, rather than making the stronger assumption of cartesian closure, for two reasons. First, it is in spirit of axiomatic domain theory to make the weakest assumptions possible for the desired results to follow. Second, we want as good a correspondence as possible between the category theory and the typed calculi modelled. Standard recursively typed calculi (such as Plotkin’s metalanguage [18]) have partial function spaces (corresponding to the Kleisli exponentials of a suitable strong monad) but not total function spaces. However, it must be admitted that most real-world models are cartesian closed (with the possible exception of Rosolini’s $\sigma$-domains [20]).
Fixed-point objects

A fixed-point object is an object $\Phi$ together with arrows $1 \xrightarrow{\omega} \Phi \xrightarrow{\sigma} T\Phi$ such that:

1. $T\Phi \xrightarrow{\sigma} \Phi$ is an initial $T$-algebra.
2. $1 \xrightarrow{\omega} \Phi$ equalises $\Phi \xrightarrow{1} \Phi$ and $\Phi \xrightarrow{\sigma \eta} \Phi$.

Fixed-point objects were introduced by Crole and Pitts [3]. However, we follow Mulry in making $\omega$ a global element of $\Phi$ [16]. Our definition is easily shown to be equivalent to the original.

By lemma 2.1, $\sigma$ is an isomorphism. Define:

$$\phi = T\Phi \xrightarrow{\sigma \circ \mu \circ T\sigma^{-1}} \Phi$$

A routine calculation shows that $\phi$ is an Eilenberg-Moore algebra. It is then easy to see that $\sigma$ and $\sigma^{-1}$ are morphisms in $C^T$ (between $(T\Phi, \mu)$ and $(\Phi, \phi)$). These observations remove some of the hypotheses from theorem 3.12 of [16].

The following lemma gives an important property of the fixed-point object (which we require in the proof of Theorem 4.6).

**Lemma 3.1** For every $X \times TY \xrightarrow{\eta} Y$, there is a unique $X \times \Phi \xrightarrow{x} Y$ making the diagram below commute.

![Diagram](attachment:diagram.png)

**Proof.** Consider the diagrams below:

![Diagram](attachment:diagram.png)

We show that:

$$\eta \circ - : \{X \times \Phi \xrightarrow{x} Y \mid (1) \text{ commutes}\} \rightarrow \{X \times \Phi \xrightarrow{z} TY \mid (2) \text{ commutes}\}$$

and:

$$\Lambda(\eta \circ c) : \{X \times \Phi \xrightarrow{z} TY \mid (2) \text{ commutes}\} \rightarrow \{\Phi \xrightarrow{w} Y^X_T \mid (3) \text{ commutes}\}$$

are both well defined and bijections. Then the lemma follows, as the initial algebra property of $T\Phi \xrightarrow{\sigma} \Phi$ ensures that $\{\Phi \xrightarrow{w} Y^X_T \mid (3) \text{ commutes}\}$ is a singleton set.
First we show that $x$ makes (1) commute if and only if $z = \eta \circ x$ makes (2) commute.

$$x \circ (1 \times \sigma) = y \circ (\pi_1, T x \circ t)$$

iff  $\eta \circ x \circ (1 \times \sigma) = \eta \circ y \circ (\pi_1, T x \circ t)$

(if' because $\eta$ is mono)

$= \eta \circ y \circ (\pi_1, \mu \circ T \eta \circ T x \circ t)$

(by unit law of monad)

$= \eta \circ y \circ (\pi_1, \mu \circ T (\eta \circ x) \circ t)$

Now for any $z$ making (2) commute we have $z = \eta \circ y \circ (\pi_1, \mu \circ T (z) \circ t \circ \sigma^{-1})$, so $z$ has the form $\eta \circ x$ and this $x$ is necessarily unique (again as $\eta$ is a mono). So we have established that $\eta \circ \quad$ is indeed a bijection between the given sets.

Similarly we show that $z$ makes (2) commute if and only if $w = \Lambda(z \circ c)$ makes (3) commute.

$$\Lambda(z \circ c) \circ \sigma = \Lambda(\eta \circ y \circ (\pi_2, \mu \circ T e \circ t')) \circ TA(z \circ c)$$

iff  $\epsilon \circ (\Lambda(z \circ c) \times 1) \circ (\sigma \times 1) = \epsilon \circ (\Lambda(\eta \circ y \circ (\pi_2, \mu \circ T e \circ t')) \times 1) \circ (TA(z \circ c) \times 1)$

iff  $z \circ c \circ (\sigma \times 1) = \eta \circ y \circ (\pi_2, \mu \circ T e \circ t') \circ (TA(z \circ c) \times 1)$

iff  $z \circ (1 \times \sigma) = \eta \circ y \circ (\pi_2, \mu \circ T e \circ t' \circ (TA(z \circ c) \times 1)) \circ c$

$= \eta \circ y \circ (\pi_2, \mu \circ T e \circ T (\Lambda(z \circ c) \times 1) \circ t') \circ c$

$= \eta \circ y \circ (\pi_2, \mu \circ T z \circ T c \circ t') \circ c$

$= \eta \circ y \circ (\pi_2, \mu \circ T z \circ T c \circ t' \circ c)$

$= \eta \circ y \circ (\pi_1, \mu \circ T z \circ t)$

That $\Lambda(\quad \circ c)$ is a bijection is obvious ($\Lambda$ is a bijection and $c$ an isomorphism). □

Note that the proof uses both Kleisli exponentials and that the $\eta$ components are monos. If $C$ is cartesian closed then the the proof is simpler (though the idea is the same) and does not rely on the mono requirement.

The property expressed by Lemma 3.1 is meaningful for any strong endofunctor $T$. In categories that are not cartesian closed it can be used as the defining property of a good parametrised notion of initial $T$-algebra for such endofunctors (in cartesian closed categories the property is automatically satisfied by the usual initial $T$-algebras). For example, if $C$ is a distributive category then the $1 + (\quad)$ functor is strong. With our definition of parametrised initial $(1 + (\quad))$-algebra we derive the usual (parametrised) notion of natural numbers object for non cartesian-closed categories (see [19]).

Examples

The motivating example is the following. $C$ is $\text{PreDom}$, the category of $\omega$CPOs ($\omega$-complete partial orders, possibly without least element) and $\omega$-continuous functions. For the monad $T$, we take the lift functor on $\text{PreDom}$ (which adds a new least element to an $\omega$CPO), this has an associated commutative strong monad. $C_T$ is now $\text{pPreDom}$, the category of $\omega$CPOs and partial continuous functions [18]. $C^T$ is the category $\text{Dom}_\omega$, of those $\omega$CPOs with a least element and strict (ie. least-element preserving) continuous functions. Incidentally, $\text{pPreDom}$ and $\text{Dom}_\omega$ are equivalent categories, this is not true in general for $C_T$ and $C^T$. $D$ is the category, $\text{Dom}$, of $\omega$CPOs and all $\omega$-continuous functions. As is well-known, $\text{Dom}$ is a cartesian closed category, and every endomorphism has a (least) fixed-point. The notions of linearity, right-linearity, left-linearity and bilinearity coincide in $\text{Dom}$ with the usual notions of strictness, right-strictness, left-strictness and bistrictness. $\text{PreDom}$ is cartesian closed, so it has Kleisli exponentials. It has a fixed-point object given by the vertical natural numbers [3].
The categories above have been deliberately named to allow for easy reinterpretation. Similar examples are to be found for any lift monad on a category of predomains. These domains need not be partially-ordered, see Phoa [17] for example.

It is well-known that pPreDom and Dom are algebraically compact for all \(\omega\)CPO-enriched functors (this is easily shown from results in [21, 5]). We will show that the considerations leading to the consistent algebraic compactness of \(\mathcal{C}_T\) are in fact quite general.

## 4 Fixed-points in \(\mathcal{D}\)

The presence of the fixed-point object gives rise to well-behaved fixed-points in \(\mathcal{D}\). In this section we prove some basic properties of these fixed-points. These generalise properties of least fixed-points in \(\text{Dom}\). The section is based on, and inspired by, Mulry’s [16]. However, the parametrisation results are new.

The basic result is that \(\mathcal{D}\) has a canonical fixed-point operator. Let \((\cdot)^*\) be an \(\mathcal{D}\)-indexed family of functions:

\[
(\cdot)^*(x, x) : \mathcal{D}((X, x), (X, x)) \rightarrow \mathcal{D}((1, !), (X, x))
\]

**Definition 4.1 (fixed-point operator)** \((\cdot)^*\) is a fixed-point operator on \(\mathcal{D}\) if, for every \(X, x \xrightarrow{f} (X, x)\),

\[
(\cdot)^* f = f^*.
\]

The next definition generalises a property that has become known as Plotkin’s axiom in domain theory. This algebraic generalisation is essentially a less internal version of Mulry’s algebraically strong dinaturality [16]. We call the property uniformity following the terminology (in the domain-theoretic setting) in a forthcoming book by Gunter.

**Definition 4.2 (uniformity)** \((\cdot)^*\) is uniform if, for every \(X, x \xrightarrow{f} (X, x)\), \((Y, y) \xrightarrow{g} (Y, y)\), and linear \(X, x \xrightarrow{h} (Y, y)\), if the diagram below commutes.

\[
\begin{array}{ccc}
(X, x) & \xrightarrow{f} & (X, x) \\
\downarrow h & & \downarrow h \\
(Y, y) & \xrightarrow{g} & (Y, y)
\end{array}
\]

then \(h \circ f^* = g^*\).

The canonical fixed-point operator is given by the following theorem, which is essentially theorem 3.12 of [16] adapted to our situation.

**Theorem 4.3** \(\mathcal{D}\) has a unique uniform fixed-point operator.

**Proof.** First we prove existence. Take any morphism \(X, x \xrightarrow{f} (X, x)\) in \(\mathcal{D}\). Note that \(X \xrightarrow{\text{id}} X\) and \(TX \xrightarrow{\sigma} X\) are both morphisms in \(\mathcal{C}\). Let \(\Phi (\rho(f)) X\) be the unique morphism, given by the initial algebra property of \(\Phi\), making the diagram (in \(\mathcal{C}\)) below commute.
We show that \( f \mapsto \rho(f) \circ \omega \) is a uniform fixed-point operator. That it is a fixed-point operator follows from the commutativity of the diagram below (the left-hand triangle commutes by the defining property of \( \omega \), the two top squares by the naturality of \( \eta \), the bottom rectangle by definition of \( \rho(f) \), and the right-hand triangle as \((X, x)\) is an object of \( \mathcal{C}^T \)).

For uniformity, suppose we have \((X, x) \xrightarrow{f} (X, x), (Y, y) \xrightarrow{g} (Y, y)\), and linear \((X, x) \xrightarrow{h} (Y, y)\) such that \( h \circ f = g \circ h \). Then the diagram below commutes (the left-hand rectangle by the definition of \( \rho(f) \), the upper square because \( h \circ f = g \circ h \), and the lower square by the linearity of \( h \)).

But by definition, \( \rho(g) \) is the unique \( \Phi \xrightarrow{\rho} Y \) such that \( z \circ \sigma = y \circ Tg \circ Tz \). So, by the above diagram, \( \rho(g) = h \circ \rho(f) \). But then \( \rho(g) \circ \omega = h \circ \rho(f) \circ \omega \), which proves uniformity.

For uniqueness, let \((\cdot)^*\) be any uniform fixed-point operator. Take any \((X, x) \xrightarrow{f} (X, x)\). We must show that \( f^* = \rho(f) \circ \omega \). First note that \((\Phi, \phi) \xrightarrow{\rho(f)} (X, x)\) is linear, for \( \rho(f) = x \circ Tf \circ T \rho(f) \circ \sigma^{-1} \) which is a composite of linear maps. Now omitting the left-hand triangle from the first diagram in this proof we see that \( \rho(f) \circ \sigma \circ \eta = f \circ \rho(f) \). So, by the uniformity of \((\cdot)^*\), \( \rho(f) \circ (\sigma \circ \eta)^* = f^* \). But \((\cdot)^*\) is a fixed-point operator and, by definition, \( \omega \) is the unique fixed-point of \( \sigma \circ \eta \), so \((\sigma \circ \eta)^* = \omega \). Therefore \( f^* = \rho(f) \circ \omega \) as required.

Henceforth we write \((\cdot)^*\) for the unique uniform fixed-point operator.

\( \mathcal{D} \) also has a canonical parametrised fixed-point operator. Let \((\cdot)^\dagger\) be an \((\text{ob } \mathcal{D} \times \text{ob } \mathcal{D})\)-indexed family of functions:

\[
(\cdot)^\dagger_{(x, x) \times (Y, y)} : \mathcal{D}((X, x) \times (Y, y), (Y, y)) \rightarrow \mathcal{D}((X, x), (Y, y))
\]

**Definition 4.4 (parametrised fixed-point operator)** \((\cdot)^\dagger\) is a parametrised fixed-point op-
creator on \( D \) if, for all \((X, x) \times (Y, y) \xrightarrow{f} (Y, y)\), the diagram below commutes.

\[
\begin{array}{ccc}
(X, x) & \xrightarrow{(1, f^!)} & (X, x) \times (Y, y) \\
\downarrow{f^!} & & \downarrow{f} \\
(Y, y) & \xrightarrow{g} & (Z, z)
\end{array}
\]

**Definition 4.5 (parametrised uniformity)** \((\cdot)^!\) is parametrically uniform if, for all morphisms \((X, x) \times (Y, y) \xrightarrow{f} (Y, y)\), \((X, x) \times (Z, z) \xrightarrow{g} (Z, z)\), and right-linear \((X, x) \times (Y, y) \xrightarrow{h} (Z, z)\), if the diagram below commutes.

\[
\begin{array}{ccc}
(X, x) \times (Y, y) & \xrightarrow{(\pi_1, f)} & (X, x) \times (Y, y) \\
\downarrow{\pi_1, h} & & \downarrow{h} \\
(X, x) \times (Z, z) & \xrightarrow{g} & (Z, z)
\end{array}
\]

then \( h \circ (1, f^!) = g^! \).

The canonical parametrised fixed-point operator is given by the following theorem mirroring Theorem 4.3.

**Theorem 4.6** \( D \) has a unique parametrically uniform parametrised fixed-point operator.

The proof of this theorem is by relativising Theorem 4.3 to the co-Kleisli categories of comonads of the form \( X \times (-) \) on \( C \).

Write \( \mathcal{C}^X \) for the co-Kleisli category of the \( X \times (-) \) comonad on \( C \), and \( I^X \) for the “inclusion” functor from \( C \) to \( \mathcal{C}^X \). We must show that \( \mathcal{C}^X \) has all the structure we require.

\( I^X \) is surjective on objects and preserves limits (it has a left-adjoint). So \( \mathcal{C}^X \) is cartesian, moreover products are inherited from \( C \).

Now we define a strong monad \((T^X, \eta^X, \mu^X, \iota^X)\) on \( \mathcal{C}^X \). The action of \( T^X \) on objects is inherited from \( T \). Its action on morphisms takes the \( \mathcal{C}^X \) morphism from \( Y \) to \( Z \) given by the \( C \) morphism \( X \times Y \xrightarrow{f} Z \) to the \( \mathcal{C}^X \) morphism from \( TY \) to \( TZ \) given by \( X \times TY \xrightarrow{f \otimes 1} TZ \).

The components of \( \eta^X \), \( \mu^X \) and \( \iota^X \), are given by \( \eta^X_Y = I^X \eta_Y, \mu^X_Y = I^X \mu_Y \) and \( \iota^X_Y = I^X \iota_Y \).

It is readily checked that these give natural transformations and satisfy the axioms of a strong monad. For the faithfulness of \( T^X \) it is enough to show that all the components of \( \eta^X \) are monos. But these are the image of the components of \( \eta \) (which are monos) under \( I^X \), and \( I^X \) preserves limits and hence monos.

The Kleisli exponentials are given by \( Z^X_Y = Z^Y_T \). The easiest way to see that this does indeed give a Kleisli exponential is to define the isomorphism \( A^X_{Y, Z} \), mapping \( X \times (Y \times Z) \) to \( TW \) in \( \mathcal{C}^X (Y \times Z, TW) \) to \( X \times Y \xrightarrow{f \circ \iota^{-1}} W^Z_T \) in \( \mathcal{C}^X (Y, W^Z_T) \), and to define the maps \( \iota^X_{Y, Z} = I^X \iota_{Y, Z} \).

It is routine to check that these have the appropriate universal property giving the adjunction.

The fixed-point object is again \( \Phi \), with morphisms \( \omega^X = I^X \omega \) and \( \sigma^X = I^X \sigma \). That \( T^X \Phi \xrightarrow{\omega^X} \Phi \) is an initial algebra in \( \mathcal{C}^X \) follows straightforwardly from Lemma 3.1. The equalising property of \( I^X \omega \) follows from \( I^X \) preserving limits.

The proposition below summarises what we have sketched so far.
Proposition 4.7 $\mathcal{C}^X$ is cartesian with a faithful strong monad with respect to which it has Kleisli exponentials and a fixed-point object.

In fact $I^X$ clearly preserves all the structure. So the above proposition is closely related to the functional completeness result in [3].

We now proceed to give the proof of Theorem 4.6 applying Proposition 4.7. Write $\mathcal{D}^X$ for the analogous category to $\mathcal{D}$ obtained from the $T^X$ monad on $\mathcal{C}^X$. Note that for any object $(X, x)$ of $\mathcal{D}$, $(X, I^X x)$ is an object of $\mathcal{D}^X$. Write $(\cdot)^+_{^X}$ for the unique uniform fixed-point operator on $\mathcal{D}^X$. We now define the evident parametrised fixed-point operator on $\mathcal{D}$ by:

$$f_{(x, y)}^{(X, x, (Y, y))} = f^* i_{(x, y), (1, !)}$$

(for $(X, x) \times (Y, y) \xrightarrow{f} (Y, y)$). To see that this is parametrically uniform, suppose we have $(X, x) \times (Y, y) \xrightarrow{f} (Y, y)$, $(X, x) \times (Z, z) \xrightarrow{g} (Z, z)$, and right-linear $(X, x) \times (Y, y) \xrightarrow{h} (Z, z)$ satisfying the hypothesis of parametrised uniformity. It is easy to see that $h$ is a linear map from $(Y, I^X y)$ to $(Z, I^X z)$ in $\mathcal{D}^X$, and that the hypothesis of uniformity is satisfied by $f$, $g$ and $h$ in $\mathcal{D}^X$. The required equation for the parametrised uniformity of $(\cdot)^+_X$ now follows directly from the uniformity of $(\cdot)^+_{^X}$.

To see that $(\cdot)^+_X$ is the unique parametrically uniform parametrised fixed-point operator it is necessary to inspect the proof (given in the proof of Theorem 4.3) that $(\cdot)^+_{^X}$ is the unique uniform fixed-point operator on $\mathcal{D}^X$. The proof shows that the restriction of $(\cdot)^+_{^X}$ is the unique uniform fixed-point operator on any full subcategory of $\mathcal{D}^X$ containing the object $(\Phi, I^X \sigma)$. In particular this holds for the full subcategory of all objects of the form $(Y, I^X y)$ where $(Y, y)$ is an object of $\mathcal{D}$. But the statement that the appropriate restriction of $(\cdot)^+_{^X}$ is the unique uniform fixed-point operator on this full subcategory is easily seen to be equivalent to the statement that $(\cdot)^+_X$ is the unique parametrically uniform parametrised fixed-point operator on $\mathcal{D}$. This completes the proof of Theorem 4.6.

In the sequel we shall have use for the following simple lemma relating $(\cdot)^*$ and $(\cdot)^+_X$.

Lemma 4.8 Given any $(Y, y) \xrightarrow{f} (Y, y)$, $(f \circ \tau_{(x, y)})^+_X = f^* c!_X : (X, x) \to (Y, y)$.

The proof is easy.

5 Algebras in $\mathcal{D}$-categories

The distinguished cartesian structure on $\mathcal{D}$ gives $\mathcal{D}$ as a (symmetric) monoidal category. We can thus consider categories enriched over $\mathcal{D}$ [10]. A $\mathcal{D}$-category, $\mathcal{K}$, is given by a class, $\text{ob} \mathcal{K}$, of objects, an object, $\mathcal{K}(A, B)$, of $\mathcal{D}$ for every $A, B \in \text{ob} \mathcal{K}$ and families of morphisms in $\mathcal{D}$:

$$1 \xrightarrow{\epsilon^\mathcal{K}_A} \mathcal{K}(A, A) \quad \mathcal{K}(B, C) \times \mathcal{K}(A, B) \xrightarrow{m^\mathcal{K}_{ABC}} \mathcal{K}(A, C)$$

for identities and composition such that (all instances of) three coherence diagrams commute (expressing the left and right unitary properties of the identities, and the associativity of composition) [10]. The dual $\mathcal{K}^{\text{op}}$ is the $\mathcal{D}$-category defined by: $\text{ob} \mathcal{K}^{\text{op}} = \text{ob} \mathcal{K}$, $\mathcal{K}^{\text{op}}(A, B) = \mathcal{K}(B, A)$, $\epsilon^\mathcal{K}_{A} = \epsilon^\mathcal{K}_{A}$ and $m^\mathcal{K}_{ABC} = m^\mathcal{K}_{CBA}$. Similarly, the product, $\mathcal{K} \times \mathcal{L}$, of $\mathcal{K}$ with another $\mathcal{D}$-category, $\mathcal{L}$, is defined as a $\mathcal{D}$-category in the obvious way.
A $\mathcal{D}$-functor, $F : \mathcal{K} \to \mathcal{L}$, from $\mathcal{K}$ to $\mathcal{L}$ is given by a function, $F : \text{ob } \mathcal{K} \to \text{ob } \mathcal{L}$, together with morphisms, $\mathcal{K}(A, B) \xrightarrow{F_{AB}} \mathcal{L}(FA, FB)$, in $\mathcal{D}$ such that two diagrams commute (expressing the functorial preservation of identities and composition) \cite{10}. $F$ determines an obvious $\mathcal{D}$-functor $F^{\text{op}} : \mathcal{K}^{\text{op}} \to \mathcal{L}^{\text{op}}$, and, given another $\mathcal{D}$-functor $F' : \mathcal{K}' \to \mathcal{L}'$, there is an evident $\mathcal{D}$-functor $F \times F' : \mathcal{K}' \times \mathcal{K} \to \mathcal{L}' \times \mathcal{L}$. Further, given a $\mathcal{D}$-functor $F : \mathcal{K}' \times \mathcal{K} \to \mathcal{L}$, any object $A$ of $\mathcal{K}'$ induces an obvious $\mathcal{D}$-functor $F(A, -) : \mathcal{K} \to \mathcal{L}$.

Note that any $\mathcal{D}$-category is trivially a $\mathcal{C}$-category. Moreover, any $\mathcal{C}$-category all of whose hom-objects have an Eilenberg-Moore algebra over them can be construed (possibly in many non-equivalent ways) as a $\mathcal{D}$-category. Further, $F : \mathcal{K} \to \mathcal{L}$ is a $\mathcal{D}$-functor if and only if it is a $\mathcal{C}$-functor between the two associated $\mathcal{C}$-categories. Thus, the only point in considering $\mathcal{D}$-categories is to make use of the algebra structure associated with each object of the category. This we now do.

Each $\mathcal{K}(A, B)$ is an object of $\mathcal{D}$ and therefore an Eilenberg-Moore algebra of $T$ on $\mathcal{C}$. We write $(\mathcal{K}(A, B), k(A, B))$ for this algebra structure (confusing the object $\mathcal{K}(A, B)$ of $\mathcal{D}$ with its underlying object in $\mathcal{C}$). We say composition in $\mathcal{K}$ is linear, left-linear, right-linear or bilinear if each $m_{ABC}^\mathcal{K}$ is linear, left-linear, right-linear or bilinear respectively. It is easy to see that composition in $\mathcal{K}$ is right-linear if and only if composition in $\mathcal{K}^{\text{op}}$ is left-linear. Again, composition in $\mathcal{K} \times \mathcal{L}$ is right-linear if and only if composition is right-linear in both $\mathcal{K}$ and $\mathcal{L}$.

A $\mathcal{D}$-category $\mathcal{K}$ determines an underlying ordinary category $\mathcal{K}_0$ with the same objects as $\mathcal{K}$, with hom-sets given by $\mathcal{K}_0(A, B) = \mathcal{D}(1, \mathcal{K}(A, B))$, with identities $e_A^\mathcal{K}$ and with composition defined using $m_{ABC}^\mathcal{K}$ in the obvious way. Similarly, each $\mathcal{D}$-functor $F : \mathcal{K} \to \mathcal{L}$ determines an ordinary functor $F_0 : \mathcal{K}_0 \to \mathcal{L}_0$ with the obvious action on morphisms. Given a $\mathcal{D}$-endofunctor $F : \mathcal{K} \to \mathcal{K}$, when we use the terms $F$-algebra, $F$-homomorphism, initial $F$-algebra, $F$-coalgebra, $F$-cohomomorphism, terminal $F$-coalgebra and $F$-invariant object we mean the corresponding concept for $F_0$. Thus, for example, an $F$-algebra is a morphism $\alpha : \mathcal{K}(FA, A)$ in $\mathcal{D}$. Also the category of $F$-algebras is not a $\mathcal{D}$-category. In the case that $\mathcal{C}$ has equalisers it is possible to make a $\mathcal{D}$-category of $F$-algebras, but we shall not pursue this any further here.

So it makes sense to talk about initial algebras for $\mathcal{D}$-functors on $\mathcal{D}$-categories, but only as non-enriched notions. We now show that, if composition in the $\mathcal{D}$-category is right-linear, the non-enriched notion of initial algebra corresponds to a self-dual enriched property. The self-duality of the property leads to an appropriate form of consistent algebraic compactness for $\mathcal{D}$-categories in which composition is bilinear.

Let $F : \mathcal{K} \to \mathcal{K}$ be a $\mathcal{D}$-functor. Given an $F$-invariant object, $FA \xrightarrow{\alpha} A$, and an $F$-algebra, $FB \xrightarrow{\beta} B$, we write:

$$K(A, B) \xrightarrow{\beta \circ F(-) \circ \alpha^{-1}} K(A, B)$$

for the morphism in $\mathcal{D}$ given by the composite below.

$$K(A, B) \xrightarrow{(\beta \circ F(-) \circ \alpha^{-1})} (K(FB, B) \times K(FA, FB)) \times K(A, FA) \xrightarrow{m \circ (m \times 1)} K(A, B)$$

**Lemma 5.1** $(\beta \circ F(-) \circ \alpha^{-1})^*$ is an $F$-homomorphism from $\alpha$ to $\beta$.

**Proof.** $(\cdot)^*$ is a fixed-point operator, so $\beta \circ F((\beta \circ F(-) \circ \alpha^{-1})^*) \circ \alpha^{-1} = (\beta \circ F(-) \circ \alpha^{-1})^*$ (using an obvious notation), and clearly $\beta \circ F((\beta \circ F(-) \circ \alpha^{-1})^*) = (\beta \circ F(-) \circ \alpha^{-1})^* \circ \alpha$ as required. \(\square\)

We call an $F$-invariant object, $FA \xrightarrow{\alpha} A$, special if $(\alpha \circ F(-) \circ \alpha^{-1})^* = \epsilon_A$. This definition
Theorem 5.2 If composition in $\mathcal{K}$ is right-linear then the following are equivalent:

1. $FA \xrightarrow{\alpha} A$ is a special $F$-invariant object.
2. $FA \xrightarrow{\alpha} A$ is an initial $F$-algebra.

Proof. Suppose that $FA \xrightarrow{\alpha} A$ is an initial $F$-algebra. By the Lambek lemma $\alpha$ is an iso. in $\mathcal{K}$, so $\alpha$ is an $F$-invariant object. By initiality, $\epsilon_A$ is the unique $F$-homomorphism from $\alpha$ to $\alpha$. But, by Lemma 5.1, $(\alpha \circ F(-) \circ \alpha^{-1})^*$ is such an $F$-homomorphism. So indeed $(\alpha \circ F(-) \circ \alpha^{-1})^* = \epsilon_A$.

Conversely, suppose that $FA \xrightarrow{\alpha} A$ is a special $F$-invariant object. Let $FB \xrightarrow{\beta} B$ be any $F$-algebra. We must show that there is a unique $F$-homomorphism from $\alpha$ to $\beta$. The existence of such an $F$-homomorphism, namely $(\beta \circ F(-) \circ \alpha^{-1})^*$, is given by Lemma 5.1. For uniqueness suppose $A \xrightarrow{\epsilon_B} B$ is an arbitrary $F$-homomorphism. We must show that $x = (\beta \circ F(-) \circ \alpha^{-1})^*$. Write $K(A, A) \xrightarrow{x \circ -} K(A, B)$ for the composite below.

That $x \circ -$ is linear follows easily from the right-linearity of $m$. Now, because $x$ is an $F$-homomorphism, the diagram below commutes.

So, by the uniformity of $*$, $(x \circ -) \circ (\alpha \circ F(-) \circ \alpha^{-1})^* = (\beta \circ F(-) \circ \alpha^{-1})^*$. However, $(\alpha \circ F(-) \circ \alpha^{-1})^* = \epsilon_A$, as $\alpha$ is a special $F$-invariant object. Therefore $x = (x \circ -) \circ \epsilon_A = (\beta \circ F(-) \circ \alpha^{-1})^*$ as required. □

Corollary 5.3 If composition in $\mathcal{K}$ is left-linear then the following are equivalent:

1. $FA \xrightarrow{\alpha} A$ is a special $F$-invariant object.
2. $A \xrightarrow{\alpha^{-1}} FA$ is a terminal $F$-coalgebra.

If, in addition, composition in $\mathcal{K}$ is right-linear, then the following is equivalent to the above:

3. $FA \xrightarrow{\alpha} A$ is an initial $F$-algebra.

Proof. By duality. □
The application of the above results will be to model datatypes in \( \mathcal{D} \)-categories with bilinear composition. As long as the type-constructors yield enriched functors, the consistent algebraic compactness will be applicable. We now show that one important way of obtaining one type constructor from another preserves enrichment. See the discussion on page 19 for the application.

Let \( G : \mathcal{L} \times \mathcal{K} \to \mathcal{K} \) be a \( \mathcal{D} \)-functor such that for each \( B \in \text{ob} \, \mathcal{L} \) there exists a special \( G(B, -) \)-invariant object, \( G(B, A_B) \xrightarrow{\alpha_B} A_B \). Assume furthermore that application in \( \mathcal{K} \) is right-linear. Then by Theorem 5.2 there is an initial \( G(B, -) \)-algebra for every \( B \in \text{ob} \, \mathcal{K} \). Thus the conditions are satisfied for defining \( (G_b)^\dagger \) as in section 2. We now show that this functor is enriched in the sense that it is the underlying ordinary functor associated with some \( D \)-functor (which we call \( G^! \)). For each \( B, C \in \text{ob} \, \mathcal{L} \) we write:

\[
\mathcal{L}(B, C) \times \mathcal{K}(A_B, A_C) \xrightarrow{(\alpha_C \circ G(-) \circ (\alpha_B)^{-1})} \mathcal{K}(A_B, A_C)
\]

for the composite below.

\[
\mathcal{L}(B, C) \times \mathcal{K}(A_B, A_C) \xrightarrow{m \circ (m \times 1) \circ \langle (\alpha_C^{-1}, G), (\alpha_B^{-1}) \rangle} \mathcal{K}(A_B, A_C)
\]

Now define:

\[
G^!_{B,C} = \mathcal{L}(B, C) \xrightarrow{(\alpha_C \circ G(-) \circ (\alpha_B)^{-1})} \mathcal{K}(A_B, A_C)
\]

**Lemma 5.4** Given any morphism \( Z \xrightarrow{f} \mathcal{L}(B, C) \) in \( \mathcal{D} \), there is a unique \( Z \xrightarrow{x} \mathcal{K}(A_B, A_C) \) such that the diagram below commutes.

\[
\begin{array}{ccc}
Z & \xrightarrow{\langle f, x \rangle} & \mathcal{L}(B, C) \times \mathcal{K}(A_B, A_C) \\
\downarrow \mathcal{K}(A_B, A_C) & & \downarrow a_C \circ G(-) \circ (\alpha_B)^{-1} \\
\end{array}
\]

**Proof.** For existence define \( x = \langle (\alpha_C \circ G(-) \circ (\alpha_B)^{-1}) \circ (f \times 1) \rangle \). Then:

\[
x = (\alpha_C \circ G(-) \circ (\alpha_B)^{-1}) \circ (f \times 1)\]

(as \( \dagger \) is a parametrised fixed-point operator)

\[
= (\alpha_C \circ G(-) \circ (\alpha_B)^{-1}) \circ (f \times 1) \circ \langle 1, x \rangle
\]

For uniqueness suppose \( x \) is any morphism making the above diagram commute. We must show that \( x = (\alpha_C \circ G(-) \circ (\alpha_B)^{-1}) \circ (f \times 1) \). Note now that the diagram below commutes.

\[
\begin{array}{ccc}
Z \times \mathcal{K}(A_B, A_B) & \xrightarrow{1 \times (\alpha_B \circ G(B, -) \circ (\alpha_B)^{-1})} & Z \times \mathcal{K}(A_B, A_B) \\
\downarrow \pi_1, m \circ (x \times 1) & & \downarrow m \circ (x \times 1) \\
Z \times \mathcal{K}(A_B, A_C) & \xrightarrow{(\alpha_C \circ G(-) \circ (\alpha_B)^{-1}) \circ (f \times 1)} & \mathcal{K}(A_B, A_C)
\end{array}
\]

Note further that the right-linearity of \( m \circ (x \times 1) \) is an easy consequence of the right-linearity of \( m \). So the equation below follows from the parametrised uniformity of \( \dagger \).

\[
m \circ (x \times 1) \circ \langle 1, ((\alpha_B \circ G(B, -) \circ (\alpha_B)^{-1}) \circ \pi_2) \rangle = (\alpha_C \circ G(-) \circ (\alpha_B)^{-1}) \circ (f \times 1) \quad (1)
\]
But then:

\[
\begin{align*}
\mathbf{x} & = m \circ \langle x, \epsilon_B \circ l \rangle \\
& = m \circ (x \times 1) \circ \langle 1, \epsilon_B \circ l \rangle \\
& = m \circ (x \times 1) \circ \langle 1, (\alpha_B \circ G(B,-) \circ \alpha_B^{-1}) \circ l \rangle \\
& = m \circ (x \times 1) \circ \langle 1, ((\alpha_B \circ G(B,-) \circ \alpha_B^{-1}) \circ \pi_2)^\dagger \rangle \\
& = ((\alpha_C \circ G(-) \circ \alpha_B^{-1}) \circ (f \times 1))^\dagger \\
& = (\alpha_C \circ G(-) \circ \alpha_B^{-1}) \circ (f \times 1)^\dagger
\end{align*}
\]

(as \(\alpha_B\) is a special \(G(B,-)\)-invariant object)

(by Lemma 4.8)

(by (1) above)

\[\square\]

**Theorem 5.5** \(G^\dagger\) is a \(D\)-functor and \((G^\dagger)_{\mathfrak{B}} = (G_{\mathfrak{B}})^\dagger\).

**Proof.** For preservation of identity we must show that the diagram below commutes.

\[
\begin{array}{c}
1 \\
\downarrow \epsilon_B^\circ \\
\mathcal{L}(B, B) \\
\downarrow \epsilon_A^\circ \\
\mathcal{K}(A_B, A_B)
\end{array}
\]

Now, by Lemma 5.4, there is a unique \(1 \xrightarrow{\mathbf{x}} \mathcal{K}(A_B, A_B)\) making the following diagram commute.

\[
\begin{array}{c}
1 \\
\downarrow \langle \epsilon_B^\circ, \mathbf{x} \rangle \\
\mathcal{L}(B, B) \times \mathcal{K}(A_B, A_B) \\
\downarrow \mathbf{x} \\
\mathcal{K}(A_B, A_B)
\end{array}
\]

\[
\begin{array}{c}
\epsilon_B^\circ \\
\downarrow \epsilon_A^\circ \\
\mathcal{K}(A_B, A_B)
\end{array}
\]

It is easy to see that the diagram commutes with \(\mathbf{x} = \epsilon_A^\circ\) (as \(G\) preserves identities). So to show preservation of identity we need only prove that the diagram commutes with \(\mathbf{x} = G^\dagger_{BB} \circ \epsilon_B^\circ\).

This is by:

\[
G^\dagger_{BB} \circ \epsilon_B^\circ = (\alpha_B \circ G(-) \circ \alpha_B^{-1})^\dagger \circ \epsilon_B^\circ = (\alpha_B \circ G(-) \circ \alpha_B^{-1}) \circ (\epsilon_B^\circ, G^\dagger_{BB} \circ \epsilon_B^\circ)
\]

(by definition of \(G^\dagger_{BB}\))

(as \(\dagger\) is a parametrised fixed-point operator)

For the preservation of composition we must show that the diagram below commutes.

\[
\begin{array}{c}
\mathcal{L}(C, D) \times \mathcal{L}(B, C) \\
\downarrow G^\dagger_{CD} \times G^\dagger_{BC} \\
\mathcal{K}(A_C, A_D) \times \mathcal{K}(A_B, A_C) \\
\downarrow M^\circ \\
\mathcal{K}(A_B, A_D)
\end{array}
\]

Again, by Lemma 5.4, there is a unique \(\mathcal{L}(C, D) \times \mathcal{L}(B, C) \xrightarrow{\mathbf{x}} \mathcal{K}(A_B, A_D)\) making the following
The structure map, $TY \rightarrow D$-functors, and it makes sense to interpret recursive types in this setting.

In this section we apply the results of the last section by showing that the Kleisli category is a $\mathcal{B}$-category.

The Kleisli category as a $\mathcal{B}$-category. Under these conditions the Kleisli category is consistently algebraically compact (for $D$-functors) and it makes sense to interpret recursive types in this setting.

The object of $D$ corresponding to $G_T(X, Y)$ will be an algebra over the Kleisli exponential $Y^X_T$. The structure map, $TY^X_T \xrightarrow{T\epsilon} Y^X_T$, of this algebra is obtained by applying $\Lambda$ to the composite:

$$TY^X_T \times X \xrightarrow{\mu \circ T\epsilon \circ t'} TY$$
**Proposition 6.1** \( y_T^x \) is an Eilenberg-Moore algebra.

**Proof.** We must show that the diagrams below commute.

\[
\begin{array}{ccc}
Y_T^X & \xrightarrow{\eta} & TY_T^X \\
& \downarrow{y_T^x} & \downarrow{y_T^x} \\
Y_T^X & \xrightarrow{T^0} & TY_T^X \\
\end{array}
\]

That the left-hand of these diagrams commutes is shown by the top diagram in Figure 1 in the appendix. The middle and bottom diagrams in Figure 1 show respectively that \( Ty_T^x \circ y_T^x \) and \( \mu \circ y_T^x \) are both \( \Lambda \) applied to:

\[
T^0 Y_T^X \times X \xrightarrow{\mu \circ \mu \circ T^0 \epsilon \circ T T' \circ t'} TY
\]

Therefore the right-hand diagram above commutes. \( \Box \)

We now define the identity and composition maps. Define \( 1 \xrightarrow{\epsilon} X_T^X \) to be \( \Lambda \) applied to:

\[
1 \times X \xrightarrow{\eta \circ \pi_2} TX
\]

Define \( Z_T^Y \times Y_T^X \xrightarrow{m \times z} Z_T^X \) to be \( \Lambda \) applied to:

\[
(Z_T^Y \times Y_T^X) \times X \xrightarrow{\mu \circ \epsilon \circ T T \circ t \circ (1 \times \epsilon) \circ a} T Z
\]

**Proposition 6.2** The above data gives a \( \mathcal{D} \)-category whose underlying ordinary category is (isomorphic to) \( C_T \).

**Proof.** For the data to give a \( \mathcal{D} \)-category we must show that the diagrams below commute.

\[
\begin{array}{ccc}
Y_T^X \times X_T^Y & \xrightarrow{(1, \epsilon \epsilon)} & Y_T^X \times Y_T^X \\
& \downarrow{m} & \downarrow{m} \\
Y_T^X & \xrightarrow{(\epsilon \epsilon, 1)} & Y_T^X \times Y_T^X \\
\end{array}
\]

\[
(W_T^Z \times Z_T^Y) \times Y_T^X \xrightarrow{m \times 1} W_T^Y \times Y_T^X
\]

We just give the proof that the lower diagram commutes. The proofs for the two triangles forming the upper diagram are easier. To show the lower diagram commutes we show that both sides of the diagram are \( \Lambda \) applied to:

\[
((W_T^Z \times Z_T^Y) \times Y_T^X) \times X \xrightarrow{\mu \circ \epsilon \circ \mu \circ T T \circ T (1 \times \epsilon) \circ T a \circ t \circ (1 \times \epsilon) \circ a} T W
\]
The first diagram in Figure 2 in the appendix shows this for the top leg, and the second diagram shows it for the bottom leg.

It remains to show that \( C_T \) is isomorphic to the underlying ordinary category of the established \( \mathcal{D} \)-category. The isomorphism between hom-sets is given by:

\[
C_T(X, Y) = C(X, TY) \xrightarrow{\Lambda (- \circ \pi_3)} C(1, Y^X_T) = \mathcal{D}((1, !), (Y^X_T, y^X_T))
\]

It is now easy to check that the identities and composition are as required. \( \square \)

Henceforth we refer to the \( \mathcal{D} \)-category as \( C_T \), confusing the enriched category with its underlying ordinary category.

**Proposition 6.3** Composition in \( C_T \) is right-linear.

**Proof.** We must show that \( \mu \circ (1 \times g^X) = z^Y_t \circ Tm \circ t : Z^Y_T \times TY^X \longrightarrow Z^X_T \). The first and second diagrams in Figure 3 in the appendix show respectively that the left-hand and right-hand sides of the equation are both \( \Lambda \) applied to:

\[
(Z^Y_T \times TY^X) \times X \xrightarrow{\mu \circ T \epsilon \circ \mu \circ T \mu \circ t \circ (1 \times T \epsilon) \circ (1 \times t') \circ a} T Z
\]

They are therefore equal. \( \square \)

**Proposition 6.4** If the monad is commutative then composition in \( C_T \) is left-linear.

**Proof.** We must show that \( \mu \circ (z^Y_T \times 1) = z^Y_t \circ Tm \circ t' : T Z^Y_T \times Y^X_T \longrightarrow Z^X_T \). The first diagram in Figure 4 in the appendix shows that the left-hand side of the equation is \( \Lambda \) applied to:

\[
(T Z^Y_T \times Y^X_T) \times X \xrightarrow{\mu \circ T \epsilon \circ \psi \circ (1 \times \epsilon) \circ a} T Z
\]

The second diagram shows that the right-hand side is \( \Lambda \) applied to:

\[
(T Z^Y_T \times Y^X_T) \times X \xrightarrow{\mu \circ T \epsilon \circ \psi \circ (1 \times \epsilon) \circ a} T Z
\]

From these, the equality of the two sides is immediate by commutativity. \( \square \)

Thus if the monad is commutative then composition in \( C_T \) is bilinear and so (by the results of section 5) \( C_T, C_T^{op} \) and \( C_T \times C_T \) are all consistently algebraically compact.

Assume then that the monad is commutative. We now sketch how to define recursive types involving the standard type constructors. Products in \( \mathcal{C} \), the monad functor \( T \) and Kleisli exponentials lift naturally to functors \( \times_T : C_T \times C_T \rightarrow C_T, T_T : C_T \rightarrow C_T \) and \( \rightarrow_T : C_T^{op} \times C_T \rightarrow C_T \) respectively. \( \times_T \) is not in general a cartesian product on \( C_T \), but computationally it is a genuinely useful “smash product”. Categorically, \( \times_T \) is a tensor product, inheriting its monoidal structure from that of the cartesian product on \( \mathcal{C} \) (a folklore result, see [9, Theorem 4.4]). Incidentally, the functor \( \times_T \) only exists in general for commutative strong monads. So, if we are to consider type constructors as (bi)functors on \( C_T \), the assumption of commutativity is more or less forced upon us. Computationally, \( T_T \) is a “lifting” constructor and \( \rightarrow_T \) gives “computational function spaces”. In order to have sums, we have to demand that \( \mathcal{C} \) have finite coproducts.\(^1\) These lift trivially (\( F_T \) is surjective on objects and preserves colimits) to finite coproducts on \( C_T \).

\(^1\)It is interesting that the distributivity of \( \mathcal{C} \) does not follow, however it does if we impose Moggi’s equalizing requirement [15].
Importantly, all the above (bi)functors, \( \times_T, T_T, \rightarrow_T, + \), are enriched over \( C \) and hence over \( D \), as is easily shown (we give the enrichment of \( T_T \) below). So all type constructors lift to multi-arity \( D \)-functors on the consistently algebraically compact \( C_T^{\text{OP}} \times C_T \).

Having made the above observations, it is easy to see how the Kleisli category can be used to model recursively typed call-by-value calculi (such as Plotkin’s metalanguage [18]). A type \( \sigma \) with (at most) \( n \) free type variables will be modelled by a symmetric \( D \)-functor:

\[
[\sigma] : (C_T^{\text{OP}} \times C_T)^n \rightarrow C_T^{\text{OP}} \times C_T
\]

Now if \( \sigma \) has a free type variable \( V \) (and \( n \) other variables) then its denotation will be:

\[
[\sigma] : (C_T^{\text{OP}} \times C_T)^n \times (C_T^{\text{OP}} \times C_T) \rightarrow C_T^{\text{OP}} \times C_T
\]

(where the behaviour on the second argument models instantiations of \( V \)). To model recursive types we want to define:

\[
[\mu V. \sigma] = [\sigma]^1 : (C_T^{\text{OP}} \times C_T)^n \rightarrow C_T^{\text{OP}} \times C_T
\]

which by the remarks on page 3 is symmetric, and by Theorem 5.5 is a \( D \)-functor as required. Thus in order to model recursive types it is necessary for \( C_T^{\text{OP}} \times C_T \) to have enough initial algebras (equivalently terminal coalgebras) for the \( [\sigma]^1 \) functor to always be definable. One could demand that it be algebraically compact with respect to \( D \)-functors (the example of \( C = \text{Predom} \) shows that this is consistent). However, in general it is sufficient to require only those initial algebras necessary for modelling all syntactically definable types.

Our approach leads to the possibility of having essentially algebraic notions of model for languages like Plotkin’s metalanguage. It would be interesting to fully develop the induced equational calculus for such a language. One merit of our characterisation of initial algebras (and terminal coalgebras) as special invariant-objects (Theorem 5.2), is that the property of being an initial algebra is thereby reduced to three equations (two expressing the isomorphism of the invariant object, and one expressing the defining property of being special). As well as the usual real-world models (\( p\text{Predom} \) for example [18]), there should also be an initial model and also a fully abstract closed-term model obtained by quotienting by operational equivalence.

We conclude this section with an application of the results of this paper to yield further information about \( \Phi \). The functor \( T_T \) referred to above inherits its behaviour on objects (of \( C_T \)) from the behaviour of \( T \) (on objects of \( C \)). On morphisms, \( T_T \) maps a morphism from \( X \) to \( Y \) in \( C_T \) given by \( X \xrightarrow{f} Y \) (in \( C \)) to the morphism from \( T \). \( X \) to \( T \). \( Y \) given by \( T \xrightarrow{\eta \circ \mu \circ T \ell \circ \ell} T \). \( T \). \( Y \). It is routine to check that this is indeed a functor on \( C_T \). Moreover \( T_T \) is a \( D \)-functor on \( C_T \). Its enrichment is given by morphisms \( Y^X \xrightarrow{T_T} T Y^X \), defined as \( \Lambda \) applied to:

\[
Y^X \times TX \xrightarrow{\eta \circ \mu \circ T \ell \circ t} T^2 Y
\]

Lemma 6.5 \( T \Phi \xrightarrow{\Phi} \Phi \) is an initial \( T_T \) algebra in \( C_T \).

Proof. Take any morphism \( X \xrightarrow{f} X \) in \( C_T \). Thus \( TX \xrightarrow{f} TX \) in \( C \). Consider the diagrams

\[
\begin{array}{ccc}
Y^X \times TX & \xrightarrow{\eta \circ \mu \circ T \ell \circ t} & T^2 Y \\
\text{Lemma 6.5} & \text{Lemma 6.5} & \text{Lemma 6.5}
\end{array}
\]
below, the first in $C_T$, the second in $C$.

\[
\begin{array}{ccc}
T\Phi & T_T x & TX \\
\downarrow & \uparrow & \downarrow \\
F_T \sigma & f & \sigma \\
\downarrow & \downarrow & \downarrow \\
\Phi & x & X \\
\end{array} \quad \quad \quad \quad
\begin{array}{ccc}
T\Phi & T x & T^2 X \\
\downarrow & \downarrow & \downarrow \\
F_T \sigma & f \circ \mu & \sigma \\
\downarrow & \downarrow & \downarrow \\
\Phi & x & TX \\
\end{array}
\]

We now show that $x$ makes (1) commute if and only if it makes (2) commute (the reason for the type mismatch in the diagrams is that in (1) $x$ is considered qua Kleisli morphism).

\[
f \circ T_T x = c \circ F_T \sigma \quad \text{in } C_T
\]

\[
\text{iff} \quad \mu \circ T f \circ \eta \circ \mu \circ Tx = \mu \circ Tx \circ \eta \circ \sigma \quad \text{in } C \quad \text{(translation of above)}
\]

\[
\text{iff} \quad \mu \circ \eta \circ f \circ \mu \circ Tx = \mu \circ \eta \circ x \circ \sigma \quad \text{in } C \quad \text{(by naturality of } \eta \text{)}
\]

\[
\text{iff} \quad f \circ \mu \circ Tx = x \circ \sigma \quad \text{in } C \quad \text{(by monad unit law)}
\]

It follows (from the initiality of $T\Phi \xrightarrow{\sigma^{-1}} \Phi$ in $C$) that there is a unique $x$ making (1) commute.

\[\square\]

**Theorem 6.6** $\Phi \xrightarrow{\sigma^{-1}} T\Phi$ is a terminal $T$-coalgebra in $C$.

**Proof.** By the lemma, $T\Phi \xrightarrow{F_T \sigma} \Phi$ is an initial $T_T$ algebra in $C_T$. So, by consistent algebraic compactness for $D$-functors, $\Phi \xrightarrow{F_T \sigma^{-1}} T\Phi$ is a terminal $T_T$ coalgebra in $C_T$.

To prove the theorem, take any morphism $X \xrightarrow{f} TX$ in $C$. Now consider the two diagrams below, the first in $C$, the second in $C_T$.

\[
\begin{array}{ccc}
TX & T x & T\Phi \\
\downarrow & \uparrow & \downarrow \\
x & f & \sigma^{-1} \\
\downarrow & \downarrow & \downarrow \\
X & \Phi & X \\
\end{array} \quad \quad \quad \quad
\begin{array}{ccc}
TX & T_T y & T\Phi \\
\downarrow & \uparrow & \downarrow \\
y & F_T \sigma^{-1} & F_T f \\
\downarrow & \downarrow & \downarrow \\
X & \Phi & X \\
\end{array}
\]

We show that:

\[
F_T : \{ X \xrightarrow{x} \Phi \text{ in } C \mid (1) \text{ commutes} \} \rightarrow \{ X \xrightarrow{y} \Phi \text{ in } C_T \mid (2) \text{ commutes} \}
\]

is a well-defined bijection. Then the terminality of $\Phi \xrightarrow{\sigma^{-1}} T\Phi$ in $C$ follows from that of $\Phi \xrightarrow{F_T \sigma^{-1}} T\Phi$ in $C_T$.

First, note that $F_T T x = T_T F_T x$. So if $x$ makes (1) commute then $y = F_T x$ makes (2) commute, as (2) is the image of (1) under $F_T$. So $F_T$ is indeed a well-defined function between the two sets. Also the function is injective, as the faithfulness of $F_T$ follows easily from the faithfulness of $T$.

It remains to show that any $y$ making (2) commute is obtained as $y = F_T x$ for some $x$ making (1) commute. Note that $T_T y = F_T (\mu \circ Ty)$ (where on the right-hand side we consider $X \xrightarrow{y} T\Phi$ qua morphism in $C$). So if $y$ makes (2) commute then:

\[
\begin{align*}
y &= F_T \sigma \circ T_T y \circ F_T f \\
&= F_T \sigma \circ F_T (\mu \circ Ty) \circ F_T f \\
&= F_T (\sigma \circ \mu \circ Ty \circ f)
\end{align*}
\]
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Now setting $x = \sigma \circ \mu \circ T y \circ f$, we have (by the assumption that (2) commutes) that $F_T(Tx \circ f) = F_T(\sigma^{-1} \circ x)$. So, by the faithfulness of $F_T$, $Tx \circ f = \sigma^{-1} \circ x$, and (1) does indeed commute. □

It is known that for any strong monad, $T$, any initial $T$-algebra $T\Phi \xrightarrow{\sigma} \Phi$ for which $\sigma^{-1}$ is a terminal $T$-coalgebra gives $\Phi$ as a fixed-point object (see [2]). The above theorem shows that, when the monad is commutative and $T$ faithful, any fixed-point object arises in such a way. Perhaps, in the light of Freyd’s work, it would be more natural to define the notion of fixed-point object using the terminal coalgebra requirement rather than the global element $\omega$.

7 Conclusions

We have given conditions on a category with a strong monad under which Freyd’s principle of versality holds (for suitably enriched endofunctors) in the Kleisli category. This means that, assuming enough initial algebras exist, one can model recursively typed calculi in the Kleisli category.

Although the use of the Kleisli category is in keeping with Moggi’s approach to semantics [14], there are also reasons to be interested in the Eilenberg-Moore category. Under certain conditions the Eilenberg-Moore category is bicartesian, symmetric monoidal closed, with a comonad and thus models intuitionistic linear logic (an observation due to Gordon Plotkin and Bart Jacobs, see [9] for details). So the Eilenberg-Moore category has the potential to model quite sophisticated type-systems. In order to model recursive types we would like to apply the analysis of Section 5 to the Eilenberg-Moore category. The work of Kock [13] leads us to believe that, whenever $C$ is cartesian closed with finite limits and $T$ is commutative, then $C^T$ can be construed as a $D$-category with bilinear composition. Thus under these conditions (which are in any case necessary for obtaining the model of intuitionistic linear logic), a treatment along the lines of that of Section 6 should also be possible for $C^T$.

An interesting open problem is to find general conditions that will ensure that the initial algebras used to model recursive types are constructable as the colimits of $\omega$-chains starting with an initial object (as in the classical case of $O$-categories [21]). Ideally one would then like to obtain consistent algebraic compactness from a limit/colimit coincidence along the lines of [21, Theorem 2].

One further question is whether there are general conditions that will ensure the existence of enough initial algebras to solve recursive type equations. If initial algebras are obtainable as $\omega$-colimits, then it is sufficient to require enough cocompleteness (or dually, completeness for terminal coalgebras). In fact, for internally small complete categories (with respect to some topos) the question has a rather trivial answer. For abstract reasons, any small complete category is (bi)algebraically complete (that is all internal endofunctors have both initial algebras and terminal coalgebras) [8]. In this setting a quite simple requirement suffices to obtain algebraic compactness: it is enough that the hom-“sets” of the category are objects of the topos for which every endomorphism has a fixed-point. This approach should be applicable to the Eilenberg-Moore categories of suitable internal strong monads on small complete categories (for abstract reasons the Eilenberg-Moore categories will also be small complete) such as the lift monad on a small complete category of predomains. So, in such a situation, (internal) algebraic compactness can be obtained without resorting to the analysis of this paper.
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Appendix

This appendix contains the diagrams used in the proofs of propositions from Section 6. For the basic properties of strong monads the reader is referred to [14]. The list below gives keys to explanations for the individual commuting squares.

1. Naturality of $\eta$.
2. Naturality of $\mu$.
3. Unit law of monad.
4. Associative law of monad.
5. Naturality of $t$ or $t'$.
6. Basic property of $t$ or $t'$.
7. Derivable property of $t$ and $t'$.
8. Definition of $m$.
9. Definition of $y^t_f$, $z^t_f$ or $z^y_t$.
Figure 1: Diagrams for proof of Proposition 6.1.
Figure 2: Diagrams for proof of Proposition 6.2.
Figure 3: Diagrams for proof of Proposition 6.3.
Figure 4: Diagrams for proof of Proposition 6.4.