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A STABILISED FINITE ELEMENT METHOD FOR
THE CONVECTION-DIFFUSION-REACTION EQUATION
IN MIXED FORM

GABRIEL R. BARRENECHEA∗, ABNER H. POZA†, AND HEATHER YORSTON‡

Abstract. This paper is devoted to the approximation of the convection-diffusion-reaction equation using a mixed, first-order, formulation. We propose, and analyse, a stabilised finite element method that allows equal order interpolations for the primal and dual variables. This formulation, reminiscent of the Galerkin least-squares method, is proven stable and convergent. In addition, a numerical assessment of the numerical performance of different stabilised finite element methods for the mixed formulation is carried out, and the different methods are compared in terms of accuracy, stability, and sharpness of the layers for two different classical test problems.

1. Introduction. Despite the large amount of work that has been devoted to the numerical approximation of convection dominated problems, there is still the open question of finding a method that 'ticks all the boxes'. By this, we mean a method that provides stable results while not smearing the sharp layers appearing in the solution. For example, the SUPG method (cf. [10, 34]) has been accepted as an efficient method that produces sharp layers, but at the cost of producing over- and undershoots in the regions close to them. In order to avoid these non-physical oscillations, several methods have been proposed over the years, including Continuous Interior Penalty (e.g. [11]), LPS methods (e.g. [28]), or using shock-capturing related ideas (see, e.g., [26, 27] for a review, and [22, 2, 4, 3] for more recent developments). Several alternatives were compared in the relatively recent paper [1], and the conclusion was that, up to that date, no method could be considered to be completely satisfactory.

Alternatively, some attempts have been made to approximate this problem by first rewriting it as a first-order system. To the best of our knowledge, the first papers that addressed this possibility were [16, 17]. Different first-order formulations were tried in these papers, and the discretisation was carried out by means of Raviart-Thomas finite element methods (cf. [33]). Nevertheless, two issues remain that are not covered by those papers. Firstly, the numerical stability of the resulting scheme was only proven when the mesh discretisation parameter was small enough, which limits the applicability of such a discretisation to the diffusion-dominated case. Secondly, since the discretisation did not include any form of stabilisation, the same instabilities from the plain Galerkin scheme are to be expected for this mixed method. With the aim of addressing that issue, in [35] the author proposes a new method, which also uses Raviart-Thomas spaces, but adds an upwind-based stabilisation. Nevertheless, the resulting method is only applicable to higher order discretisations. A more modern approach, including a posteriori error estimation and different choices for finite element spaces, can be found in [14].

Several works have tried to address the points raised in the previous paragraph. For example, one possibility is to consider a least-squares method, such as FOSLS. This
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leads to an elliptic problem, thus freeing the choice of the finite element spaces, see, e.g., [12, 13, 19] and the references therein, or [6] for more general least-squares methods and an extensive review. One disadvantage of this sort of approach is that it leads to fairly diffusive layers, thus, again, making its interest for convection-dominated problems limited; see [24] for a discussion on this issue, [29] for the possibility of using a FOSLS method combined with an enrichment of the finite element space with bubble functions, or [29] for a streamline-based FOSLS method. To address this issue, in [15] a weighted FOSLS method was proposed, combined with a weak imposition of the boundary conditions. Alternatively, some finite volume-inspired methods have been proposed in conjunction with Raviart-Thomas elements (see, e.g. [7]). However, their performance for problems that contain strong layers is still to be tested. Other approaches to stabilise this mixed problem include the hybridized discontinuous Galerkin methods (see, e.g., [32]), the discontinuous Petrov-Galerkin method with optimal test functions (see, e.g. [9, 8]), and augmented formulations (see, e.g., [21, 5]). It is interesting to remark that almost none of the references just quoted use Lagrangian elements for both variables. In fact, several of them make use of the Raviart-Thomas’ space for the vector variable, even in the case the final formulation is driven by an elliptic bilinear form.

In this work we pursue a different approach. Our interest is to approximate the convection-diffusion-reaction equation using a mixed, first-order formulation, but using standard Lagrangian elements in both variables. Thus, stabilisation is needed in order to prove stability and convergence. As far as we are aware, the only method that has been proposed with this purpose is the one presented in [31], which is a modification of the method proposed in [30] for the Darcy equation. In the work [31] no stability, or error estimates, are proven. Our first aim is to bridge this gap. In the process of trying to analyse the method from [31], the need to modify its definition appeared. Thus, in this work we propose a new stabilised mixed finite element method for the first order writing of the convection-diffusion-reaction equation, which can be proven to be stable and convergent. To assess the performance of the new method, we have also carried out intensive comparisons with several previously existing alternative methods. More precisely, by means of two standard test cases for the convection-diffusion equation we have compared the new method to the original method from [31] and two variants of the FOSLS approach. As a reference, we have also considered the results provided by the SUPG method.

The rest of this manuscript is organised as follows. In Section 2 the problem of interest and the main notations are introduced. The stabilised finite element method is presented in Section 3 and its stability is proven. In Section 4 error estimates are shown, and these are corroborated numerically in Section 5. In Section 6 some alternative finite element methods for the mixed formulation of the convection-diffusion equation are reviewed, and then a detailed comparison of the performance of these alternatives with the present approach is given.

2. Notation and preliminaries. We consider $\Omega \subseteq \mathbb{R}^d$, $d = 2, 3$, an open, bounded, polyhedral domain with Lipschitz boundary $\Gamma$. Standard notations for Sobolev spaces and their corresponding norms are used throughout. For $D \subseteq \Omega$, the inner product in $L^2(D)$, or $L^2(D)^d$, is denoted by $(\cdot, \cdot)_D$. In the case $D = \Omega$ the subscript will be dropped. The norm and semi-norm in $W^{m,p}(D)$ will be denoted by $\| \cdot \|_{m,p,D}$ and $| \cdot |_{m,p,D}$, respectively, with the convention $\| \cdot \|_{m,D} = \| \cdot \|_{m,2,D}$, where $H^m(D) = W^{m,2}(D)$ and $L^2(D) = H^0(D)$. We also introduce the subspace of $L^2(\Omega)^d$:

$$H(\text{div}; \Omega) = \{ w \in L^2(\Omega)^d : \nabla \cdot w \in L^2(\Omega) \}.$$
Our problem of interest is the following convection–diffusion–reaction equation: find $p$ such that
\[
\begin{cases}
-\varepsilon \Delta p + \mathbf{\alpha} \cdot \nabla p + \mu p = f & \text{in } \Omega, \\
p = 0 & \text{on } \Gamma,
\end{cases}
\tag{2.1}
\]
where $\mathbf{\alpha} \in W^{1,\infty}(\Omega)^d$ is a convective field such that $\nabla \cdot \mathbf{\alpha} = 0$ in $\Omega$, $\varepsilon > 0$ is a diffusion coefficient, $\mu > 0$ is a reaction coefficient, and $f \in L^2(\Omega)$. To rewrite (2.1) as a first-order mixed problem we define the total flux by $v := -\varepsilon \nabla p + \mathbf{\alpha} p$ as an independent variable, so that (2.1) becomes
\[
\begin{cases}
1/\varepsilon \, v + \nabla p - 1/\varepsilon \, \mathbf{\alpha} p = 0 & \text{in } \Omega, \\
\nabla \cdot v + \mu p = f & \text{in } \Omega, \\
p = 0 & \text{on } \Gamma.
\end{cases}
\tag{2.2}
\]
Following a standard approach, we obtain the following weak formulation of (2.2): find $(v, p) \in V \times Q := H(\text{div}; \Omega) \times L^2(\Omega)$ such that
\[
1/\varepsilon \, (v, w) - (p, \nabla \cdot w) - 1/\varepsilon \, (\mathbf{\alpha} p, w) + (\nabla \cdot v, q) + \mu (p, q) = (f, q),
\tag{2.3}
\]
for all $(w, q) \in V \times Q$.

Remark 1. An alternative formulation arises if, instead of the total flux, the diffusive flux $v_d = -\varepsilon \nabla p$ is introduced as an extra unknown. This has been done in [16, 35, 15]. In this case the first-order system for (2.1) becomes
\[
\begin{cases}
1/\varepsilon \, v_d + \nabla p = 0 & \text{in } \Omega, \\
\nabla \cdot v_d + \nabla p + \mathbf{\alpha} + \mu p = f & \text{in } \Omega, \\
p = 0 & \text{on } \Gamma.
\end{cases}
\tag{2.4}
\]
The weak variational form for (2.4) reads: find $(v_d, p) \in V \times Q$ such that
\[
1/\varepsilon \, (v_d, w) - (p, \nabla \cdot w) + (\nabla \cdot v_d, q) - 1/\varepsilon \, (\mathbf{\alpha} \cdot v_d, q) + \mu (p, q) = (f, q),
\tag{2.5}
\]
for all $(w, q) \in V \times Q$.

Remark 2. Using the Lax-Milgram Lemma, it can be proven that (2.1) has a unique weak solution $p \in H^1_0(\Omega)$; see [18] for details. Thus, the existence and uniqueness of solution of the problem (2.3), or (2.5), follows from the fact that a solution of either of these problems is a weak solution of (2.1), and vice-versa.

Remark 3. The restriction imposed on $\mathbf{\alpha}$, namely, its solenoidal character, appears to make the derivation of (2.3) from (2.1) clearer. The introduction of the diffusive flux $v_d$ leading to (2.5), does not need this restriction, which has made some authors (especially the ones that have presented the FOSLS methods introduced in Section 6.1.3 below) favor the latter alternative. Nevertheless, in order to show the existence of solutions both formulations need the restriction $-\nabla \cdot \mathbf{\alpha}/\varepsilon + \mu \geq 0$, since under this condition, (2.1) can be proven to have one weak solution. In addition, it is important to remark that this restriction does not play any role in the proposal and analysis of the stabilised finite element method presented in the next section.
Let $\{T_h\}_{h>0}$ be a family of regular triangulations of $\Omega$, built up using simplices $T$ with diameter $h_T := \text{diam}(T)$, and $h := \max\{h_T : T \in T_h\}$. For a polynomial order $k \geq 1$, we introduce the finite element space for the flux variable as

$$H_h := \{ \varphi \in C^0(\Omega)^d : \varphi|_T \in P_k(T)^d \quad \forall T \in T_h \},$$

and the discrete subspace for the scalar variable $w$ as

$$Q_h^0 := Q_h \cap H^1_0(\Omega) \quad \text{where} \quad Q_h := \{ q_h \in C^0(\Omega) : q_h|_T \in P_k(T), \forall T \in T_h \}.$$

We will need the following properties of this operator in the sequel.

**Lemma 2.1.** There exists a positive constant $C$, independent of $h$, such that

$$\|\Pi_h(v)\|_{0,\Omega} \leq \|v\|_{0,\Omega} \quad \forall v \in L^2(\Omega)^d,$$

$$\|v - \Pi_h(v)\|_{0,\Omega} \leq C h |v|_{1,\Omega} \quad \forall v \in H^1(\Omega)^d.$$  \hspace{1cm} (2.9)

**Proof.** See Lemma 1.131 in [18]. \hfill \Box

We finally recall the following inverse inequality, which will be used throughout, and whose proof is a direct consequence of classical inverse inequalities for polynomial functions (see, e.g., [18, Lemma 1.138]): There exists $C_k > 0$, depending only on $k$ and the regularity of the mesh, such that, for all $w_h \in H_h$:

$$h_T \|\nabla \cdot w_h\|_{0,T} \leq C_k \|w_h\|_{0,T} \quad \forall T \in T_h.$$  \hspace{1cm} (2.11)

**3. The stabilised finite element method.** As mentioned in the introduction, our method is a modification of the one from [31] (see Section 6.1.1 later for details). More precisely, the stabilised finite element method studied in this work reads: find $(v_h, p_h) \in H_h \times Q_h^0$ such that

$$B((v_h, p_h), (w_h, q_h)) = (f, q_h) + \sum_{T \in T_h} \delta^T_{\text{div}}(f, \nabla \cdot w_h + \mu q_h)_T,$$  \hspace{1cm} (3.1)

for all $(w_h, q_h) \in H_h \times Q_h^0$, where the bilinear form $B(\cdot, \cdot)$ is given by

$$B((v_h, p_h), (w, q_h)) := \frac{1}{\varepsilon} (v_h, w_h) - (p_h, \nabla \cdot w_h) + (\nabla \cdot v_h, q_h) - \frac{1}{\varepsilon} (\alpha \cdot p_h, w_h) + \mu (p_h, q_h)$$

$$- \frac{\varepsilon}{2} \left( \frac{1}{\varepsilon} v_h + \nabla p_h - \frac{1}{\varepsilon} \alpha \cdot p_h, \frac{1}{\varepsilon} w_h - \nabla q_h + \frac{1}{\varepsilon} \alpha \cdot q_h \right)$$

$$+ \sum_{T \in T_h} \delta^T_{\text{div}}(\nabla \cdot v_h + \mu p_h, \nabla \cdot w_h + \mu q_h)_T,$$  \hspace{1cm} (3.2)

and the stabilisation parameter $\delta_{\text{div}}$ is defined as

$$\delta^T_{\text{div}} := \delta \min \left\{ h_T, \frac{h_T^2}{4\varepsilon} \right\} \quad \text{where} \quad \delta > 0 \text{ is arbitrary.}$$  \hspace{1cm} (3.3)
In what follows we will denote $\delta_{\text{div}} := \max_{T \in T_h} \delta_{\text{div}}^T$.

Remark 4. Although of similar shape, Method (3.1) and Masud-Kwack’s method [31] contain significant differences. The first is the addition of the convective term in the test function for the stabilising term. This is added to make the analysis possible (in fact, to the best of our knowledge, there is no analysis for the original method from [31]). Moreover, the div-div term added to the formulation improves the numerical results significantly.

The stability and error analysis will be carried out using the following mesh-dependent norm:

$$
\|(w, q)\|_h := \left\{ \frac{1}{\varepsilon} \|w - \Pi_h(\alpha \, q)\|_{0, \Omega}^2 + \varepsilon |q|_{1, \Omega}^2 + \mu \|q\|_{0, \Omega}^2 + \sum_{T \in T_h} \delta_{\text{div}}^T \|\nabla \cdot w + \mu q\|_{0, T}^2 \right\}^{1/2}.
$$

(3.4)

Using this norm, we present the main result about stability of the method.

Theorem 3.1. Let $B(\cdot, \cdot)$ be the bilinear form given by (3.2). Then, there exists a positive constant $C$, independent of $\varepsilon, \mu, h$, and $\alpha$, such that

$$
\sup_{(w_h, q_h) \in H_h \times Q_h^0} \frac{B((w_h, p_h), (w_h, q_h))}{\|(w_h, q_h)\|_h} \geq C \|(w_h, p_h)\|_h,
$$

(3.5)

for all $(w_h, p_h) \in H_h \times Q_h^0$. Thus, (3.1) is well-posed.

Proof. Let $(w_h, p_h) \in H_h \times Q_h^0$. First, using the definition of $B(\cdot, \cdot)$, and Cauchy–Schwarz and Young inequalities we arrive at

$$
B((w_h, p_h), (w_h, p_h)) = \frac{1}{2\varepsilon} \|w_h\|_{1, \Omega}^2 - \frac{1}{\varepsilon} (\alpha p_h, w_h) + \frac{\varepsilon}{2} |p_h|_{1, \Omega}^2 + \frac{1}{2\varepsilon} \|\alpha p_h\|_{0, \Omega}^2
+ \mu \|p_h\|_{0, \Omega}^2 + \sum_{T \in T_h} \delta_{\text{div}}^T \|\nabla \cdot w_h + \mu p_h\|_{0, T}^2
\geq \frac{\varepsilon}{2} |p_h|_{1, \Omega}^2 + \mu \|p_h\|_{0, \Omega}^2 + \sum_{T \in T_h} \delta_{\text{div}}^T \|\nabla \cdot w_h + \mu p_h\|_{0, T}^2.
$$

(3.6)

Let now $w_h \in H_h \times Q_h^0$. The definition of $B(\cdot, \cdot)$ and integration by parts give

$$
B((w_h, p_h), (w_h, 0)) \begin{align*}
= & \frac{1}{\varepsilon} (w_h, w_h) - (p_h, \nabla \cdot w_h) - \frac{1}{\varepsilon} (\alpha p_h, w_h) - \frac{\varepsilon}{2} \left( \frac{1}{\varepsilon} w_h + \nabla p_h - \frac{1}{\varepsilon} \alpha p_h, \frac{1}{\varepsilon} w_h \right) \\
+ & \sum_{T \in T_h} \delta_{\text{div}}^T (\nabla \cdot w_h + \mu p_h, \nabla \cdot w_h)_T \\
= & \frac{1}{2\varepsilon} (w_h - \alpha p_h, w_h) + \frac{1}{2} (\nabla p_h, w_h) + \sum_{T \in T_h} \delta_{\text{div}}^T (\nabla \cdot w_h + \mu p_h, \nabla \cdot w_h)_T.
\end{align*}
$$

Thus, using (3.3), (2.11), taking $\tilde{w}_h := w_h - \Pi_h(\alpha p_h)$, and using the Cauchy-Schwarz,
Adding (3.6) and (3.7), and defining \( \gamma := \min\{1, (\delta C_k^2)^{-1}\} \), the following holds

\[
B((v_h, p_h), (\tilde{w}_h, p_h)) \leq \frac{\varepsilon (4 - \gamma)}{8} \| p_h \|_{0,\Omega}^2 + \mu \| p_h \|_{0,\Omega}^2 + \frac{\gamma}{8 \varepsilon} \| v_h - \Pi_h(\alpha p_h) \|_{0,\Omega}^2
\]

\[
+ \sum_{T \in T_h} \frac{\delta_{\text{div}}^T C^2_k \delta}{2} \| \nabla \cdot v_h + \mu p_h \|_{0,T}^2 + \frac{\delta_{\text{div}}^T}{2 h_T^2} \| v_h - \Pi_h(\alpha p_h) \|_{0,T}^2
\]

\[
\geq C \| (v_h, p_h) \|_h^2.
\]

Finally, from (3.3), (2.11), and using that \( \gamma \leq 1 \), it follows that

\[
\| (v_h + \gamma \tilde{w}_h, p_h) \|_h \leq \frac{\sqrt{\varepsilon}}{\sqrt{8}} \| (v_h, p_h) \|_h + \frac{1}{\sqrt{\varepsilon}} \left[ \| v_h - \Pi_h(\alpha p_h) \|_{0,\Omega} + \sum_{T \in T_h} \frac{\delta_{\text{div}}^T C^2_k \delta}{h_T^2} \| v_h - \Pi_h(\alpha p_h) \|_{0,T}^2 \right]^{\frac{1}{2}}
\]

\[
\leq C \left[ \| (v_h, p_h) \|_h + \left( \sum_{T \in T_h} \frac{\delta_{\text{div}}^T C^2_k \delta}{h_T^2} \| v_h - \Pi_h(\alpha p_h) \|_{0,T}^2 \right)^{\frac{1}{2}} \right]^{\frac{1}{2}}
\]

\[
\leq \tilde{C} \| (v_h, p_h) \|_h,
\]

where \( \tilde{C} \) is independent of \( \varepsilon, \mu, h \) and \( \alpha \). Hence, from (3.8) the discrete inf–sup condition

\[
\sup_{(w_h, q_h) \in \mathcal{H}_h \times Q_h^0} \frac{B((v_h, p_h), (w_h, q_h))}{\| (w_h, q_h) \|_h} \geq \frac{B((v_h, p_h), (v_h + \gamma \tilde{w}_h, p_h))}{\| (v_h + \gamma \tilde{w}_h, p_h) \|_h}
\]

\[
\geq C \| (v_h, p_h) \|_h,
\]

follows, which concludes the proof. \( \square \)
4. Error analysis. Let $k \geq 1$. We introduce the Scott-Zhang interpolation operators $\mathcal{T}_h : H^1(\Omega)^d \rightarrow H_h$ and $\mathcal{J}_h : H^1_0(\Omega) \rightarrow Q_h^0$. These interpolation operators satisfy (see, e.g., [18])

$$|\eta^p|_{m,\Omega} := |v - \mathcal{T}_h v|_{m,\Omega} \leq Ch^{s-m} |v|_{s,\Omega} \quad \forall v \in H^s(\Omega)^d,$$  

$$|\eta^p|_{m,\Omega} := |p - \mathcal{J}_h p|_{m,\Omega} \leq Ch^{s-m} |p|_{s,\Omega} \quad \forall p \in H^s(\Omega) \cap H^0_0(\Omega),$$

for $0 \leq m \leq 2$ and $\max\{m,1\} \leq s \leq k+1$. The main error estimate for Method (3.1) is stated next.

**Theorem 4.1.** Let $(v, p) \in \mathcal{H}^{k+1}(\Omega)^d \times [H^{k+1}(\Omega) \cap H^0_0(\Omega)]$ be the solution of (2.3) and $(v_h, p_h) \in H_h \times Q_h^0$ the solution of (3.1). Then, there exists a positive constant $C$, independent of $\varepsilon$, $\mu$, and $h$, such that

$$\|(v - v_h, p - p_h)\|_h \leq Ch^k \left( M_1 |v|_{k+1,\Omega} + M_2 |p|_{k+1,\Omega} \right),$$

where

$$M_1 = C_1 \frac{h}{\varepsilon}, \quad M_2 = \mu^{1/2}h + \mu h^{3/2} + C_1 \left( \frac{\|\alpha\|_{0,\infty,\Omega}}{\varepsilon} + 1 \right),$$

and

$$C_1 = \min \left\{ \frac{\|\alpha\|_{0,\infty,\Omega}}{\mu^{1/2}}, \frac{\|\alpha\|_{1,\infty,\Omega}}{\mu^{1/2}} \right\} + \varepsilon^{1/2}.$$

**Proof.** First, using the definition of $\| \cdot \|_h$, the triangle inequality and estimates (4.1)-(4.2), we obtain

$$\|\eta^p, \eta^p\|_h \\
\leq \left\{ \frac{1}{\varepsilon^{1/2}} \|\eta^p\|_{0,\Omega} + \frac{1}{\varepsilon^{1/2}} \|\Pi_h(\alpha \eta^p)\|_{0,\Omega} + \varepsilon^{1/2} \|\eta^p\|_{1,\Omega} + \mu h^{1/2} \|\eta^p\|_{0,\Omega} + \delta^{1/2} \|\nabla \cdot \eta^p\|_{0,\Omega} + \delta^{1/2} \|\eta^p\|_{0,\Omega} \right\}$$

$$\leq \left\{ \frac{1}{\varepsilon^{1/2}} \|\eta^p\|_{0,\Omega} + \frac{\|\alpha\|_{0,\infty,\Omega}}{\varepsilon^{1/2}} \|\eta^p\|_{0,\Omega} + \varepsilon^{1/2} \|\eta^p\|_{1,\Omega} + \mu h^{1/2} \|\eta^p\|_{0,\Omega} + \delta^{1/2} \|\eta^p\|_{0,\Omega} + \delta^{1/2} \|\eta^p\|_{1,\Omega} + \delta^{1/2} \|\eta^p\|_{0,\Omega} \right\}$$

$$\leq Ch^k \left( \frac{h}{\varepsilon^{1/2}} |v|_{k+1,\Omega} + \varepsilon^{1/2} \left( \frac{\|\alpha\|_{0,\infty,\Omega}}{\varepsilon} + 1 \right) + \mu^{1/2}h + \mu h^{3/2} \right) |p|_{k+1,\Omega}.$$ (4.5)

Next, let $(w_h, q_h) \in H_h \times Q_h^0$. Then, applying (2.9) to $id - \Pi_h$ (where $id$ denotes the identity operator) we get

$$\|\alpha q_h - \Pi_h(\alpha q_h)\|_{0,\Omega} \leq \|\alpha\|_{0,\infty,\Omega} \|q_h\|_{0,\Omega} \leq \frac{\|\alpha\|_{0,\infty,\Omega}}{\mu^{1/2}} \|(w_h, q_h)\|_h.$$ (4.6)

Alternatively, if we use a discrete commutator property (see Lemma 1.137 in [18]) we obtain

$$\|\alpha q_h - \Pi_h(\alpha q_h)\|_{0,\Omega} \leq C h \|\alpha\|_{1,\infty,\Omega} \|q_h\|_{0,\Omega} \leq C \frac{\|\alpha\|_{0,\infty,\Omega}}{\mu^{1/2}} \|(w_h, q_h)\|_h.$$ (4.7)

So, from (4.6) and (4.7), we get

$$\|\alpha q_h - \Pi_h(\alpha q_h)\|_{0,\Omega} \leq C \min \left\{ \frac{\|\alpha\|_{0,\infty,\Omega}}{\mu^{1/2}}, \frac{h}{\mu^{1/2}} \right\} \|(w_h, q_h)\|_h.$$ (4.8)
Thus, using the triangle inequality and (4.8) we arrive at
\[
\|w_h - \alpha q_h\|_{0,\Omega} \leq \|w_h - \Pi_h(\alpha q_h)\|_{0,\Omega} + \|\alpha q_h - \Pi_h(\alpha q_h)\|_{0,\Omega} \leq C \|w_h, q_h\|_h,
\]
where \(C\) is given by (4.4), for all \((w_h, q_h) \in H_h \times Q_h^0\).

Using the definition of \(B\) and integration by parts, we arrive at
\[
B((\eta^p, \eta^p), (w_h, q_h))
= \frac{1}{2\varepsilon} (\eta^p - \alpha \eta^p, w_h) + \frac{1}{2} (\nabla \eta^p, w_h - \alpha q_h) - \frac{1}{2\varepsilon} (\eta^p - \alpha \eta^p, \alpha q_h)
+ \frac{\varepsilon}{2} (\nabla \eta^p, \nabla q_h) - \frac{1}{2} (\eta^p + \alpha \eta^p, \nabla q_h) + \mu (\eta^p, q_h) + \delta_{\nabla} (\nabla \cdot \eta^p + \mu \eta^p, \nabla \cdot w_h + \mu q_h)
= \frac{1}{2} \left( \frac{1}{\varepsilon} \eta^p - \frac{1}{\varepsilon} \alpha \eta^p + \nabla \eta^p, w_h - \alpha q_h \right) + \frac{1}{2} (\varepsilon \nabla \eta^p - \eta^p - \alpha \eta^p, \nabla q_h) + \mu (\eta^p, q_h)
+ \delta_{\nabla} (\nabla \cdot \eta^p + \mu \eta^p, \nabla \cdot w_h + \mu q_h)
= I_1 + I_2 + I_3 + I_4. \tag{4.10}
\]

We bound the expression above term by term. First, \(I_1\) is bounded using Cauchy–Schwarz inequality, estimate (4.11)–(4.2) and (4.8) as follows
\[
I_1 \leq \frac{1}{\varepsilon} \|\eta^p\|_{0,\Omega} + \frac{\|\alpha\|_{0,\Omega}}{\varepsilon} \|\eta^p\|_{0,\Omega} + \|\eta^p\|_{1,\Omega}
\leq C \|w_h - \alpha q_h\|_{0,\Omega}
\leq C_1 h^k \left\{ \frac{h}{\varepsilon} |w|_{k+1,\Omega} + \left( \frac{\|\alpha\|_{0,\Omega}}{\varepsilon} + 1 \right) |p|_{k+1,\Omega} \right\} \|w_h, q_h\|_h. \tag{4.11}
\]

Using the Cauchy–Schwarz inequality and (4.11)–(4.2), \(I_2\) is bounded as follows
\[
I_2 = \frac{\varepsilon}{2} (\nabla \eta^p, \nabla q_h) - \frac{1}{2} (\eta^p, \nabla q_h) - \frac{1}{2} (\alpha \eta^p, \nabla q_h)
\leq C h^k \left\{ \frac{h}{\varepsilon^{1/2}} |w|_{k+1,\Omega} + \varepsilon^{1/2} \left( 1 + \frac{\|\alpha\|_{0,\Omega}}{\varepsilon} \right) |p|_{k+1,\Omega} \right\} \|w_h, q_h\|_h. \tag{4.12}
\]

For the third term in (4.10), we have
\[
I_3 \leq C \mu \|\eta^p\|_{0,\Omega} \|q_h\|_{0,\Omega} \leq C \mu^{1/2} h^{k+1} \|p|_{k+1,\Omega} \|\|w_h, q_h\|_h. \tag{4.13}
\]

Finally, the last term in (4.10) is bounded as follows
\[
I_4 \leq C h^k \left\{ \varepsilon \delta_{\nabla} |\eta^p|_{1,\Omega} + \varepsilon \delta_{\nabla} \|\eta^p\|_{0,\Omega} \right\} \|w_h, q_h\|_h
\leq C h^k \left\{ \frac{h}{\varepsilon^{1/2}} |w|_{k+1,\Omega} + \mu h^{3/2} |p|_{k+1,\Omega} \right\} \|w_h, q_h\|_h. \tag{4.14}
\]

Thus, defining \(e_h^w := w_h - \mathcal{I}_h w\) and \(e_h^p := p_h - \mathcal{J}_h p\), using the consistency of the scheme, (3.5), and combining (4.11)–(4.14) with (4.10), we arrive at
\[
\|(e_h^w, e_h^p)\|_h \leq C \sup_{(w_h, q_h) \in H_h \times Q_h^0} \frac{B((e_h^w, e_h^p), (w_h, q_h))}{\|\|w_h, q_h\|_h}
= C \sup_{(w_h, q_h) \in H_h \times Q_h^0} \frac{B((\eta^p, \eta^p), (w_h, q_h))}{\|\|w_h, q_h\|_h}
\leq C h^k \left\{ \frac{C_1 h}{\varepsilon} |w|_{k+1,\Omega} + \left[ C_1 \left( \frac{\|\alpha\|_{0,\Omega}}{\varepsilon} + 1 \right) + \mu^{1/2} h + \mu h^{3/2} \right] |p|_{k+1,\Omega} \right\}. \tag{4.15}
\]
Using then the triangle inequality we arrive at
\[ \| (v - v_h, p - p_h) \| \leq \| (\eta^v, \eta^p) \| + \| (e_h^v, e_h^p) \|, \]
and the result follows using (4.15) and (4.5).

**Remark 5.** If we suppose \( \alpha \in W^{2,\infty}(\Omega)^d \) then a further use of the discrete commutator property gives
\[ \| \alpha q_h - \Pi_h (\alpha q_h) \|_{0,\Omega} \leq C h^2 \| \alpha \|_{2,\infty,\Omega} |q_h|_{1,\Omega} \leq C \frac{\| \alpha \|_{2,\infty,\Omega} h^2}{\varepsilon^{1/2}} \| (w_h, q_h) \|_h. \] (4.16)
Thus, combining this estimate with (4.7) we obtain
\[ \| \alpha q_h - \Pi_h (\alpha q_h) \|_{0,\Omega} \leq C C_1 \| (w_h, q_h) \|_h, \] (4.17)
but now with \( C_1 := \min \left\{ \frac{\| \alpha \|_{0,\infty,\Omega}}{\mu^{1/2}}, \frac{\| \alpha \|_{1,\infty,\Omega h}}{\mu^{1/2}}, \frac{\| \alpha \|_{2,\infty,\Omega} h^2}{\varepsilon^{1/2}} \right\} + \varepsilon^{1/2} \) in Theorem 4.1.

**Remark 6.** It is important to remark that neither the stability analysis nor the convergence analysis of the stabilised method (3.1) uses the fact that \( \alpha \) is solenoidal. As was mentioned earlier, this restriction is only used to derive (2.3). If \( \alpha \) is not assumed to be solenoidal, then, starting from (2.3), the method can still be proposed and analysed, but the relation between (2.3) and (2.1) is less clear. Alternatively, a stabilised method similar to (3.1) can be proposed starting from (2.5) instead. The implications of this are not clear at the moment, and will be the subject of future research.

5. Convergence studies for Method (3.1).

5.1. A two-dimensional problem with a smooth analytical solution.
We start testing the numerical performance of Method (3.1) by considering a two-dimensional example with a smooth, known solution. More significant tests with singular solutions will be considered afterwards. For this, and all subsequent, numerical experiments the value of \( \delta \) has been set to 1. We consider \( \Omega = (0,1)^2 \), \( \alpha = [y,-x]^T \), \( \mu = 0 \), and test with different values of \( \varepsilon \) ranging from \( 10^{-5} \) to 1. Both \( f \) and the boundary conditions are chosen such that the solution of (2.1) is given by \( p(x,y) = 100x^2(1-x)^2y(1-y)(1-2y) \), depicted in Figure 5.1a. Structured Friedrichs–Keller–type meshes are used in these computations as shown in Figure 5.1b, where \( N \) is the number of nodes along one side.
In Figure 5.2 we depict the errors obtained on implementing method (3.1) in a sequence of uniformly refined meshes obtained increasing the value of \( N \). The first two plots correspond to the results obtained by using \( P_1 \) elements for both variables, \( p \) and \( v \), with \( \varepsilon = 10^{-3} \) (Figure 5.2a) and \( \varepsilon = 10^{-5} \) (Figure 5.2b). We observe that all the errors tend to zero with a ratio which is consistent with the results of Section 3. The same comments are applicable to the cases depicted in the Figures 5.2c and 5.2d where quadratic \( P_2 \) elements are considered for both variables.
Finally, to justify our choice of stabilisation parameter \( \delta \) we carry out the following experiment. We fix a mesh, of the type depicted in Figure 5.1b with \( N = 2^6 \), \( \varepsilon = 10^{-3} \), and compute the errors for the method using a range of values for \( \delta \), spanning from \( 10^{-2} \) to \( 10^2 \). The results are depicted in Figure 5.3. For this smooth solution all the errors, except for the one associated to the divergence of \( v \) (which is multiplied by \( \delta^2 \)), show a fairly robust behavior with respect to \( \delta \) in this range (they do deteriorate for more extreme choices). This will not be the case for a problem presenting boundary and interior layers, as it will be the subject of a numerical test presented later.
5.2. A three-dimensional numerical experiment. In this section we perform a convergence test for the Method (3.1) for a smooth solution in a three-dimensional domain. We consider $\Omega = (0,1)^3$, $\varepsilon = 10^{-3}$, $\mu = 0$, $\alpha = [1,2,1]^T$, and $f$ is chosen such that the exact solution is given by

$$u(x,y,z) = \sin(2\pi x) \sin(2\pi y) \sin(2\pi z).$$

The domain is partitioned by dividing each side of the unit cube into $N$ segments of equal length. This generates a structured mesh of each face of the unit cube, which is then propagated inside the domain (for details, see the Freefem documentation, or [23]). We have measured the errors in the different norms, and the results are depicted in Figure 5.4, where we can see that they follow orders that are in accordance with the theoretical results.

6. A numerical assessment of different stabilised mixed methods. In this section we review different alternative mixed discretisations of (2.1), and carry out two series of numerical experiments to evaluate them, along with a further numerical assessment of the performance of Method (3.1).

6.1. Previous mixed methods for (2.1). We now review some existing stabilised mixed finite element methods for (2.1). Our presentation is restricted to $d = 2$ for simplicity.

6.1.1. Masud and Kwack method. For the method proposed in [31], continuous Lagrangian elements of order $k \geq 1$ were used to approximate both variables. The method reads as follows: find $(v_h, p_h) \in H_h \times Q_h^0$, such that

$$\frac{1}{\varepsilon} (v_h, v_h) - (p_h, \nabla \cdot w_h) = \frac{1}{\varepsilon} (\alpha p_h, w_h) + (\nabla \cdot v_h, q_h) + \mu (p_h, q_h)$$

$$- (\tau (v_h - \alpha p_h + \varepsilon \nabla p_h), \frac{1}{\varepsilon} w_h - \nabla q_h) = (f, q_h),$$

Fig. 5.1: Exact solution and sample mesh.
Fig. 5.2: Convergence studies for the Present Method.
The present method using $P_1 P_1$ elements.

(b) Present method using $P_2 P_2$ elements.

Fig. 5.3: Errors for the present method for $\varepsilon = 10^{-3}$, and different values for $\delta$.

(a) $3D - P_1 P_1$ Convergence study $\varepsilon = 10^{-3}$.  
(b) $3D - P_2 P_2$ Convergence study $\varepsilon = 10^{-3}$.

Fig. 5.4: Three-dimensional case with $\varepsilon = 10^{-3}$: convergence of the method.
for all \((w_h, q_h) \in H_h \times Q_h^0\). This method is referred to as MK in our numerical results. The value of \(\tau\) was estimated in [31] from calculations using bubble functions.

Remark 7. The differences between (6.1) and (3.1) appear in a more explicit manner. In fact, we see that (3.1) includes a term involving \(\alpha q_h\) that made it possible to show the inf-sup condition, and an extra div-div term that enhances the stability, thus improving the numerical results greatly.

6.1.2. Raviart–Thomas based mixed methods. The Raviart-Thomas pair of finite elements introduced in [33] is one of the most popular discrete inf-sup stable pairs for first-order mixed problems. For a simplex \(T \in T_h\), the \(RT_k\) space of order \(k \geq 0\), is defined as

\[
RT_k(T) = P_k(T) + xP_k(T).
\]

Then the associated global Raviart-Thomas space is given by

\[
RT_k(\Omega) = \{v_h \in H(\text{div}, \Omega) : v_h|_T \in RT_k(T), \forall T \in T_h\}.
\]

The primal variable \(p\) is approximated using the space of discontinuous piecewise polynomial function of degree \(k \geq 0\) given by

\[
P_{dc}^k(\Omega) = \{q_h \in L^2(\Omega) : q_h|_T \in P_k(T), \forall T \in T_h\}.
\]

The first mixed discretisations of (2.1) using the pair \(RT_k(\Omega) \times P_{dc}^k(\Omega)\) are presented in [16, 17]. However, since those papers deal with non-stabilised methods, the mixed formulations suffer from the same instabilities as the plain Galerkin method, and our numerical experiments confirm that fact. Therefore, we have not included this version in our numerical comparison. As was mentioned in the introduction, in [35] a stabilised finite element method was proposed for one of the weak forms from [16]. In that work, the imposition of essential boundary conditions is done weakly, without adding any extra enforcement of them. Then, although the method does produce sharp layers, this (very) weak imposition of the boundary conditions (especially at entry) leads to inaccurate results (see Figure 6.2 for details in the first case tested). Thus, we have also not included the method from [35] in our study.

6.1.3. Weakly imposed boundary conditions and a weighted FOSLS approach. As was mentioned in the introduction, FOSLS methods usually show diffusive results for problems involving sharp layers. To improve this, Chen et al. [15] proposed the following first-order formulation for (2.4).

\[
v + \varepsilon^{1/2} \nabla p = 0 \quad \text{in} \quad \Omega,
\]

\[
\varepsilon^{1/2} \nabla \cdot v + \alpha \cdot \nabla p + \mu p = f \quad \text{in} \quad \Omega.
\]

The solution is sought in the finite element space \(U_h := RT_k(\Omega) \times Q_h\), where \(Q_h\) is defined in (2.7), using \(k \geq 1\). The method proposed in [15] reads as follows: Find \((v_h, p_h) \in U_h\) such that

\[
(v_h + \varepsilon^{1/2} \nabla p_h, w_h + \varepsilon^{1/2} \nabla q_h) + \sum_{F \in \xi_h^g} h_F^{-1} \left(\varepsilon \max(-\alpha \cdot n, 0)) p_h, q_h\right)_F
\]

\[
+ (\varepsilon^{1/2} \nabla \cdot v_h + \alpha \cdot \nabla p_h + \mu p_h, \varepsilon^{1/2} \nabla \cdot w_h + \alpha \cdot \nabla q_h + \mu q_h)_F
\]

\[
= (f, \varepsilon^{1/2} \nabla \cdot w_h + \alpha \cdot \nabla q_h + \mu q_h) + \sum_{F \in \xi_h^g} h_F^{-1} \left(\varepsilon \max(-\alpha \cdot n, 0)) g, q_h\right)_F,
\]

(6.6)
for all \((w_h, q_h) \in U_h\). Here, \(\xi_h^E\) is the set of edges of the triangulation (denoted by \(F\)) that lie in the boundary \(\Gamma\), \(h_F = |F|\), \((\ldots)_F\) stands for the inner product in \(L^2(F)\), \(n\) denotes the unit normal vector outward to \(\Gamma\), and the term in the right-hand side involving \(g\) is present to cover the possibly more general case in which the boundary condition is \(p = g\) on \(\Gamma\). This method will be referred to as FOSLS in our numerical experiments. As an alternative weak imposition of the boundary conditions in \([15]\), the following method is proposed: find \((v_h, p_h) \in U_h\) such that

\[
(v_h + \varepsilon^{1/2} \nabla p_h, w_h + \varepsilon^{1/2} \nabla q_h) + \sum_{F \in \xi_h^E} \left( (h_F^{-1} \varepsilon + \max(-\alpha \cdot n, 0))p_h, q_h \right)_F
\]

\[
+ (\varepsilon^{1/2} \nabla \cdot v_h + \alpha \cdot \nabla p_h + \mu p_h, \varepsilon^{1/2} \nabla \cdot w_h + \alpha \cdot \nabla q_h + \mu q_h)
\]

\[
= (f, \varepsilon^{1/2} \nabla \cdot w_h + \alpha \cdot \nabla q_h + \mu q_h) + \sum_{F \in \xi_h^E} \left( (h_F^{-1} \varepsilon + \max(-\alpha \cdot n, 0))g, q_h \right)_F, \tag{6.7}
\]

for all \((w_h, q_h) \in U_h\). This alternative will be referred to as FOSLSb in our experiments that follow.

### 6.2. Advection skew to the mesh test.

This test is a slight variation of the test proposed in \([10]\). The advective velocity is chosen as \(\alpha = \frac{1}{\sqrt{3}}[1, 2]^T\) (giving \(|\alpha| = 1\)), and the same family of meshes from Figure 5.1b is used on the unit square domain of \(\Omega = (0, 1)^2\) with \(f = 0, \mu = 0, \) and \(\varepsilon\) in a range of values from \(10^{-5}\) to 1. We impose Dirichlet boundary conditions for \(p\) on the whole boundary, given by

\[
p(x, y) = \begin{cases} 1 & \text{on } \{(0, y) : 0 \leq y \leq 1\} \cup \{(x, 1) : 0 \leq x \leq 1\} \\ 0 & \text{on } \{(1, y) : 0 \leq y \leq 1\} \cup \{(x, 0) : 0 \leq x \leq 1\}. \end{cases}
\]

The analytical solution to this problem is not known. Therefore, we have computed a reference solution using the SUPG method on a highly refined mesh using \(N = 2^{11}\) (giving 8,388,608 triangles), and quadratic (\(P_2\)) elements. Elevations and cross-sections of the reference solution are depicted in Figure 6.1. The SUPG method has been implemented using the definition of the stabilisation parameter given in \([20]\), that is

\[
\tau_T = \frac{h_T}{2|\alpha|} \min \left\{ 1, \frac{m_h h_T |\alpha|}{2 \varepsilon} \right\} \quad \text{for } T \in T_h, \tag{6.8}
\]

and \(m_h\) is a constant appearing in an inverse inequality related to \([2.11]\) (for details, see \([20]\)).

To justify the non-inclusion of the method presented in \([35]\) in our detailed study, in Figure 6.2 we show the cross-section along the line \(y = 0.5\) of the solution given by it, compared to the reference, and the FOSLS method (both using \(RT_1(\Omega)\) elements for \(v\)). As was stated, the weak imposition of essential boundary conditions makes the results inaccurate. This can be seen in the figure, where the value of \(p_h\) misses the boundary condition by a margin too large to be deemed acceptable.

Before moving onto more detailed comparisons, we further justify our choice of the stabilisation parameter \(\delta\) by performing a sensitivity test. We fix \(\varepsilon = 10^{-4}\) and the mesh using \(N = 2^6\), and solve the problem for a variety of values for \(\delta\) ranging from \(10^{-2}\) to \(10^2\). The results are depicted in Figure 6.3, where we can observe that too small a value for \(\delta\) does not add enough stability to the method, resulting in the presence of significant oscillations in the discrete solution. On the other hand, too
large a value of $\delta$ results in a numerical solution that is too diffusive to be considered of practical interest. Based on these results (and others not shown in this manuscript due to space restrictions) we conclude that $\delta = 1$ is an appropriate value for the stabilisation parameter for this method.

In Figure 6.4 we depict elevations of the discrete solutions obtained using the different methods described in the last section. A more detailed comparison, using cross-sections along the lines $y = 0.5$ and $x = 0.7$, is carried out in Figure 6.5 (for linear elements) and Figure 6.6 (for quadratic elements). We also have included the solution obtained using the SUPG method on the same mesh, and the reference solution. We observe that the MK method exhibits oscillations near the outflow layer and that, although reduced, these are not eliminated when the mesh is refined. For quadratic elements we also include the results given by methods (6.6) and (6.7), since these are second order methods.

The same oscillations that appear for linear elements are also present for the MK
solution using quadratic elements. These are not present for FOSLS methods thanks to the weak imposition of the boundary conditions. However, this comes at the price of the FOSLS solutions not capturing the outflow boundary layer, unless the mesh is extremely refined. This can be observed in Figure 6.7a where we zoom in on the plots with all the solutions (except [31]) for \( N = 2^7 \). Here we observe that SUPG and the present method capture the outflow boundary layer, while the FOSLS methods do not.

We continue by examining the over- and undershoots produced by all of the methods. These are computed as follows:

\[
\begin{align*}
    p_{\text{max}} &= \max_{x \in \Omega} p_h(x) - 1, \\
    p_{\text{min}} &= \min_{x \in \Omega} p_h(x).
\end{align*}
\]

For quadratic elements, we have approximated these values by using the maximum and minimum over the degrees of freedom. These results are depicted for different levels of mesh refinement in Figure 6.8. The over- and undershoots given by the present method show a comparable behaviour to SUPG, with both outperforming the results given by both FOSLS methods and the MK method, especially for small values of \( \varepsilon \) (note that some of the results from the MK method lie outside the plots).

Finally, we compare the layer thickness of both the internal and outflow layers. In the graphs in Figure 6.9, the width of the interior layer is defined as the width of the interval taken for the value of the discrete solution \( p_h \) along the line \( y = 0.5 \) to decrease from 0.9 to 0.1. Similarly, the width of the outflow layer is defined as the width of the interval taken for the value of the discrete solution \( p_h \) along the line \( x = 0.7 \) to increase from 0.1 to 0.9. We observe that, among the mixed alternatives, the present method provides the best results. The internal layer width provided by
Fig. 6.3: Cross-sections of the solutions for different values of $\delta$.

(3.1) is comparable to the one given by the SUPG method, and the outflow layer is larger than the one given by SUPG for linear elements, and comparable to it for quadratic elements. The instabilities of the method in [31] led us to remove its results when considering $\varepsilon = 10^{-5}$. It is worth mentioning that the increase of the interior layer width with increasing refinement in both FOSLS methods is due to the fact that the weak imposition of the outflow boundary conditions makes the method only
capture the outflow layer if the mesh is refined enough. To illustrate this, in Figure 6.11 we plot elevations of the discrete solution given by both FOSLS methods with $\epsilon = 10^{-3}$ and $N = 2^8$, where we can see that they present an outflow layer that was absent when $N = 2^7$ was used.
Fig. 6.4: Advection skew to the mesh: Elevations using $N = 2^8$ and $\varepsilon = 10^{-4}$. 
Fig. 6.5: Advection skew to the mesh, \( \varepsilon = 10^{-4} \): Cross-sections of the different methods considered using linear elements.
Fig. 6.6: Advection skew to the mesh, $\varepsilon = 10^{-4}$: Cross-sections of the different methods considered using quadratic elements.
Fig. 6.7: Advection skew to the mesh, $\varepsilon = 10^{-4}$: Close-up of cross-sections of the different methods considered using quadratic elements.
(a) Linear elements over- and undershoots, $\varepsilon = 10^{-3}$.

(b) Linear elements over- and undershoots, $\varepsilon = 10^{-4}$.

(c) Quadratic elements over- and undershoots, $\varepsilon = 10^{-3}$.

(d) Quadratic elements over- and undershoots, $\varepsilon = 10^{-4}$.

Fig. 6.8: Advection skew to the mesh, different values for $\varepsilon$: Over- and undershoots for the different methods.
Fig. 6.9: Advection skew to the mesh, different values for $\varepsilon$: Internal layer thickness, $\theta$, for $0.1 < p(x, 0.5) < 0.9$ with respect to the refinement level.
Fig. 6.10: Advection skew to the mesh, different values for $\varepsilon$: Outflow layer thickness, $\theta$, for $0.1 < p(0.7, y) < 0.9$ with respect to the refinement level.
Fig. 6.11: Elevations for FOSLS methods, $N = 2^8$, $\varepsilon = 10^{-3}$.

Table 6.1: Details of Hemker meshes

<table>
<thead>
<tr>
<th>level</th>
<th>No of Triangles</th>
<th>No of Vertices</th>
<th>SUPG $P_2$ DOFs</th>
<th>Present DOFs $P_2$</th>
<th>FOSLS DOFs $RT1P1$</th>
<th>$h_{min}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>978</td>
<td>549</td>
<td>2076</td>
<td>4152</td>
<td>5559</td>
<td>0.098</td>
</tr>
<tr>
<td>1</td>
<td>3918</td>
<td>2079</td>
<td>8076</td>
<td>16152</td>
<td>21909</td>
<td>0.047</td>
</tr>
<tr>
<td>2</td>
<td>15522</td>
<td>8001</td>
<td>31524</td>
<td>63048</td>
<td>86091</td>
<td>0.023</td>
</tr>
<tr>
<td>3</td>
<td>61494</td>
<td>31227</td>
<td>123948</td>
<td>247896</td>
<td>339657</td>
<td>0.011</td>
</tr>
<tr>
<td>4</td>
<td>247542</td>
<td>124731</td>
<td>497004</td>
<td>994008</td>
<td>1364361</td>
<td>0.0056</td>
</tr>
<tr>
<td>5</td>
<td>988588</td>
<td>496214</td>
<td>1981016</td>
<td>3962032</td>
<td>5442994</td>
<td>0.0026</td>
</tr>
<tr>
<td>6</td>
<td>3951688</td>
<td>1979624</td>
<td>7910816</td>
<td>–</td>
<td>–</td>
<td>0.0012</td>
</tr>
</tbody>
</table>

6.3. The Hemker problem. The Hemker test has been used in numerous works as an example of a convection-dominated problem (see, e.g., [1]). The geometry and boundary conditions for this test case are depicted in Figure 6.12a and we have used $f = \mu = 0$, $\alpha = [1, 0]^T$, and $\varepsilon = 10^{-4}$. The convective field points towards the right of the domain. As a consequence, a boundary layer appears on the left-hand side of the circle, while two characteristic (interior) layers start from the top and bottom of the circle in the direction of the convection stretching out to the right-hand side. The meshes used were generated from an initial unstructured grid depicted in Figure 6.12b. Successive refinements led to meshes whose characteristics are detailed in Table 6.1. When using linear elements we used meshes up to level 6 and with quadratic elements we used meshes up to level 5. For this problem we have not included a comparison with the MK method since several plots lie outside the scale of the plots shown. A reference solution for the Hemker problem with $\varepsilon = 10^{-4}$, obtained using the SUPG method with quadratic elements on a very fine mesh (level 6), is depicted in Figure 6.13a. In Figure 6.13b we depict elevations of solutions given by the present method using...
both linear and quadratic elements and also the solutions provided by both the FOSLS methods.
A more detailed comparison is shown in Figure 6.14 where we depict the cross-sections of the solutions along the lines $y = 1$ and $x = 4$. In this figure we use linear elements and also include both the reference solution and the SUPG solution on the same mesh using $P_1$ elements. We can observe that the solutions provided by (3.1) and the one provided by the SUPG method are close to each other. We repeat this process for the quadratic elements and in Figure 6.15 we depict cross-sections of the present method, the reference solution, the solution given by the different versions of the FOSLS methods presented in subsection 6.1.3 and SUPG solutions on the same mesh. We observe that FOSLS fails to provide sharp layers. Close-ups of the regions near the layer on the left-hand side of the circle are shown in Figure 6.16. (Note that the FOSLS solutions do not appear on certain plots as they lie outside the range of the plot.)
To carry out more quantitative comparisons, in Figure 6.17 we depict the error of the computed solution with respect to that of the reference solution on level 4 along the lines $y = 1$ and $x = 4$. We observe that the present method’s results are comparable to the ones given by SUPG. The results of the other methods have been excluded since in some cases they lie outside the scale of the plot. The layer thickness using quadratic elements for all methods are depicted in Figure 6.18 where we confirm that the present method provides steeper layers than the other mixed approaches. Finally, in Figure 6.19 we plot the over- and undershoots of all methods tested. The lower undershoots that occur in FOSLS are consistent with the wider, more diffuse layers.
Fig. 6.13: Hemker problem: Discrete solutions for level 5.
Fig. 6.14: Hemker problem: Cross-sections using linear elements, level 5.
Fig. 6.15: Hemker problem: Cross-sections using quadratic elements, level 4.
Fig. 6.16: Hemker problem: Close up of the cross-sections using quadratic elements, level 4.
Fig. 6.17: Henker problem: Error with respect to the reference solution for linear elements (top) and quadratic elements (bottom).

### 7. Conclusion

In this work a modified version of the Masud-Kwack method for the mixed form of the convection-diffusion-reaction equation was proposed. The main motivation for this modification was the possibility of performing its error analysis, but the modifications thus introduced led to a significant improvement in the quality of the numerical results. To stress this fact, a review of different mixed finite element methods for the convection-diffusion equation was presented, and their numerical performance was assessed using two classical benchmark problems. The conclusion is that the present method emerges as the one that produces the best numerical results amongst the mixed methods reviewed in this work.

A drawback of the present method is the fact that the outer boundary layer seems to be more diffused than the one provided by SUPG (the inner layers appear to be of comparable width). Thus, further investigations will include possible local adaptations of the stabilisation parameter in order to deal with this. In addition, the fact that the stability and convergence of the present method has been analysed opens the door to perform more refined numerical analyses, such as local convergence analyses.
Fig. 6.18: Henker problem: Layer thickness, $\theta$, using quadratic elements for solution with $0.1 < p < 0.9$.

analysis, or the proposal of a posteriori error estimators. These will be the topics of future research.
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Fig. 6.19: Hemker problem: Over- and undershoots.


