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**Abstract**
For action systems, the critical task is to predict what will happen next. In language, however, the critical task is not to predict the next auditory event but to extract meaning. Reducing language to an action system, and putting prediction at center, mistakenly marginalizes our core capacity to communicate the novel and unpredictable.

**Main text**
The fluency and rapidity with which we make ourselves understood, especially within the context of a dialogue, demands explanation: It is astounding that speakers alternate with essentially a 0 ms gap between turns (Sacks, Schegloff, & Jefferson, 1974). In their paper, P&G rise to this challenge and put forward an interesting and cogent framework that addresses this pace, built upon an intertwining of production and comprehension processes in the service of language as an action system. This intertwining is the headline of their proposal, but the real explanatory meat lies in how these processes are jointly used: The creation and checking of forward models, aka *predictions*, about upcoming linguistic events. These predictions speed comprehension, speed production, and thereby contribute to “the remarkable fluency of dialogue” (p. 51).

We agree that many aspects of language use (especially within dialogue) rely heavily on prediction, and in particular rely heavily on predictions about observable aspects of language, e.g., a speaker’s stops and starts. We therefore understand why P&G might conclude that language is a form of action and action perception, and why they then afford a central position to forward models and their ability to predictively monitor and control actions.

But while we certainly concur that prediction plays an important explanatory role for theories of language, we cannot help feeling that the emphasis given to action-based prediction in this model—and prediction in general throughout much of recent psycholinguistics (Altmann & Mirković, 2009; DeLong, Urbach, & Kutas, 2005; Dikker, Rabagliati, & Pylkkänen, 2009; Hale, 2001; Levy, 2008)—is overstated. The truly unique and indispensible power of language does not lie in its ability to quickly communicate the foreseeable, but rather the unforeseeable; to rapidly transfer information that is novel, surprising, and unpredictable. In P&G’s example, *The day was breezy so the boy went outside to fly a kite*, the critical phenomenon to explain is not why the last word *kite* is processed faster and more efficiently than the first word *day*, but rather how the initial phrase, *The day was breezy*, is understood at all, given its completely unpredictable location half-way through a paper on psycholinguistic theory. Unfortunately, this phenomenon is left unexplained by the framework of P&G, as it is not directly related to prediction or action perception. No amount of forward modeling can produce the meaning of this initial phrase, as this meaning is not predictable from the preceding context in any substantive way.

By ignoring this crucial, and to our minds primary, function of language—extracting meaning from novel expressions – P&G do not allow their framework to get off of the ground. As their examples testify, their model works well when predictions about time $t+1$ are generated during the last stages of a sentence. We see little evidence, however, that their model can explain what happens when $t=0$, at the beginning of a sentence: Prediction relies on context, and within P&G’s prediction-centric framework there is no provision for the initial creation of a context.

Ultimately, we think that solving this problem requires P&G to drop, or at least substantially soften, their characterization of language comprehension as a form of
action perception. Understanding linguistic expressions goes far beyond perceiving the actions by which they are delivered, and often, as in the case of reading, there are no actions to be perceived at all. Neurologically, this dissociation between perception and understanding is clearly demonstrated by transcortical sensory aphasia (Boatman, et al., 2000; Lichtheim, 1885), where patients can repeat words (i.e., use perception and production) without understanding them. Language, then, cannot simply be an action system but rather a system capable of productively transforming incoming perceptual elements into complex internal mental representations that convey meaning.

To their credit, P&G recognize this problem to a certain degree and include “well-defined levels of linguistic representation, such as semantics, syntax and phonology” (p.12) in their proposed cognitive architecture. However, it is unclear how these levels operate within an action/action perception system, as P&G do not specify whether their attempt to “reject the cognitive sandwich” entails collapsing action, perception and cognition into one system (as Hurley (2008) proposes), or just action and perception. Either way, linguistic representations are too marginalized within the model and require considerable elaboration to capture the rich communicative possibilities of human language. The insistence that language is only an action system leaves P&G with a model that, while possibly eliminating the “cognitive sandwich”, limits any explanation of the core function of language.

We believe that accounts of language must first and foremost explain the understanding of novel expressions. In other words, it is not the primary function of language to align turns in a dialogue by facilitating the comprehension of predictable words, but rather to enable a listener to understand the meaning of a speaker. Any model of language must conform to this prioritization and place understanding at the center, flanked by supporting processes such as prediction.

To be sure, the type of forward models proposed by P&G may still play an important role within such a framework as control systems. In the same way that forward models can help explain how a dancer completes a complex fouetté en tournant without tumbling over, they can help explain the surprisingly error-free execution of complex, rapid, interlaced dialogues. But just as we would not expect theories of motor control to explain acts of motor creativity (like how a dancer improvises), we should not expect an analogous theory to explain the core creative aspects of language: The algorithms by which an entirely unexpected sentence can be integrated and understood, or by which a complex novel thought becomes articulated as a sentence.

In sum: we do not doubt that people make predictions during language use, quite possibly through the construction and evaluation of forward models. We just do not believe that these predictions comprise the foundation stones of a psychological theory of communication. Rather, we believe psycholinguists should focus on the representations these forward models are computed over, the representations that allow creative linguistic thought.


