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Abstract—Robustly computing the skeletons of objects in natural images is difficult due to the large variations in shape boundaries and the large amount of noise in the images. Inspired by recent findings in neuroscience, we propose the Skeleton Filter, which is a novel model for skeleton extraction from natural images. The Skeleton Filter consists of a pair of oppositely oriented Gabor-like filters; by applying the Skeleton Filter in various orientations to an image at multiple resolutions and fusing the results, our system can robustly extract the skeleton even under highly noisy conditions. We evaluate the performance of our approach using challenging noisy text datasets and demonstrate that our pipeline realizes state-of-the-art performance for extracting the text skeleton. Moreover, the presence of Gabor filters in the human visual system and the simple architecture of the Skeleton Filter can help explain the strong capabilities of humans in perceiving skeletons of objects, even under dramatically noisy conditions.

Index Terms—skeleton detection, filter, noisy text images.

I. INTRODUCTION

In the visual cortex of the brain, according to theoretical and neuroscience results, skeleton (or medial axis) representation exists in the inferotemporal cortex (IT) [1], [2], [3], [4], [5], [6]. The skeleton is a feature that can well describe the shapes of objects in low dimensions, even highly complex shapes [7]. This representation has substantial benefits for invariant shape coding and parts-based structures and has been widely used in computer vision [8], [9], [10], [11], [12]. For example, skeleton-based matching is more robust to geometric variations compared with shape-based matching [13]. Moreover, skeleton representation performs especially effectively in text recognition [14].

From the perspective of computational modelling, many skeleton extraction approaches have been proposed, which include distance transforms [15], thinning [16], Voronoi diagrams [17], bone graphs [18], and the appearance medial axis transform (AMAT) [19]. A central challenge in the computation of skeletons is instability: the skeleton computation is highly sensitive to boundary noise and variations, namely, small perturbations to the shape cause the emergence/disappearance of branches in the skeleton [20].

From the neuroscience perspective, determining how neural signals encode the information from lower visual signals into a skeleton remains an open problem [1]. According to several neuroscience studies, orientation selectivity exists in the V1 cortex [21], [22]. There is theoretical and experimental evidence that orientation selectivity in the V1 cortex is encoded using a similar pattern to Gabor filters [23]. A Gabor-like filter [24], [25], with a simplified Gabor filter structure, consists of a positive Gaussian filter and a negative Gaussian filter. There is an evidence that human brains conduct operations that are similar to Gaussian filters [26]. How humans encode the orientation information into skeleton features needs to be verified in neuroscience.

Inspired by the recent findings in neuroscience that are discussed above, we propose the Skeleton Filter, which is a novel model for skeleton extraction from noisy text images. The Skeleton Filter combines a pair of oppositely oriented Gabor-like filters; by applying Skeleton Filters with various orientations to an image, our model can robustly detect the skeleton even under highly noisy conditions. We use challenging noisy text datasets to evaluate the performance of our method, on which state-of-the-art performance is realized.

Our key contribution is the use of known neuroscience evidence to construct a zero-sum self-symmetric operator model, namely, the Skeleton Filter, which can perceive the skeleton (as in Figure 1) through only a combination of convolution and non-max suppression. Moreover, our model’s simplicity and robustness in skeleton detection may describe how the human visual system perceive skeleton features.

The remainder of this paper is organized as follows: Section II introduces related works. Section III introduces the proposed method in detail. In Section IV, we present the experimental results. Finally, we present the conclusions of this work in Section V.

II. RELATED WORK

Since the concept of skeleton representation of 2D shapes was introduced by Blum [3], researchers have developed a se-
ries of approaches for efficient and robust skeleton extraction.

**Classical methods** There are three classical skeletonization techniques: using a distance transform [15] to calculate ridges in a distance map of the boundary points, calculating the skeleton via thinning [16] by layer erosion, and Voronoi-based skeleton extraction [17], which utilizes the Voronoi diagram of the boundary points. Siddiqi et al. [27] propose shocks as the singularities of curve evolution boundaries, which are combined to form an acyclic directed shock graph. A bone graph [18] identifies the ligature structure and restores the non-ligature structures as a skeleton as well as offers improved stability and an intuitive representation of an object’s parts.

Most previous skeleton simplification approaches approximate the medial axis via the union of medial spheres and use a local or global threshold. Feldman et al. [11], [28] introduce the Bayesian probability method, which grows the skeleton via a random generation process into the final object skeleton. Garland et al. [29] propose a surface simplification method that uses the iterative contraction of vertex pairs and a quadratic error metric (QEM) to approximate the surface error to generate an approximation of the polygon model. Spherical QEM [30] extends the QEM to a simplified volume by computing the squared distance from a sphere to the containing planes of its associated boundary triangles. The angle-based filtering method [31] computes the angle that is formed by each medial axis point and its two closest points on the shape boundary. The λ-center axis method [32] uses the circumference of the closest point to the midpoint as the clipping criterion.

In 3D scenes, the scale axis transformation (SAT) [33] utilizes the spatially adaptive classification of geometric features to generate internal representations at various levels of abstraction. Faraj et al. [34] propose a progressive central axis simplification via the continuous edge folding of the input center axis hierarchy. Sun et al. [35] propose a Hausdorff-error-based method by computing a volume approximation for medial axis simplification. Li et al. [20] use quadratic error minimization to compute an accurate linear approximation of the skeleton.

**Unsupervised methods** Lindeberg [36] defines the skeleton as the points at which the intensity attains its local maximum or minimum in the main eigendirection of the Hessian matrix. Jang et al. [37] extract the skeleton by calculating the pseudo distance map from the edge-strength function using a partial differential equation. Yu et al. [38] extract the skeleton from a skeletal intensity map that is calculated from a diffuse vector field to provide a measure of the likelihood of each pixel on the skeleton. Direkoglu et al. [39] extract skeletons from grayscale images based on anisotropic thermal diffusion analogies and use the skeleton strength map to describe the likelihood of a point being part of the skeleton. Mignotte [40] quantifies the skeleton between each pair of line segments via a Hough-style voting approach and an averaging procedure to remove noise. Tsogkas et al. propose AMAT [19], which regards the detection of the skeleton of a natural image as a weighted geometric set cover problem.

As an unsupervised method, in contrast to the methods that are described above, our Skeleton Filter possesses the zero-sum self-symmetric structure. Therefore, it requires only convolution and non-max suppression operations to directly identify the skeleton points.

**Supervised learning methods** Tsogkas et al. [41] extract the symmetry structure by using multiple instance learning to combine cues, such as texture, color, structure, and spectral clustering information. Widynski et al. [42] formulate the symmetry detection problem as a spatial Bayesian tracking task using a sequential Monte Carlo method and an adaptive semilocal geometric model. Recently, a series of deep learning approaches for extracting skeletons, such as deep skeleton [43], side-output residual network (SRN) [44] and Rich SRN (RSRN) [45]. RSRN fuses side-outputs in a deep-to-shallow manner to decrease the residual between the detection result and the ground-truth [45]. These deep learning approaches require large training datasets and ground-truth skeletons of images. Since there are no ground-truth skeleton in the text datasets, such approaches are not applicable to this problem. In this paper, we focus our comparisons on unsupervised skeleton extraction methods.

In summary, the previous approaches are sensitive to large variations in the shape boundaries and to noise in the images. Moreover, these approaches are difficult to explain from the perspective of neuroscience.

### III. Skeleton Filter

#### A. Neuroscientific basis

In neuroscience, fundamental evidence supports the existence/establishment of the skeleton representation within the brain.

1) At the neural level, there is evidence of skeleton signals in the V1 [46] and IT visual cortices [1]. IT activities embody a basis set for simultaneously representing the skeletons and the external shapes of complex objects [1];

2) Orientation features in the V1 visual cortex are encoded using a similar pattern of Gabor filter [23];

3) The Gaussian filter is a well-established model of neurons in the visual cortex [26];

4) Convolution and non-max suppression operations are utilized in the responses of visual neurons [47].

The determination of how the brain encodes low-level information into a skeleton feature remains an open problem in neuroscience. Based on these neuroscience evidence, we propose a novel model for direct skeleton detection.

#### B. Principles

Inspired by the above recent findings, we propose the Skeleton Filter that consists of a pair of oppositely oriented Gabor-like filters [24], each of which is composed of a positive and a negative isotropic Gaussian filter. A Gabor filter is a Gaussian kernel function that is modulated by a sinusoidal plane wave. In practice, a Gabor-like filter [24], [25], a simplified structure of a Gabor filter, which consists of a positive and a negative isotropic Gaussian filter, and is used to detect orientations and edges.

Figure 2 visually illustrates the structures of a 1D Gabor-like filter and the Skeleton Filter. A pair of oppositely oriented 1D
vertical axis, $\sigma$ denotes the standard deviation, and $\mu$ denotes the expected value.

The 2D Gabor-like filter is expressed as

$$
g_{ab_0}(x, y) = \begin{cases} 
-g(x, y, \frac{w_1}{2}, \frac{w_2}{2}), 0 \leq x < w, 0 \leq y \leq w \\
g(x, y, \frac{w_1}{2} + 1, \frac{w_2}{2}), w < x \leq 2w, 0 \leq y \leq w \\
g(x, y, \frac{3w_1}{2} + 1, \frac{3w_2}{2} - 1, \frac{w_2}{2}), x = 2w + 1, 0 \leq y < w \\
g(x, y, \frac{5w_1}{2} + 1, \frac{w_2}{2}), 2w + 1 < x \leq 3w + 1, 0 \leq y \leq w 
\end{cases}
$$

(2)

where $w$ denotes the width. In $g_{ab_0}$, the distribution uses the negative Gaussian filter if $0 \leq x < w$; the distribution uses the positive Gaussian filter if $w < x \leq 2w$; and the positive and negative Gaussian filters are overlapped if $x = w$. The formation process of $g_{ab_0}$ is similar to that of $g_{ab_0}$, $g_{ab_1}$ and $g_{ab_2}$ can detect the opposite orientation of the shape.

The 2D Skeleton Filter is defined as follows:

$$
s(x, y) = g_{ab_0}(x, y) + g_{ab_1}(x, y), 0 \leq x \leq 3w + 1, 0 \leq y \leq w
$$

(3)

Figure 3 shows a bank of Skeleton Filters. The positive Gaussian filters in the center are summed and the whole Skeleton Filter is unified normalized. In the Skeleton Filter, the sum of the positive and negative values is zero.

Next we use mathematical concepts to formally construct our approach. The 2D Gaussian filter is expressed as

$$
g(x, y, \mu_1, \mu_2) = \frac{1}{2\pi\sigma^2}e^{-\frac{(x-\mu_1)^2 + (y-\mu_2)^2}{2\sigma^2}}
$$

(1)

where $x$ denotes the distance from the origin along the horizontal axis, $y$ denotes the distance from the origin along the vertical axis, $\sigma$ denotes the standard deviation, and $\mu$ denotes the expected value.

The 2D Skeleton Filter is unified normalized.

$$
s_{norm}(x, y) = \text{norm}(s(x, y)), 0 \leq x \leq 3w + 1, 0 \leq y \leq w
$$

(4)

The pattern of Eq. (5) corresponds to the first example in Figure 3. The other oriented filter banks can be obtained by rotating the first example in the xy-plane.

$$
s(i)_{norm} = \text{rotate}(s_{norm}, \frac{2\pi}{k}i), i = 0, 1, ..., k - 1
$$

(6)

where $k$ is the number of filter banks of Skeleton Filters.

Based on the above definition, a bank of Skeleton Filters contains three types of self-symmetric properties: reflection symmetry, rotational symmetry, and internal (positive value) and external (negative value) symmetry. From the theoretical perspective, this zero-sum self-symmetric property could maintain its equilibrium state, which increases the possibility...
of a receptive field with this structure (Skeleton-like Filter) existing in the visual cortex.

Figure 4 illustrates the principle of Skeleton Filter detection. The Skeleton Filter has a self-symmetric structure. Each simplified Gabor filter responds to edges that are vertical relative to its orientation, namely, the direction of the arrow in Figure 4. The two opposite orientation vectors are vertical to the line that connects the origins of the Gabor-like filters; thus, the central point of the line is the medial axis position.

Algorithm 1 outlines the detailed skeleton detection procedure that uses the Skeleton Filter. To compute the skeleton of an object, we can apply convolutional operations to the input image with the Skeleton Filter banks and fuse them to compute the skeleton feature map. We apply non-max suppression operations to the bottom-up feature messages, such that only a single oriented skeleton is active at each pixel. To extract the skeletons of objects with different scales, we apply the Skeleton Filters to an image at multiple resolutions and fuse the results. Figure 1 presents an overview of the process of extracting the skeleton from an image using the Skeleton Filter.

From the theoretical perspective, the reasons for robustly detecting skeletons under noisy conditions are as follows:

1) A Gaussian filter can moderately smooth the image, thereby reducing the effects of obvious noise and removing spiky edges.

2) The noise distribution in an image typically does not have a symmetric structure; however, our Skeleton Filter which has a self-symmetric architecture, is only sensitive to the symmetric parts of the images. Hence, it can filter out this type of noise distribution.

3) In various cases, the noise distribution is relatively uniform, such as in rainy conditions. In our Skeleton Filter, the sum of the positive and negative values is zero. Hence, it will be equal to zero when a uniform noise distribution is convolved with the Skeleton Filter. Therefore, it can filter out this type of uniform noise distribution.

In summary, the zero-sum self-symmetric architecture with Gaussian filters results in the robust extraction of the skeleton, even under highly noisy conditions.

Algorithm 1: Skeleton detection by Skeleton Filter (SF)

Input: Image X, Skeleton Filter SF, number of filter banks $k$

Output: skeleton $Y$

1. Compute $s_{\text{norm}}^{(i)}$ of $SF$ by Eq. (6)
2. // Apply FFT convolution operation to filter $X$
3. for each filter bank $i$ in $s_{\text{norm}}^{(i)}$
   4. $\text{filtered}[i] = \text{fftconvolve}(X, s_{\text{norm}}^{(i)})$
5. end for
6. // apply non-max suppression to the $\text{filtered}[i]$, so that only a single orientated skeleton is active at a pixel
7. for each filter bank $i$ in $k$
   8. $\text{suppressed}[i] = \text{non\_max\_suppression}(\text{filtered}[i])$
9. end for
10. // combine $\text{suppressed}[i]$ to a unified map $M$
11. $M = \text{combined}(\text{suppressed}[i])$
12. $Y = \text{threshold}(M)$
13. return $Y$

Neuroscience research has proven that a scheme based on similar Gabor filters that can perceive orientation features exists in the human visual V1 cortex. A suitable organization of Gabor filters can potentially perceive the skeleton feature in the V1 and IT cortices, although no configuration that can induce the skeleton has been identified in previous works. The Skeleton Filter introduced in this study can naturally propagate local orientation features into a global skeleton feature. Thus, the Skeleton Filter could potentially be the configuration of the Gabor-like filters in the human visual system for recognizing skeleton features.

C. Application

The Skeleton Filter can play an important role in various tasks. We propose a skeleton-filter-based network (SF-based network), which uses Skeleton Filters as a preprocessing module, illustrated in Figure 5. The networks can include, for example, convolutional neural network (CNN), a recursive cortical network (RCN) [24], or a convolutional recurrent neural network (CRNN) [48]. In this paper, we design a Skeleton Filter CNN (SF-CNN) for conducting the classification task. SF-CNN uses the Skeleton Filter to obtain the skeletons of input images and applies CNN for classification. Similarly, we design a Skeleton Filter CRNN (SF-CRNN) to conduct the recognition task. SF-CRNN uses the Skeleton Filter to obtain the skeletons of input images and applies CRNN for recognition.
D. Time complexity

Our Skeleton Filter uses convolution and non-max suppression operations. The most time-consuming step is the convolution operation, which applies the FFT operation. The time complexity of FFT is \( O(n\log(n)) \), where \( n \) is the data size. In our method, the time complexity is \( kO(n\log(n)) \), where \( k \) denotes the number of filter banks. The procedure can be easily parallelized by simultaneously calculating \( k \) channels. In our system, \( k \) is set to eight. Our non-parallelized Python implementation on an Intel Xeon E3-1505M CPU takes about 0.07 seconds on a 200 \( \times \) 200 gray image.

IV. EXPERIMENTS

A. Experimental Setup

Datasets We evaluate the performance of our approach on several challenging noisy text datasets: CAPTCHA, Noisy MNIST, SVHN, ICDAR 2013, and IIIT 5k-word (IIT5k). CAPTCHA (Completely Automated Public Turing test to tell Computers and Humans Apart) is a type of challenge test for determining whether the user is a human or a computer [49]. CAPTCHAs are typically used by websites to block automated interactions. We evaluate our approach on these CAPTCHA datasets including BotDetect, Paypal and reCAPTCHA. These datasets include text images with various noises and distortions that make automatic recognition difficult. Noisy MNIST [24], which differs from MNIST, includes six variants of noise such as background noise, border, deletion, patches, grid and clutter, has been used to evaluate the robustness of Recursive Cortical Network [24]. Street view house numbers (SVHN), ICDAR 2013, and IIT5k [50] are natural text datasets that contain complex scenes with noise and disturbed objects such as fences, bricks and shadows.

We also extend the evaluation on natural images. The LS-BSDS300 dataset [41] contains various complex scenes and is one of the most difficult datasets in the skeleton detection task. Since unsupervised skeleton detection methods are typically evaluated on LS-BSDS300, our approach is an unsupervised method, LS-BSDS300 is selected as the natural image skeleton dataset for comparison.

Compared methods We compare our approach with six mainly unsupervised skeletonization methods: 1) AMAT [19] considers the detection of the skeleton of natural images as a weighted geometric set covering; 2) Distance transform uses the skimage.morphology.medial_axis function; 3) Thinning uses the skimage.morphology.thin function; 4) Voronoi uses the scipy.spatial.qhull.Voronoi function; 5) Lindeberg [36] extracts the skeleton by calculating a local maximum or minimum in the main eigendirection of the Hessian matrix, and uses a selection mechanism to determine the scale; 6) Mignotte [40] quantifies the skeleton between each pair of line segments by a Hough-style voting approach and utilizes an averaging procedure to remove noise.

Among these competitors, the AMAT model ranked second in the Skeleton Symmetry Competition in the ICCV 2017 workshop. The first-ranked method namely RSRN [44], is based on a deep learning model, which requires training on a large set of images and also requires the ground-truth skeleton of the images. Considering there is no ground-truth skeletons in the text datasets, this approach is not applicable to this problem. Here, we focus our comparisons on unsupervised skeleton extraction methods.

On natural images, we compare with the mainstream unsupervised skeleton extraction methods [36], [40], [42], [51] and Tsogkas [41], which is a supervised learning-based method. AMAT extracts the skeletons of the foreground and background; hence, it is not suitable for the LS-BSDS300 dataset.

To evaluate the application of our approach, we compare our SF-CNN with CNN on Noisy MNIST, and SF-CRNN on CAPTCHA.

Parameters We set the size of the Skeleton Filter as follows: Skeleton Filter size is 31 by 31, Gabor-like filter size is 21 by 21, and Gaussian filter scale is 4. The Gabor-like filter and the Gaussian filter form the internal structure of the Skeleton Filter. Generally, the threshold value of our filter can be set as 0.1. The threshold can be slightly adjusted according to the dataset to yield a superior result. In the skeleton detection experiments, we use the resize parameter to adjust the resolution of the input images. Noisy MNIST uses resize = 4, BotDetect uses resize = 2, Paypal and reCAPTCHA use resize = 2.5. Testing images from IIIT5k are scaled to height 80. The widths are scaled proportionally with the heights.

In the quantitative experiments, the CNN used is the vgg16 model [52]. We set the hyper-parameters as follows: learning rate (0.0002), batch size (100), Adam optimizer, L2 regularization (0.01) on the last fc6 layer and maximal number of iterations (30). The resolution of each train/test image is 224\( \times \)224 pixels.

The hyper-parameters of the CRNN model [48] are as follows: learning rate (0.01), batch size (64), RMSprop optimizer and maximal number of iterations (200). The resolution of each train/test image is 100\( \times \)32 pixels.

Implementation details We adopt a simple multi-resolution method to address multi-scale problems in processing arbitrary objects in natural images. The input image uses the CIELab color space, brightness channel L\( ^* \) and color channels a\( ^* \) and b\( ^* \). For each input image, there are a total of \( N_{map} \) output maps.

\[
N_{map} = N_{channel} \times N_{resolution} \times N_{orientation}
\] (7)

where \( N_{channel} \) is the number of input channels, \( N_{resolution} \) is the number of resolution levels, and \( N_{orientation} \) is the number of orientation channels \( \{0, \pi/8, ..., 7\pi/8\} \).

In our experiments, we use features at 4 resolution levels \{1, 0.5, 0.25, 0.125\}, 3 input channels (Lab space), and 8 orientation channels for natural images, and we use features at 1 resolution levels, 1 input channels (gray space), and 8 orientation channels for noisy text images. All output maps are combined via element summation operations. For low-resolution maps, we use the bicubic method to upsample to the original image size.

B. Qualitative evaluation on noisy text images

We compare the skeleton detection results on CAPTCHA and natural scene text images. The Skeleton Filter, AMAT,
Fig. 6. Skeleton detection results on CAPTCHA. From left to right: BotDetect (2nd, 3rd columns), reCAPTCHA (4th column) and Paypal (5th column) datasets. Skeleton detection methods include Distance transform, Thinning, Voronoi, Lindeberg’s method, Mignotte’s method, AMAT and our Skeleton Filter.

Fig. 7. Skeleton detection results on the natural scene text. From left to right: SVHN (2nd and 3rd columns) and ICDAR 2013 (4th and 5th columns) datasets in the natural world. Skeleton detection methods include Voronoi, Lindeberg’s method, Mignotte’s method, AMAT and our Skeleton Filter. Here, the distance transform and thinning methods are less effective.
Mignotte’s method, Lindeberg’s method, distance transform, thinning and Voronoi are tested. Figure 6 presents the skeleton detection results on the BotDetect, reCAPTCHA and Paypal datasets, which demonstrate that our skeleton extraction results outperforms the state-of-the-art approaches.

To reduce the influence of noise on the compared methods, we apply simple post-processing steps to the extracted skeletons. As AMAT extracts the skeleton from both the objects and the background, we use a threshold to filter out the background skeleton and noisy edges. The distance transform method must transform the gray or color images to binary images before extracting the skeletons. A threshold can be set to prune some sub-branches of skeletons. The thinning method must transform the gray or color images to binary images before extracting the skeletons. Voronoi needs to obtain the edge points to compute skeletons; hence, we use the Canny operator to obtain edge points with the default Gaussian smoothing setting. Both Linderberg’s and Mignotte’s methods have the denosing procedure; thus, we use the default settings of these two methods.

Figure 7 presents the skeleton detection results on the natural scene text. SVHN and ICDAR are typically used for digital and text recognition of natural scenes. To further illustrate the robustness of our approach in noisy conditions, we also conduct experiments on the skeleton extraction of license plate characters in the rain, as shown in the last column in Figure 7. Figure 8 presents the skeleton detection results on IIIT5k. The Skeleton Filter exhibits excellent robustness and outperforms the classical skeletonization methods on the challenging text datasets. The Skeleton Filter is thus a simple but efficient and stable solution for detecting skeletons from the noisy text images.

C. Quantitative evaluation on the application of skeleton text

To quantitatively evaluate our approach, considering there is no ground-truth skeleton in the noisy text datasets, we compare our SF-CNN pipeline, which classifies outputs of the Skeleton Filter with a standard CNN classifier on Noisy MNIST [24] and CAPTCHA. The Noisy MNIST dataset has three levels of intensity. In the experiments, we selected level 2, which is the noisiest level for testing. Figure 9 presents the skeleton detection results on the Noisy MNIST and MNIST datasets. Our Skeleton Filter outperforms the other approaches, especially for noisy images.

The used CNN is the VGG16 model [52], which was pre-trained on ImageNet, and then fine-tuned at the fc6 fully connection layer with the MNIST dataset. SF-CNN combines Skeleton Filter with the above CNN, where the data are pre-processed by the Skeleton Filter and then classified by the above CNN. SF-CNN and CNN were trained on the 1K and 60K MNIST respectively, and were tested on the 10K Noisy MNIST dataset.

Figure 10 plots the classification accuracy of our SF-CNN with CNN on Noisy MNIST. Compared to CNN, we achieve improvements of 11.6% and 9.5% on average for different types of noise. In Figure 10, for the 1K training sample, our model achieves improvements of 25.9% and 19.0% in background noise and grid scenarios; and for the 60K training sample, our model achieves improvements of 23.1% and 15.1% in background noise and clutter scenarios.

To further verify the effectiveness of the skeletons extracted by our Skeleton Filter, we also conduct a comparative experiment on the recognition of CAPTCHA. The melting-heat set in
the Botdetect dataset (seen the 3rd column in Figure 6), a type of CAPTCHA, contains data in which the text and background are of the same color, thereby resulting in melting effects.

We use CRNN [48] as the recognition model on CAPTCHA. CRNN was pre-trained on the Synthetic Word Dataset [53], which consists of 8 million images covering 90K English words, and the network was fine-tuned using the genCAPTCHA dataset including 10K images generated by a CAPTCHA module, and the sf-genCAPTCHA dataset which consists of the skeleton data extracted by our method from genCAPTCHA.

In Table I, the baseline is the CRNN-pre model. The recognition accuracy of the baseline model is only 26.0%, although this model has been pretrained on 8 million text images. The CRNN-tune model uses the genCAPTCHA dataset to fine-tune CRNN-pre and test on the melting-heat set of Botdetect dataset. The recognition accuracy of CRNN-tune is 31.0%. SF-CRNN-tune combines Skeleton Filter with the above CRNN-tune, where the data are first processed by Skeleton Filter and then recognized by the above CRNN-tune. The recognition accuracy of SF-CRNN-tune is 53.0%.

According to the results of the two quantitative experiments,
TABLE I

<table>
<thead>
<tr>
<th>Experiment model</th>
<th>Training sample</th>
<th>Word acc. (%)</th>
<th>Character acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRNN-pre</td>
<td>generator</td>
<td>26.0</td>
<td>76.2</td>
</tr>
<tr>
<td>CRNN-tune</td>
<td>lab+SF</td>
<td>31.0</td>
<td>79.0</td>
</tr>
<tr>
<td>SF-CRNN-tune</td>
<td>lab+saliency+SF</td>
<td>53.0</td>
<td>87.8</td>
</tr>
</tbody>
</table>

Fig. 11. PR curves for variants of our approach on LS-BSDS300. The skeleton maps are obtained by considering: (1) the Lab image, (2) the saliency feature, and finally using Multiple Instance Learning (MIL) to train their detector to obtain a superior feature vector combinations. Mignotte [40] (F-measure = 0.362) obtains the symmetry feature in the Cartesian and log-polar coordinate space without texture boundary segmentation, and uses a Hough-style voting approach to achieve a better combination. Our Skeleton Filter (F-measure = 0.385) conducts convolution and non-max suppression operations in the CIELAB color space without any prior knowledge. Our approach outperforms the previous methods based on the same feature space.

The previous skeleton detection methods are further extended to the other feature spaces to optimize the detection results. Tsogkas [41] (F-measure = 0.375) uses the CIELAB color space to extract brightness and color histogram features, then uses the $\chi^2$-distance to compare the two histograms to predict the probability of symmetric pixels, and finally uses Multiple Instance Learning (MIL) to train their detector to obtain a superior feature vector combinations. Mignotte [40] (F-measure = 0.362) obtains the symmetry feature in the Cartesian and log-polar coordinate space without texture boundary segmentation, and uses a Hough-style voting approach to achieve a better combination. Our Skeleton Filter (F-measure = 0.385) conducts convolution and non-max suppression operations in the CIELAB color space without any prior knowledge. Our approach outperforms the previous methods based on the same feature space.

The skeleton detection results can significantly strengthen the generalization of recognition models, which demonstrates the effectiveness and accuracy of our Skeleton Filter.

D. Qualitative and quantitative evaluation on natural images

We compare our approach with the state-of-the-art skeleton detection methods on LS-BSDS300. Table II lists the F-measure scores for all methods. PR-curves for our methods are plotted in Figure 11. Figure 12 qualitatively compare the proposed approach with other skeleton detectors.

1) For fair comparison, we use the same feature space to detect skeletons. Tsogkas [41] (F-measure = 0.375) uses the CIELAB color space to extract brightness and color histogram features, then uses the $\chi^2$-distance to compare the two histograms to predict the probability of symmetric pixels, and finally uses Multiple Instance Learning (MIL) to train their detector to obtain a superior feature vector combinations. Mignotte [40] (F-measure = 0.362) obtains the symmetry feature in the Cartesian and log-polar coordinate space without texture boundary segmentation, and uses a Hough-style voting approach to achieve a better combination. Our Skeleton Filter (F-measure = 0.385) conducts convolution and non-max suppression operations in the CIELAB color space without any prior knowledge. Our approach outperforms the previous methods based on the same feature space.

2) The previous skeleton detection methods are further extended to the other feature spaces to optimize the detection results. Tsogkas [41] (F-measure = 0.375) uses the CIELAB color space to extract brightness and color histogram features, then uses the $\chi^2$-distance to compare the two histograms to predict the probability of symmetric pixels, and finally uses Multiple Instance Learning (MIL) to train their detector to obtain a superior feature vector combinations. Mignotte [40] (F-measure = 0.362) obtains the symmetry feature in the Cartesian and log-polar coordinate space without texture boundary segmentation, and uses a Hough-style voting approach to achieve a better combination. Our Skeleton Filter (F-measure = 0.385) conducts convolution and non-max suppression operations in the CIELAB color space without any prior knowledge. Our approach outperforms the previous methods based on the same feature space.

E. Discussion

Robustly computing the skeleton of objects in noisy images is difficult due to the large variations in the shape boundaries and the large amount of noises in the images. Most previous approaches apply geometric operations to extract the skeleton, which fails to represent the small-scale parts of objects. The precision of case 2 is high but the recall is relatively low. However, the original Lab image preserves all details. It is complementary for cases 1 and 2. Therefore, the skeleton detection performance can be improved by fusing the Lab image and saliency feature.
Fig. 12. Qualitative comparison and skeleton detection results against the ground-truth, five other state-of-the-art skeleton detectors (from the second to sixth columns: [36], [51], [41], [42], [40]) and our approach.

which include the distance transform, thinning, Voronoi diagram extraction, graphs, AMAT and etc.. These approaches are highly sensitive to noise and it is difficult to assume that humans conduct such operations in the visual cortex. However, humans can perceive skeletons of objects even under highly noisy conditions. Our Skeleton Filters possess the zero-sum self-symmetric architecture with Gaussian filters. Since Gaussian filter can moderately smooth the image, it can reduce the effects of obvious noise, removing spiky edges that existing skeleton detection approaches suffer from. This zero-sum symmetric architecture can filter out some types of noise distribution. The experimental results demonstrate the robustness of our model.

Skeleton representation perceives a small number of signals from natural objects [7]. This representation has a clear advantage for the invariant shape structure and has been widely used in visual tasks [8], [9]. For example, some research works apply the object skeletons to determine the positional relationships between the corresponding objects.

V. CONCLUSION

In this paper, we address the problem of perceiving the skeleton of object in dramatically noisy situations. The proposed Skeleton Filter demonstrates excellent robustness and outperforms the classical skeleton extraction methods on the challenging noisy text datasets. The success of Skeleton Filter can inspire researchers in neuroscience to find a similar filter structure within the brain that conducts skeleton extraction.
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