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Abstract

In numerous signal processing applications, non-stationary signals should be segmented to piece-wise stationary epochs before being further analyzed. In this article, an enhanced segmentation method based on fractal dimension (FD) and evolutionary algorithms (EAs) for non-stationary signals, like
electroencephalogram (EEG), magnetoencephalogram (MEG) and electromyogram (EMG), is proposed. In the proposed approach, discrete wavelet transform (DWT) decomposes the signal into orthonormal time series with different frequency bands. Then, the FD of the decomposed signal is calculated within two sliding windows. The accuracy of the segmentation method depends on these parameters of FD. In this study, four EAs are used to increase the accuracy of segmentation method and choose acceptable parameters of the FD. These include particle swarm optimization (PSO), new PSO (NPSO), PSO with mutation, and bee colony optimization (BCO). The suggested methods are compared with other most popular approaches (improved nonlinear energy operator (INLEO), wavelet generalized likelihood ratio (WGLR), and Varri’s method) using synthetic signals, real EEG data, and the difference of the received photons of galactic objects. The results demonstrate the absolute superiority of the suggested approach.

**Keywords**: Non-stationary signal, adaptive segmentation, discrete wavelet transform, fractal dimension, evolutionary algorithm, particle swarm optimization, new particle swarm optimization, particle swarm optimization with mutation, and bee colony optimization.

**Introduction**

Generally speaking, signals can be categorized in two main types, namely, deterministic signals and non-deterministic signals. A non-deterministic signal is the one with varying statistical properties and can be considered random in analysis. Most of physiological signals, like electroencephalogram (EEG) and electrocardiogram (ECG) signals, are of this type. Attending at the process, random signals can be divided into two main classes: stationary and non-stationary signals. Unlike in non-stationary signals, the statistical properties, such as mean and variance, do not change in stationary signals.

Since processing stationary signals is much easier and less complicated than non-stationary ones, the signal is often broken into segments within which the signals can be considered stationary. In this way, each part can be analyzed or processed separately [2,3]. This approach is taken in a number of signal
processing applications like tracking the changes in brightness of galactic objects [1] and EEG signal processing [2].

Generally, there are two types of segmentations for non-stationary signals. In the first type, the signal is segmented into equal parts. This process is called fixed-size segmentation. Although computing fixed-size segmentations is simple, it does not have sufficient accuracy [4]. In the second technique used for non-stationary signals, which is called adaptive segmentation, the signals are automatically segmented into variable parts of different statistical properties [2].

The generalized likelihood ratio (GLR) method has been suggested to obtain the boundaries of signal segments by using two windows that slide along the signal. The signal within each window of this algorithm is modeled by an auto-regressive model (AR). In the case where the windows are placed in a segment, their statistical properties don not differ. In other words, the AR coefficients remain roughly constant and equal. On the other hand, if the sliding windows fall in dissimilar segments, the AR coefficients change and the boundaries are detected [5]. Lv et al. have suggested using wavelet transform to decrease the number of false segments and reduce the computation load [6]. This method has been named wavelet GLR (WGLR) [6].

Agarval and Gotman proposed the nonlinear energy operator (NLEO) in order to segment the electroencephalographic signals using the following equation [7]:

\[
\varphi_f[x(n)] = x^2(n) - x(n-1)x(n+1)
\]  

(1)

If \( x(n) \) is a sinusoidal wave, then, \( \varphi[x(n)] \) will be defined as:

\[
Q(n) = \varphi[A \cos(\omega_0 n + \theta)] = A^2 \sin^2 \omega_0
\]

(2)

When \( \omega_0 \) is much smaller than the sampling frequency, then \( Q(n) = A^2 \omega_0^2 \). In fact, any change of amplitude (\( A \)) and/or frequency (\( \omega_0 \)) can be discovered in \( Q(n) \). In the case of a multi-component
signal, the study in [8] demonstrated that the linear operation creates cross-terms, something that defeats the purpose of the NLEO method in properly segmenting the signal. In order to reduce the effects of cross-terms in the NLEO method, using the wavelet transform has been proposed [8]. This new method is known as improved nonlinear energy operator (INLEO).

A novel approach for non-stationary signal segmentation in general, and real EEG signal in particular, based on standard deviation, integral operation, discrete wavelet transform (DWT), and variable threshold has been proposed in [9]. In this paper, it was illustrated that the standard deviation can indicate changes in the amplitude and/or frequency [9]. In order to take away the impact of shifting and smooth the signal, the integral operation was utilized as a pre-processing step although the performance of the method is still relevant on the noise components.

Lanchantin et al. have proposed several powerful image segmentation methods using hidden Markov model (HMM) [10], triplet Markov chains (TMC) [11], and pairwise Markov model (PMM) [11]. These methods have been validated by different experiments, some of which are related to semi-supervised and unsupervised image segmentation. It should be mentioned that these approaches can be used and discussed in non-stationary and stationary signal segmentation approaches too.

Inasmuch as real time series are usually nonlinear and to extract important information from the measured signals, it is significant to utilize a pre-processing step, like a wavelet transform (WT), to reduce the effect of noise [12]. DWT represents the signal variation in frequency with respect to time.

After decomposing the signal, fractal dimension (FD) is employed as a relevant tool to detect the transients in a signal [13]. FD can be used as a feature for adaptive signal segmentation because FD can indicate changes not only in amplitude but also in frequency. Fig. 1 shows when the amplitude and/or frequency of a signal are changed, the FD changes. The original signal consists of four segments. The first and second segments have the same amplitude. The frequency of the first part is, however, dissimilar from that of the second part. The amplitude of the third segment is different from that of the second
segment. The fourth segment is different from the third one in terms of both amplitude and frequency. This signal illustrates that if two adjacent epochs in a time series have different frequencies and/or amplitudes, the FD will change.

Two key parameters for FD-based detection of transients in the signals are determined experimentally. These are the window length and the overlapping percentage of successive windows. Small windows might not be fully capable of clarifying long-term statistics suitably whereas long windows may overlook small block variations. The overlapping percentage of the successive windows influences both the correctness of the segmentation results and the computational load.

To achieve accurate segmentations, here we investigate the use of particle swarm optimization (PSO), new PSO (NPSO) and PSO with mutation, and bee colony optimization (BCO) to estimate the aforementioned parameters. These algorithms are fast search techniques that can obtain precise or locally optimal estimations in the desired search space.

The other sections of this paper are organized as follows. In section 2.1 Katz’s method to calculate the FD has been explained in brief. Section 2.2 introduces four methods in EAs, including PSO, NPSO, the proposed PSO with mutation, and BCO. Section 2.3 represents the proposed methods in four steps. The description of three types of data (synthetic data, real EEG signals, and real photon emission data) is included in Section 3. Subsequently, the performance of the proposed methods is compared with the outputs of some of the existing methods including, three powerful evolutionary approaches based on the FD, WGLR, INLEO, and Varri’s methods. The last section concludes the paper.

**The Hybrid Approach**

*Fractal Dimension*
The FD of a signal can be a powerful tool for transient detection. FD is widely used for image segmentation, analysis of audio signals, and analysis of biomedical signals such as EEG and ECG [14,15]. Also, FD is a useful method to indicate variations in both amplitude and frequency of a signal.

There are several specific algorithms to compute the FD, such as Katz’s, Higuchi’s, and Petrosian’s. All of these algorithms have advantages and disadvantages, and the most appropriate one depends on the application [15].

Katz’s algorithm is slightly slower than Petrosian’s. In Katz’s algorithm, unlike in Petrosian’s, no pre-processing is required to create a binary sequence. This algorithm can be implemented directly on the analyzed signal. In this method, the dimension of FD of a signal can be defined as follows [15]:

\[
FD = \frac{\log(L)}{\log(d)}
\]

where \( L \) depicts length of the time series or the total distance between consecutive points and \( d \) illustrates the maximum distance between the first data of time series and the data that has maximum distance from it. Mathematically, \( d \) can be defined by the following equation:

\[
d = max(distance(x_i, x_j))
\]

where \( x_i \) is the \( i \)th data point that has maximum distance from the first data point of the time sequence at time point \( l \) [15].

**Evolutionary Algorithms**

**Particle Swarm Optimization**

PSO is a fast, powerful evolutionary algorithm, inspired by nature, initially proposed by Kennedy and Eberhart in 1995 [16]. The social behavioral of animals such as birds and fish at what time they are together was the inspiration source for this method [16]. PSO, like other evolutionary algorithms, initiates with a random matrix as an initial population. Unlike genetic algorithms (GAs), standard PSO does not
have evolutionary operators such as breeding and mutation. Each member of the population is called a particle. In this method, a certain number of particles formed at random make the primary values. There are two parameters for each particle: position and velocity, which are defined, respectively, by a space vector and a velocity vector. These particles shape a pattern in an \( n \)-dimensional space and move to the desired value. The most optimum position of each particle in the past and the best position among all particles are stored separately. Based on the experience from the prior moves, the particles decide how to move in the next step. In each iteration, all particles in the \( n \)-dimensional problem space go to an optimum point and, in every iteration, the position and velocity of each particle can be amended as

\[
v_i(t+1) = w v_i(t) + C_1 r_1 (p_{best}(t) - x_i(t)) + C_2 r_2 (g_{best}(t) - x_i(t))
\]

(5)

\[
x_i(t+1) = x_i(t) + v_i(t+1)
\]

(6)

where \( n \) stands for the dimension (\( 1 \leq n \leq N \)), \( C_1 \) and \( C_2 \) are positive constants, generally considered 2.0. \( r_1 \) and \( r_2 \) are random numbers uniformly between 0 and 1; \( w \) is an initial weight that can be defined as a constant number [17].

Equation (6) indicates that the velocity vector of each particle is updated \((v_i(t+1))\) and the latest and previous values of the vector position \((x_i(t))\) make the new position vector \((x_i(t+1))\). As a matter of fact, the updated velocity vector influences both the local and global values. The best global solution \((g_{best})\) and the best solution of the particle \((p_{best})\) stand for the best response of the entire particles and the best answer of the local positions, respectively.

Since PSO stays in local minima of fitness function, we use two techniques, namely, NPSO and PSO with mutation. In each iteration, as was mentioned in PSO, the global best particle and the local best particle are computed. The NPSO strategy uses the global best particle and local “worst” particle, the particle with the worst fitness value until current execution time [17]. It can be defined as:
\[ v_i(t+1) = w v_i(t) + C_1 r_1 \left( p_{\text{rand}}(t) - x_i(t) \right) + C_2 r_2 \left( g_{\text{best}}(t) - x_i(t) \right) \] (7)

Mutation is defined as a physiologically-inspired disturbance to the system. It is frequently employed to branch away from potential local minima. In this paper, we propose to use mutation in PSO to keep away from local minima. To model this technique, in the beginning, two constants \( m_1 \) and \( m_2 \) are defined as thresholds. For each bit of \( x_i(t) \) a random number between 0 and 1 is generated. Then, if the random number for this bit is larger than a pre-defined “\( m_1 \)”, that bit is flipped. Similarly, after creating a random number for each bit of \( v_i(t) \), if the random number is greater than a pre-defined “\( m_2 \)”, that bit is flipped.

**Bee Colony Optimization**

The BCO is a novel population-based optimization algorithm which was proposed in 2005 by Karaboga [18]. Properties such as searching manner, reminding information, learning new information, and exchanging information cause the BCO to be one of the best algorithms in artificial intelligence [19].

Today, BCO and artificial bee colony (ABC) algorithms have remarkable applications, such as optimizing the traveling salesman problem (TSP) and the weights of multilayered perceptrons (MLP), controlling chart pattern recognition, designing digital IIR filters, and data clustering [18-20].

BCO is inspired and developed based on inspecting the attitudes of the real bees on discovering nectar and sharing the food sources information with the other bees in the hive. Generally, the agents in BCO are divided into the employed bees, the scout bees and the onlooker bees. The employed bees stay on a food sources and memorize the vicinity of the sources. The onlooker bees take the information of food sources from the employed bees in the hive and select one of the food sources to gather the nectar. The 3\textsuperscript{rd} type of bees, who are called scouts, are responsible for finding new food, nectars, and sources [18-20].

The steps in BCO are inspired by the fact that, first, a colony of scout bees is sent to look for food promising flower patches. The movement of a scout is completely random from one patch to another. When scouts return to the hive, they give the attained information to other bees by going to a place called
the “dance floor” and performing a dance that is known as the “waggle dance”. This dance declares three kinds of information including the direction in which the food can be found, destination distance from the hive (duration of the dance) and its quality rating (frequency of the dance). This attained information leads the other bees to find the flower patches accurately without guides or maps. After the dance, the scout bee goes back to the flower patch with a number of bees that were waiting inside the hive. The Pseudo code of the basic BCO is shown in Fig. 2 [18-20].

The techniques described in sections 2.2 and 2.3 are utilized in developing a new adaptive segmentation algorithm as explained in the following sections.

*Proposed Adaptive Signal Segmentation*

In this part the suggested approach is explained comprehensively in three steps as follows:

1. The original signal is firstly decomposed using Daubechies wavelet [21] of order 8. This decomposition can demonstrate the gradually changing features of the signal in the lower frequency bands. In addition, for real signals such as the EEG, DWT can also be used as a time-frequency filtering approach to remove the undesired artifacts such as EMG and ECG.

2. In [21], we proposed to employ the Higuchi’s FD and DWT for signal segmentation. Although DWT could diminish the effect of the noise to a certain extent [17] the proposed signal segmentation approach was still dependent on the noise level. As mentioned in [15], the Katz’s FD is much more robust to the noise and quicker than Higuchi’s FD. Thus, in this study, we use the Katz’s FD to reveal amplitude and/or frequency changes. The FDs of the decomposed signal are computed using the previously described sliding windows. Variation in the FD is used to obtain the segment boundaries as follows:

\[ G_j = |FD_{t+1} - FD_t|, \quad t = 1, 2, ..., L - 1 \] (8)
where \( t \) and \( L \) stand for the number of analyzed windows and the total number of analyzed windows, respectively.

As explained before, the two parameters that influence the accuracy of the delineation of signal boundaries are the length of the window and percentage of overlapping of the sliding window. If they are not selected properly, the segments boundaries may be inexact. GA and imperialist competitive algorithm (ICA) have been proposed to vary the length and overlapping percentage up to some acceptable amount. In this part, in order to increase the performance and speed of the GA and ICA, we employ four EAs including PSO, PSO with mutation, NPSO and BCO. Note that, generally, among the mentioned EAs, the best evolutionary algorithm with similar parameters in terms of minimum fitness value is BCO. Fitness function of the EAs over \( k \) shifts of the successive window is chosen as:

\[
E_G = \frac{\sum_{i=0}^{k} [\text{ceil}(G_i - \text{mean}(G_i))]^2}{N}
\]

where \( N \) depicts the number of samples in \( G \) and \( \text{ceil} \) stands for ceiling.

3. Determining a threshold is one of the most vital problems in signal segmentation. In numerous pieces of research, the mean value or sum of the mean value and standard deviation (or a similar offset value) is suggested as a threshold. In case the defined threshold is large, some segment boundaries may not be detected. In contrast, if the threshold is low, some idle points may be inaccurately detected as boundaries. In this article the mean value of \( G \) (\( \bar{G} \)) is defined as the threshold. When the local maximum is bigger than the threshold, the current time is selected as the segment boundary.

**Simulation Data and Results**

The existing and proposed methods were simulated using MATLAB R2009a from Math Works, Inc. The performance and efficiency of these methods were evaluated using a set of synthetic multi-component
data, real EEG data and the difference of the received photons of galactic objects downloaded from NASA’s website (http://adsabs.harvard.edu/abs/1998ApJ...504..405S).

**Simulated Data**

In order to create signals similar to actual recordings, we added Gaussian noise to original signals and after that evaluated the performance of the proposed method. In this paper, 50 synthetic multi-component signals were used. Their equation is as follows:

\[
y(t) = x(t) + n(t)
\]

where \( n(t) \) expresses white Gaussian noise and \( x(t) \) is produced by concatenating seven multi-component epochs. One of 50 signals contains seven epochs with duration between 5.5 to 8 seconds as follows:

- Epoch 1: \( 2.5 \cos(2\pi t) + 1.5 \cos(4\pi t) + 1.5 \cos(6\pi t) \),
- Epoch 2: \( 1.5 \cos(2\pi t) + 4 \cos(11\pi t) \),
- Epoch 3: \( 1.3 \cos(\pi t) + 4.5 \cos(7\pi t) \),
- Epoch 4: \( 1.5 \cos(\pi t) + 4.5 \cos(2\pi t) + 4.8 \cos(6\pi t) \),
- Epoch 5: \( 2 \cos(2\pi t) + 1.4 \cos(\pi t) + 8 \cos(10\pi t) \),
- Epoch 6: \( 0.5 \cos(3\pi t) + 4.7 \cos(8\pi t) \),
- Epoch 7: \( 0.8 \cos(3\pi t) + \cos(5\pi t) + 3 \cos(8\pi t) \).

In this paper we used \( n(t) \) as Gaussian noise with SNR=5, 10, and 15 dBs.

Secondly, we used real EEG signals. The registration of electrical activity of the neurons in the brain is called EEG and it is an important tool in identifying and treating some neurological disorders like epilepsy. In this paper, 40 EEG signals recorded from the scalp of ten patients were used. The length of signals and the sampling frequency were 30 seconds and 256 Hz, respectively.
The study of galactic objects is a key area of astronomy [1]. For instance, when a moving galactic object is moving in front of a star, there are changes in the brightness received from the star. By studying and analyzing this brightness, we can acquire important data such as the size and the orbit of the galactic objects. The rate of the photons' arrival shows some major statistical changes. This could be because of the creation of a new source or because of an explosion or a sudden boost in the brightness of an existing source. Here, it is assumed that the sampling rate is two micro seconds.

Fig. 3.a depicts a signal giving information about the received number of photons. Fig. 3.a can be mulled as a Poisson distribution. By calculating the difference in time of the signal in Fig. 4.a, we could obtain a signal that is a representation of the number of input photons in each time instant (Fig. 3.b).

Simulation Results

The synthetic signal $y(t)$ with SNR=15 dB in Fig. 4.a is firstly decomposed using one-level DWT. In this article, we employed DWT with Daubechies wavelet of order 8. This decomposed signal is depicted in Fig. 4.b. As can be seen, the decomposed signal is considerably smoother than the original signal. Fig. 4.c and 4.d respectively show the FD of the decomposed signal and changes in the $G$ function.

Usually, the window length and overlapping percentage of the sliding windows are the most important parameters for the conventional methods. In fact, adjusting these parameters empirically is the most important problem in those methods. To overcome this problem, we suggest using the EAs.

Choosing an adequate preliminary population and number of iterations is very significant in EAs. For lower values of these parameters, the speed of the proposed approach noticeably increases. On the other hand, for larger values of the chosen parameters the speed of the proposed methods drastically decreased. In all EAs, we must achieve the right balance for the parameters in the application. In a general manner, this trade-off is only made by trials and errors. In the proposed method, the parameters of PSO, NPSO, and PSO with mutation are: population size=30; $C1=C2=2$; Dimension=2; Iteration=50; $w=1$; $m_1=0.1$; $m_2=0.05$ (for PSO with mutation). The next algorithm used in this paper is BCO. The parameters of this
algorithm are defined as: population size=30; Dimension=2; Iteration=50. In addition, length of the windows and the percentage of overlap for all these EAs are selected between 2% and 10% of the signal length. When the preliminary populations and number of iterations were increased, the efficiency of the suggested method was not significantly changed. Hence, for this application of the EAs, these populations and number of iterations were assumed to be correctly chosen.

The signal in Fig. 4.a is also segmented using three existing method, namely, WGLR [10], INLEO [8] and Varri’s [22] methods in Fig. 5. Although the INLEO method could indicate each six boundaries, this method had many false boundaries. The WGLR method found just three boundaries out of the six boundaries. Therefore, this method was unreliable to segment multi-component signals with noise. Finally, Varri’s method had several missed boundaries and false boundaries. In other words, this method had low performance too.

To compare the convergence speed and accuracy of PSO, NPSO and PSO with mutation, the convergence characteristics of these algorithms for above-mentioned signal are illustrated in Fig. 6.

As it can be seen in Fig. 6, PSO with mutation converges to the global solution faster, while the other algorithms have trapped in the local optima. Fig. 7 represents the minimum fitness values of BCO particles and PSO with mutation versus iterations. The comparison results show that BCO reaches smaller values of $G$ function.

Three different metrics, including true positive (TP) false negative (FN) and false positive (FP) ratios are used to assess the performance and efficiency of the proposed and existing methods. These parameters defined as $TP = \left( \frac{N_t}{N} \right)$, $FN = \left( \frac{N_m}{N} \right)$, and $FP = \left( \frac{N_f}{N} \right)$,

where $N_t$, $N_m$ and $N_f$ denote the number of true, missed and falsely detected boundaries respectively. $N$ represents the actual number of signal boundaries.

In Fig. 8 the results of the segmentation for 50 synthetic data employing the suggested methods are depicted together with the simulation results of the six existing methods, namely, three evolutionary approaches proposed in [2,4], INLEO, WGLR and Varri’s methods. It should be noted that TP, FN and
FP ratios for all these proposed methods with EAs are considerably better than the three non-evolutionary existing approaches (WGLR, INLEO and Varri’s methods). The TP, FN and FP ratios of NPSO are better than those of the PSO. These performance measures of PSO with mutation are also better than those of the NPSO, whereas the BCO algorithm has the highest performance. By using BCO, we can achieve about 93.7% accuracy on a set of 50 synthetic signals with 15 dB of Gaussian noise. It is worth noticing that in terms of TP, FN, and FP, the proposed method based on the BCO is slightly better than the two other evolutionary approaches proposed in [2].

Fig. 9.a shows the signal segmentation of a real EEG recording using the proposed method. Fig. 9.b, 9.c, and 9.d illustrate the signal after decomposing by five-level DWT, the FD of the decomposed signal and changes in the $G$ function, respectively. It must be mentioned that these parameters are selected by trial and error.

The signal in Fig. 9.a is also segmented using four existing methods, namely, GLR [10], WGLR [10], INLEO [8], and Varri’s [22] methods in Fig. 10. It can be observed that the suggested method distinguishes the EEG signal segments better than the above existing methods.

The simulation results of segmentation by using the proposed method with BCO are shown in Fig. 11. They indicate that the proposed method with BCO, compared with the three other well-known existent methods, has a better performance for segmenting the synthetic signals as well as real EEG data. This figure reveals that BCO has higher accuracy compared to the three existing methods. Albeit the INLEO method has adequate true positive ratios, its false positive ratios are the highest ones. Thus, the INLEO method has low reliability and it may not be appropriate for segmentation of real EEG signals. Furthermore, neither WGLR nor Varri’s methods have acceptable true positive ratios and false positive ratios. Hence, they are not considered reliable. Moreover, as can be seen in Fig. 11, in terms of all three parameters (TP, FN, and FP) by using real EEG signals, the proposed method is slightly better than the best approach proposed in [2].
In Fig. 12, the proposed non-stationary signal segmentation is assessed by the difference of the real photons’ arrival rates. Fig. 12.b, 12.c, and 12.d respectively illustrate the signal after decomposing by three-level DWT, the FD of the decomposed signal, and changes in the $G$ function.

To comprehend the performance of the suggested method, first, Fig. 12.a illustrates the difference between the real photons’ rates, as in Fig. 4.b. This signal is segmented using four existing methods, namely, GLR [10], WGLR [10], INLEO [8] and Varri’s [22] methods in Fig. 13. It can be observed that the proposed approach by using BCO distinguishes the real signal segments better than attained outputs by the existing methods.

In Fig. 12.a, in the first segment signal has a smooth variation. The amplitude in the first part of the second segment begins to rises and it is dissimilar in the second segment, whereas in the 3rd segment the amplitude of the signal increases. As it can be seen in this figure, the 4th and 5th segments have different frequencies. When the input signal is collected from person’s body, the above perception can help the physiologists to distinguish when a disorder or an abnormality manifests itself.

**Conclusions**

In this article an adaptive segmentation approach using DWT, FD and EAs has been proposed. The DWT has been used to obtain a more informative multiresolution representation of a signal which is very valuable in detection of abrupt changes within that signal. The changes in FD refer to the underlying statistical variations of the signals and time series, such as the transients and sharp changes, in both the frequency and amplitude. There are two parameters that influence the boundaries and control the accuracy of the signal segmentation. In order to attain the acceptable values of these parameters, we have used four EAs, namely, PSO, NPSO, the improved PSO with mutation and BCO. The results of applying the suggested methods, tested on synthetic signal, real EEG data, and brightness changes of galactic objects, have indicated the higher performance of the methods compared with three existing nonevolutionary methods, namely, WGLR, Varri’s and INLEO as well as three evolutionary approaches based on the FD.
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Figure 1. Variation of FD when amplitude or frequency changes.
Random initialization of the population

Compute the fitness of the population

While (requirements are not met)

Select the elite Bee and the elite sites for neighborhood
Select other sites for the neighborhood search
Recruit bees for the selected sites and compute fitness
Select the fittest Bee from each site
Appoint remaining Bee to search randomly and compute their fitness

End while.

Figure 2. Pseudo code of the basic BCO.
Figure 3. Real photon emission data; (a) the number of received photons as a function of time, and (b) the difference between the received photons.
Figure 4. Results of applying the proposed technique with BCO to (a) original signal, (b) decomposed signal by one-level DWT, (c) output of FD, and (d) $G$ function result. As it can be seen that the boundaries for all seven segments can be accurately detected.
Figure 5. Results of applying the existing techniques; (a) original signal, (b) output of WGLR method, (c) output of Varri’s method, and (d) output of INLEO method.
Figure 6. Comparison between the performances of PSO, NPSO, and PSO with mutation.
Figure 7. Comparison between the performances of PSO with mutation and BCO.
Figure 8. Results of the suggested methods in comparison with six existing techniques on 50 synthetic datasets; (a) Proposed method with BCO, (b) Proposed method with PSO with mutation, (c) Proposed method with NPSO, (d) Proposed method with PSO, (e) INLEO method [8], (f) WGLR method [10], (g) Varri’s method [22], (h) Proposed method based on the ICA [2], (i) Proposed method based on the GA [2], and (j) Proposed method in [4].
Figure 9. Segmentation of real EEG data using the proposed method; (a) original signal, (b) decomposed signal after applying five-level DWT, (c) output of FD, and (d) $G$ function result. It can be seen that all five segments can be accurately segmented.
Figure 10. Segmentation of real EEG using the existing methods; (a) original signal, (b) output of GLR method, (c) output of WGLR method, (d) output of INLEO method, and (e) output of Varri’s method.
Figure 11. Result of the suggested method with BCO when compared with evolutionary approach based on ICA [2], INLEO [8], WGLR [10] and Varri’s [22] methods, when applied to 40 real EEG datasets.
Figure 12. Segmentation of the difference signal of the real photons arrival rates using the proposed method; (a) original signal, (b) decomposed signal after applying three-level DWT, (c) output of FD, and (d) $G$ function result. It can be seen that all five segments can be accurately detected.
Figure 13. Segmentation of the difference signal of the real photons’ arrival rates using the existing methods: (a) original signal, (b) output of GLR method, (c) output of WGLR method, (d) output of Varri’s method, and (e) output of INLEO method.