Global well-posedness of the Gross-Pitaevskii and cubic-quintic nonlinear Schrödinger equations with non-vanishing boundary conditions

Citation for published version:

Digital Object Identifier (DOI):
http://dx.doi.org/10.4310/MRL.2012.v19.n5.a1

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Peer reviewed version

Published In:
Mathematical research letters

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s) and / or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer content complies with UK legislation. If you believe that the public display of this file breaches copyright please contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
GLOBAL WELL-POSEDNESS OF THE GROSS–PITAEVSKII AND CUBIC-QUINTIC NONLINEAR SCHRÖDINGER EQUATIONS WITH NON-VANISHING BOUNDARY CONDITIONS

ROWAN KILLIP, TADAHIRO OH, OANA POCOVNICU, AND MONICA VIŞAN

Abstract. We consider the Gross–Pitaevskii equation on $\mathbb{R}^4$ and the cubic-quintic nonlinear Schrödinger equation (NLS) on $\mathbb{R}^3$ with non-vanishing boundary conditions at spatial infinity. By viewing these equations as perturbations to the energy-critical NLS, we prove that they are globally well-posed in their energy spaces. In particular, we prove unconditional uniqueness in the energy spaces for these equations.

1. Introduction

In this paper, we consider two models of NLS type with non-vanishing boundary conditions at spatial infinity, namely, the Gross–Pitaevskii equation (1.1) in four spatial dimensions and the cubic-quintic model (1.9) in three spatial dimensions. Both models admit stable constant solutions; in this paper we study excitations around these. This constitutes the origin of the non-zero boundary conditions at spatial infinity. The common theme of the two models considered in this paper is the fact that the highest power appearing in the nonlinearity is energy-critical.

We start by discussing the Cauchy problem for the Gross–Pitaevskii equation:

$$\begin{cases} 
i \partial_t u + \Delta u = (|u|^2 - 1)u, & (t, x) \in \mathbb{R} \times \mathbb{R}^n, \\ u|_{t=0} = u_0, \end{cases}$$

(1.1)

with the non-vanishing boundary condition:

$$\lim_{|x| \to \infty} |u(x)| = 1.$$  

(1.2)

The Gross–Pitaevskii equation (1.1) appears in various physical problems [6, 12, 20] such as superfluidity of Helium II, Bose–Einstein condensation, and nonlinear optics (“dark” and “black” solitons, optical vortices). It constitutes the Hamiltonian evolution corresponding to the Ginzburg–Landau energy:

$$E(u) = \frac{1}{2} \int_{\mathbb{R}^n} |\nabla u|^2 \, dx + \frac{1}{4} \int_{\mathbb{R}^n} (|u|^2 - 1)^2 \, dx.$$  

(1.3)

The Cauchy problem for the Gross–Pitaevskii equation (1.1) (with (1.2)) was first solved on $\mathbb{R}$ by Zhidkov [32] in what are now termed Zhidkov spaces:

$$X^k(\mathbb{R}^n) := \{ u \in L^\infty(\mathbb{R}^n) : \partial^\alpha u \in L^2(\mathbb{R}^n), 1 \leq |\alpha| \leq k \}.$$  

In spatial dimensions $n = 2, 3$, Béthuel and Saut [2] proved global well-posedness in $1 + H^1(\mathbb{R}^n)$ and Gallo [4] proved it in Zhidkov spaces. Finally, Gérard [7, 8] proved global well-posedness on $\mathbb{R}^n$, $n = 1, 2, 3$, in the energy space, that is, the space of functions of
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finite Ginzburg–Landau energy. He also proved that when \( n = 3, 4 \), the energy space is given by

\[
\mathcal{E}_{\text{GP}}(\mathbb{R}^n) = \left\{ u = \alpha + v : |\alpha| = 1, v \in \dot{H}^1(\mathbb{R}^n), |v|^2 + 2\, \text{Re}(\bar{\alpha}v) \in L^2(\mathbb{R}^n) \right\}. \tag{1.4}
\]

Moreover, if \( u_0 \in \mathcal{E}_{\text{GP}} \), then the corresponding solution \( u(t) \) belongs to \( \mathcal{E}_{\text{GP}} \) for all \( t \in \mathbb{R} \). Namely, we have \( u(t) = \alpha + v(t) \in \mathcal{E}_{\text{GP}} \), where \( v(t) \) has the same properties as \( v_0 \) and satisfies

\[
\begin{cases}
  i\partial_t v + \Delta v = (|v|^2 + 2\, \text{Re}(\bar{\alpha}v))(v + \alpha), \\
  v|_{t=0} = u_0 - \alpha.
\end{cases} \tag{1.5}
\]

Since \( |\alpha| = 1 \), we can write \( \alpha = e^{i\theta} \). Then, by the gauge invariance of the equation under \( u \mapsto e^{-i\theta}u \), we can assume that \( \theta = 0 \) and thus \( \alpha = 1 \). Therefore, \( u = 1 + v \) and \( v \) satisfies

\[
\begin{cases}
  i\partial_t v + \Delta v = |v|^2v + 2\, \text{Re}(v)v + |v|^2 + 2\, \text{Re}(v), \\
  v|_{t=0} = v_0 := u_0 - 1.
\end{cases} \tag{1.6}
\]

With \( u = 1 + v \in \mathcal{E}_{\text{GP}}(\mathbb{R}^4) \), we have \( v \in \dot{H}^1(\mathbb{R}^4) \). Then, using the Sobolev embedding \( \dot{H}^1(\mathbb{R}^4) \subset L^4(\mathbb{R}^4) \) and (1.4), we obtain \( \text{Re}(v) \in L^2(\mathbb{R}^4) \), and therefore \( v \in H^1_{\text{real}}(\mathbb{R}^4) + i\dot{H}^1_{\text{real}}(\mathbb{R}^4) \). Here, we denoted by \( H^1_{\text{real}}(\mathbb{R}^4) := H^1(\mathbb{R}^4; \mathbb{R}) \) the Sobolev space of real-valued functions. Thus, in four dimensions the energy space is given by

\[
\mathcal{E}_{\text{GP}}(\mathbb{R}^4) = \left\{ u = 1 + v : v \in H^1_{\text{real}}(\mathbb{R}^4) + i\dot{H}^1_{\text{real}}(\mathbb{R}^4) \right\}. \tag{1.7}
\]

In this formulation, the Hamiltonian takes the form

\[
E(u) = E(1 + v) = \frac{1}{2} \int_{\mathbb{R}^n} |\nabla v|^2 \, dx + \frac{1}{4} \int_{\mathbb{R}^n} \left( |v|^2 + 2\, \text{Re}(v) \right)^2 \, dx. \tag{1.8}
\]

To simplify notation, we will simply write \( E(v) \) instead of \( E(1 + v) \).

Our main interest is to study the global behavior of solutions to the Gross–Pitaevskii equation (1.1) on \( \mathbb{R}^4 \). In this paper, we prove global well-posedness in the energy space. While of less importance from a physical point of view, the four dimensional case is very interesting from an analytical point of view. This is due to the fact that in (1.6), the nonlinearity is the sum of a cubic term and quadratic terms, and the cubic term is energy-critical (\( \dot{H}^1_{\text{crit}} \)-critical) in four space dimensions.

Previously, Gérard [7] constructed global solutions to the Gross–Pitaevskii equation on \( \mathbb{R}^4 \) for initial data in the energy space with small energy. His proof is based on contraction mapping arguments in Strichartz spaces; correspondingly, the uniqueness statement is for solutions in the energy space with \( \nabla u \in L^2_{t,\text{loc}} L^4_x \). As the cubic nonlinearity is energy-critical, contraction mapping arguments cannot be used to prove global existence of solutions with large energy, even if \( v_0 \in C_0(\mathbb{R}^4) \).

Let us now describe briefly what is known about the long-time behavior of solutions to (1.1). Writing \( \tilde{u} := e^{-it}u \), we obtain a solution to the defocusing cubic nonlinear Schrödinger equation

\[
i\partial_t \tilde{u} + \Delta \tilde{u} = |\tilde{u}|^2 \tilde{u}
\]

with boundary condition \( \lim_{|x| \to \infty} |\tilde{u}(x)| = 1 \). The non-vanishing boundary condition makes the long-time dynamics of the Gross–Pitaevskii equation more complex than that of the usual NLS with zero boundary condition. For instance, on \( \mathbb{R}^n \) with \( n = 3, 4 \), solutions to the Gross–Pitaevskii equation with small energy scatter [13] [14], while at higher levels of energy, one can build travelling wave solutions [2] [3] [19]. The dynamics of the usual
defocusing cubic NLS on $\mathbb{R}^n$ with $n = 3, 4$ is more straightforward: all solutions are known to scatter. In this paper, we do not address the long-time behavior of solutions to \eqref{GP_eqn}. Our main result about the Gross–Pitaevskii equation is as follows:

**Theorem 1.1.** The Gross–Pitaevskii equation \eqref{GP_eqn} is globally well-posed in the energy space $\mathcal{E}_{GP}(\mathbb{R}^4)$. In particular, solutions are unconditionally unique in $C_t(\mathbb{R}; \mathcal{E}_{GP}(\mathbb{R}^4))$.

**Remark 1.2.** As the proof of Theorem 1.1 yields spacetime bounds on any compact time interval, our arguments also resolve the global regularity question for \eqref{GP_eqn}, namely, that Schwartz excitations lead to global Schwartz solutions.

The proof of Theorem 1.1 is presented in Section 3. The idea of the proof is to treat \eqref{cubic_eqn} as the energy-critical cubic NLS on $\mathbb{R}^4$ with a subcritical perturbation, and then to use the perturbative approach developed by Tao, Vişan, and Zhang [28]. This allows us to construct global solutions to \eqref{GP_eqn} for all initial data in the energy space. These solutions satisfy local-in-time (Strichartz) spacetime bounds. Finally, we prove unconditional uniqueness for these solutions, that is, they are unique in the larger class of solutions that are merely continuous (in time) with values in the energy space.

The second topic of this paper is the Cauchy problem for the cubic-quintic NLS with non-vanishing boundary condition:

$$
\begin{cases}
  i\partial_t u + \Delta u = \alpha_1 u - \alpha_3 |u|^2 u + \alpha_5 |u|^4 u, & (t, x) \in \mathbb{R} \times \mathbb{R}^3, \\
  u|_{t=0} = u_0,
\end{cases}
$$

where $\alpha_1, \alpha_3, \alpha_5 > 0$ with $\alpha_3^3 - 4\alpha_1\alpha_5 > 0$. This condition guarantees that the polynomial $\alpha_1 - \alpha_3 s + \alpha_5 s^2$ has two distinct real positive roots $r_0^2 > r_1^2 > 0$. The boundary condition is given by

$$
\lim_{|x| \to \infty} |u(x)| = r_0. 
$$

The choice of the larger root guarantees energetic stability of the constant solution; this constitutes a local minimum of the energy functional \eqref{hamiltonian} below.

The equation \eqref{cubic-quintic_eqn} appears in a great variety of physical problems. It is a model in superfluidity [9, 10], descriptions of bosons [1] and of defectons [21], the theory of ferromagnetic and molecular chains [22, 23], and in nuclear hydrodynamics [15].

By rescaling (both spacetime and the values of $u$), it suffices to consider the case $r_0^2 = 1$ and $\alpha_5 = 1$. Thus, \eqref{cubic-quintic_eqn} reduces to

$$
\begin{cases}
  i\partial_t u + \Delta u = (|u|^2 - 1)(|u|^2 - r_1^2)u, \\
  u|_{t=0} = u_0,
\end{cases}
$$

with the boundary condition:

$$
\lim_{|x| \to \infty} |u(x)| = 1.
$$

Moreover, the Hamiltonian for \eqref{reduced_cubic-quintic_eqn} is given by

$$
E(u) = \frac{1}{2} \int_{\mathbb{R}^3} |\nabla u|^2 \, dx + \frac{\gamma}{4} \int_{\mathbb{R}^3} (|u|^2 - 1)^2 \, dx + \frac{1}{6} \int_{\mathbb{R}^3} (|u|^2 - 1)^3 \, dx,
$$

where $\gamma = 1 - r_1^2 > 0$. As in the case of the Gross–Pitaevskii equation, we can write our solution as $u(t) = 1 + v(t)$ and so obtain

$$
\begin{cases}
  i\partial_t v + \Delta v = |v|^4 v + R(v), & (t, x) \in \mathbb{R} \times \mathbb{R}^3, \\
  v|_{t=0} = v_0.
\end{cases}
$$
Here, $\mathcal{R}(v)$ represents the deviation from the energy-critical NLS and is given by
\[
\mathcal{R}(v) = |v|^4 + 4|v|^2 v \text{Re}(v) + 4|v|^2 \text{Re}(v) + \gamma |v|^2 v + 4v \text{Re}(v)^2 + \gamma |v|^2 + 4 \text{Re}(v)^2 + 2\gamma v \text{Re}(v) + 2\gamma \text{Re}(v).
\] (1.15)

In this formulation, the Hamiltonian can be written as
\[
E(u) = E(1 + v) = \frac{1}{2} \int_{\mathbb{R}^3} |\nabla v|^2 \, dx + \frac{\gamma}{4} \int_{\mathbb{R}^3} (|v|^2 + 2 \text{Re}(v))^2 \, dx + \frac{1}{6} \int_{\mathbb{R}^3} (|v|^2 + 2 \text{Re}(v))^3 \, dx.
\] (1.16)

As before, we will simply write $E(v)$ for $E(1 + v)$.

Unlike the Hamiltonian (1.8) for the Gross–Pitaevskii equation, the Hamiltonian for the cubic-quintic NLS is not sign-definite (at least when $\gamma < 2/3$). In this paper, we define the “energy space” as
\[
\mathcal{E}_{CQ}(\mathbb{R}^3) := 1 + (H^1_{\text{real}}(\mathbb{R}^3) + i \dot{H}^1_{\text{real}}(\mathbb{R}^3)) \cap L^4(\mathbb{R}^3).
\] (1.17)

In Subsection 4.1, we show that $u = 1 + v$ belongs to this energy space $\mathcal{E}_{CQ}(\mathbb{R}^3)$ if and only if $|E(u)| < \infty$ and $\text{Re}(v) \in L^2(\mathbb{R}^3)$. This allows us to prove global well-posedness of equation (1.11) in $(H^1_{\text{real}}(\mathbb{R}^3) + i \dot{H}^1_{\text{real}}(\mathbb{R}^3)) \cap L^4(\mathbb{R}^3)$. As a consequence, we obtain the second main result of this paper.

**Theorem 1.3.** The cubic-quintic NLS (1.11) (and hence (1.9) with $\alpha_3^2 - 4\alpha_1\alpha_5 > 0$) is globally well-posed in the energy space $\mathcal{E}_{CQ}(\mathbb{R}^3)$. In particular, solutions are unconditionally unique in $C_t(\mathbb{R}; \mathcal{E}_{CQ}(\mathbb{R}^3))$.

The proof of Theorem 1.3 is presented in Section 4. As for Theorem 1.1, the main ingredient in the proof of Theorem 1.3 is the perturbative approach developed in [28]. In this case, the Hamiltonian $E(v)$ in (1.16) does not control the $\dot{H}^1$-norm of $v$. Nonetheless, it turns out that the quantity $M(v) := E(v) + C_0 \int |\text{Re}(v)|^2 \, dx$, for some $C_0 = C_0(\gamma) > 0$, controls the $\dot{H}^1$-norm of $v$. While $E(v)$ is conserved under (1.14), this new quantity $M(v)$ is no longer conserved. However, we show that $M(v(t))$ remains finite over any finite time interval for any initial data $u_0$ in the energy class $\mathcal{E}_{CQ}(\mathbb{R}^3)$. This is sufficient to construct global solutions for such initial data. Finally, we establish uniqueness of solutions that are merely continuous in the energy space.

2. Notations and Perturbation Lemma

2.1. Notations. We often use the notation $X \lesssim Y$ or $X = O(Y)$ whenever there exists some constant $C > 0$ so that $X \leq CY$. We use $X \sim Y$ if $X \lesssim Y \lesssim X$. We use $X \ll Y$ if $X \leq cY$ for some small constant $c > 0$. Note that the derivative operator $\nabla$ acts only on the spatial variables.

We say that a pair of exponents $(q, r)$ is Schrödinger-admissible if $\frac{2}{q} + \frac{n}{r} = \frac{n}{2}$ with $2 \leq q, r \leq \infty$ and $(q, r, n) \neq (2, \infty, 2)$. Given a spacetime slab $I \times \mathbb{R}^n$, we define the $\dot{S}^0(I \times \mathbb{R}^n)$-Strichartz norm by
\[
\|v\|_{\dot{S}^0(I)} = \|v\|_{\dot{S}^0(I \times \mathbb{R}^n)} := \sup \|v\|_{L_t^q L_x^r(I \times \mathbb{R}^n)},
\]
where the supremum is taken over all admissible pairs $(q, r)$. We define the $\dot{S}^1(I \times \mathbb{R}^n)$-Strichartz norm by
\[
\|v\|_{\dot{S}^1(I)} = \|v\|_{\dot{S}^1(I \times \mathbb{R}^n)} := \|\nabla v\|_{\dot{S}^0(I \times \mathbb{R}^n)}.
\]
We use $\hat{N}^0(I \times \mathbb{R}^n)$ to denote the dual space of $\dot{S}^0(I \times \mathbb{R}^n)$, and
\[
\hat{N}^1(I \times \mathbb{R}^n) := \{ u : I \times \mathbb{R}^n \to \mathbb{C} : \nabla u \in N^0(I \times \mathbb{R}^n) \}.
\]

Next, we recall the Strichartz estimates; see Ginibre and Velo [11], Keel and Tao [16], Strichartz [25], and Yajima [31].

**Lemma 2.1.** Let $I$ be an interval in $\mathbb{R}$. Then, for $j = 0, 1$ we have the following homogeneous Strichartz estimate:
\[
\left\| e^{it\Delta}u_0 \right\|_{\dot{S}^j(I \times \mathbb{R}^n)} \lesssim \left\| u_0 \right\|_{\dot{H}^j_I(\mathbb{R}^n)}
\]
and the inhomogeneous Strichartz estimate:
\[
\left\| \int_0^t e^{i(t-t')\Delta} F(t') \, dt' \right\|_{\dot{S}^j(I \times \mathbb{R}^n)} \lesssim \left\| F \right\|_{\dot{N}^j(I \times \mathbb{R}^n)}.
\]

Some of the Schrödinger-admissible pairs for $n = 3, 4$ that we will use below are:

- $n = 4 : (2, 4), (6, \frac{12}{5}), (\infty, 2)$,
- $n = 3 : (2, 6), (\frac{8}{3}, 4), (20, \frac{30}{11}), (5, \frac{30}{11}), (10, \frac{30}{11}), (20, \frac{15}{7}), (\infty, 2)$.

Lastly, given an interval $I$, we use $\hat{X}^1(I) = \hat{X}^1(I \times \mathbb{R}^n)$ to denote the following spaces:

- $n = 4 : \| v \|_{\hat{X}^1(I)} := \| \nabla v \|_{L^4_{t,x} L^{12}_{t,x}(I \times \mathbb{R}^4)}$,
- $n = 3 : \| v \|_{\hat{X}^1(I)} := \| \nabla v \|_{L^4_{t,x} L^{30}_{t,x}(I \times \mathbb{R}^3)}$.

**2.2. Perturbation lemma.** In [25], Tao, Višan, and Zhang considered global well-posedness and scattering questions for NLS with combined power-type nonlinearities:
\[
i \partial_t u + \Delta u = \lambda_1 |u|^{p_1} u + \lambda_2 |u|^{p_2} u, \quad 0 < p_1 < p_2 \leq \frac{4}{n-2} \quad \text{and} \quad \lambda_1, \lambda_2 = \pm 1. \tag{2.1}
\]

In particular, when $p_2 = \frac{4}{n-2}$ and $\lambda_2 = 1$, they treated (2.1) as a perturbation of the defocusing energy-critical NLS:
\[
i \partial_t w + \Delta w = |w|^{\frac{4}{n-2}} w. \tag{2.2}
\]

Global well-posedness and scattering for (2.2) was proved by Colliander, Keel, Staffilani, Takaoka, and Tao [5] for $n = 3$ and subsequently by Ryckman and Višan [24] and Višan [29] for $n \geq 4$. The three and four dimensional results (which underpin this paper) were revisited in [18] and [30] in light of recent developments. Importantly for the considerations of this paper, all these works also proved global spacetime bounds. Specifically, if $w$ is a solution to the energy-critical NLS (2.2) with initial data $w_0 \in \dot{H}^1(\mathbb{R}^n)$, then
\[
\| w \|_{\dot{S}^1(I \times \mathbb{R}^n)} \leq C(\| w_0 \|_{\dot{H}^1}). \tag{2.3}
\]

To prove global well-posedness for solutions to (2.1) (with $\lambda_1 = \lambda_2 = 1$ and $p_2 = \frac{4}{n-2}$), Tao, Višan, and Zhang combined the spacetime bounds (2.3) with a perturbation lemma [25, Lemma 3.8], which appeared in [27]. In this spirit, we regard the Gross–Pitaevskii equation (1.6) on $\mathbb{R}^4$ and the cubic-quintic NLS (1.14) on $\mathbb{R}^3$ as perturbations to (2.2) on $\mathbb{R}^4$ and $\mathbb{R}^3$, respectively. Hence, our basic strategy is also to use a perturbative approach.

The key perturbation result we will use is Lemma 2.2 below, which is [17, Theorem 3.8] and represents a strengthening of the result in [27]. The additional strength is not needed for our purposes here; however, the statement is simpler and it makes our arguments slightly simpler, too.
Lemma 2.2 (Perturbation lemma, [17]). Let \( n \geq 3 \) and let \( I \) be a compact time interval. Let \( \tilde{w} \) be a solution on \( I \times \mathbb{R}^n \) to the perturbed equation:

\[
i \partial_t \tilde{w} + \Delta \tilde{w} = |\tilde{w}|^{4-2} \tilde{w} + e
\]

(2.4)

for some function \( e \). Suppose that there exist \( L, E_0, E' > 0 \) and some \( t_0 \in I \) such that

\[
\|\tilde{w}\|_{L_t^\infty H_x^1(I \times \mathbb{R}^n)} \leq E_0,
\]

(2.5)

\[
\|\tilde{w}\|_{L_t^\infty H_x^1(I \times \mathbb{R}^n)} \leq E_0,
\]

(2.6)

\[
\|\tilde{w}(t_0) - w(t_0)\|_{H_x^1(\mathbb{R}^n)} \leq E'.
\]

(2.7)

Furthermore, assume that we have

\[
\|e^{i(t-t_0)\Delta}(\tilde{w}(t_0) - w(t_0))\|_{L_{t,x}^{2(n+2)}(\mathbb{R}^n)} \leq \varepsilon,
\]

(2.8)

\[
\|\nabla e\|_{N^0(I \times \mathbb{R}^n)} \leq \varepsilon,
\]

(2.9)

for some \( 0 < \varepsilon \leq \varepsilon_0 \), where \( \varepsilon_0 = \varepsilon_0(E_0, E', L) > 0 \) is a small constant. Then, there exists a solution \( w \) to (2.2) on \( I \times \mathbb{R}^n \) with the specified initial data \( w(t_0) \) at time \( t = t_0 \) satisfying

\[
\|w - \tilde{w}\|_{L_{t,x}^{2(n+2)}(\mathbb{R}^n)} \leq C(E_0, E', E'') \varepsilon^c
\]

(2.10)

\[
\|w - \tilde{w}\|_{H_x^1(I \times \mathbb{R}^n)} \leq C(E_0, E', E')\varepsilon^c
\]

(2.11)

\[
\|w\|_{H_x^1(I \times \mathbb{R}^n)} \leq C(E_0, E', L),
\]

(2.12)

where \( C(E_0, E', L) > 0 \) is a non-decreasing function of \( E_0, E', \) and \( L \) and \( c = c(n) > 0 \).

Remark 2.3. By the Strichartz inequality together with Sobolev embedding, condition (2.8) is redundant if \( E' = O(\varepsilon) \).

We will apply this lemma with \( \tilde{w} = v \), thereby showing that it differs little from a solution \( w \) to (2.2). This will allow us to transfer the known spacetime bounds (2.3) for \( w \) to \( v \), at least locally in time. Note that in the case of the Gross–Pitaevskii equation, condition (2.4) is guaranteed by the conservation of energy (1.16). In the cubic-quintic case, the failure of the energy (1.16) to be coercive adds an additional wrinkle to the analysis.

3. Global Well-Posedness of the Gross–Pitaevskii Equation on \( \mathbb{R}^4 \)

In this section, we present the proof of Theorem 1.1. This breaks naturally into two parts: global existence and unconditional uniqueness.

3.1. Global existence. By time reversibility of the equation (1.6), we need only consider the problem for \( t \geq 0 \). Let \( v_0 \) be such that \( 1 + v_0 \in \mathcal{E}_{GP}(\mathbb{R}^4) \). By the usual local well-posedness arguments, it suffices to prove that there exists \( T = T(E(v_0)) > 0 \) such that

\[
\|v\|_{\dot{H}^1([0, T] \times \mathbb{R}^4)} \leq C(E(v_0)),
\]

(3.1)

that is, we assume the solution \( v \) exists on \([0, T]\) and prove that it satisfies (3.1). Indeed, it is not difficult to prove local existence via contraction mapping in the space \( \dot{X}^1 \) by using the estimates below (3.4) in particular). Notice that this argument gives local existence on any sufficiently short interval \( I \) for which \( \|e^{i\Delta t_0}v_0\|_{\dot{X}^1(I)} \) is sufficiently small. Strichartz estimates together with the monotone/dominated convergence theorems guarantee that one can always find such a short interval \( I \).
Finally, combining (3.1) with conservation of the Hamiltonian $E(v)$, one can iterate the local argument, thus obtaining a global solution $v$ to (1.6) that is continuous (in time) with values in the energy space and lies in $S^1(I)$ for any compact time interval $I$.

As mentioned before, the main idea is to view (1.6) as a perturbation to the energy-critical cubic NLS (2.2), that is, regard $v$ as $\tilde{w}$ in Lemma 2.2 with

$$e = 2 \text{Re}(v)v + |v|^2 + 2 \text{Re}(v).$$

The argument follows closely the one in Section 4 of [28].

Let $w$ be the global solution to the energy-critical cubic NLS (2.2) with initial data $v_0$. Divide the interval $\mathbb{R}_+ = [0, \infty)$ into $J = J(E(v_0), \eta)$ many subintervals $I_j = [t_j, t_{j+1}]$ such that

$$\|w\|_{X^1(I_j)} = \|\nabla w\|_{L_t^6 L_x^{12}(I_j \times \mathbb{R}^4)} \sim \eta,$$

for some small $\eta > 0$ to be chosen later.

Fix $T > 0$ (to be chosen later in terms of $E(v_0)$), and write $[0, T] = \bigcup_{j=0}^{J'} ([0, T] \cap I_j)$ for some $J' \leq J$, where $[0, T] \cap I_j \neq \emptyset$ for $0 \leq j \leq J'$.

Since the nonlinear evolution $w$ is small on $I_j$, it follows that the linear evolution $e^{i(t-t_j)\Delta}w(t_j)$ is also small on $I_j$. Indeed, using the Duhamel formula:

$$w(t) = e^{i(t-t_j)\Delta}w(t_j) - i \int_{t_j}^{t} e^{i(t-s)\Delta} |w(s)|^2 w(s) \, ds \quad \text{for} \quad t \in I_j,$$

together with Strichartz estimates, Sobolev embedding, and (3.2), we obtain

$$\|e^{i(t-t_j)\Delta}w(t_j)\|_{X^1(I_j)} \leq \|w\|_{X^1(I_j)} + C\|w^2\|_{L_t^6 L_x^{12}(I_j \times \mathbb{R}^4)} \leq \eta + C\|\nabla w\|_{L_t^6 L_x^{12}(I_j \times \mathbb{R}^4)} \|w\|_{L_t^6 L_x^{12}(I_j \times \mathbb{R}^4)}^2 \leq \eta + C\eta^3,$$

where $C$ is an absolute constant. Therefore, if $\eta$ is small enough, we obtain

$$\|e^{i(t-t_j)\Delta}w(t_j)\|_{X^1(I_j)} \leq 2\eta. \quad (3.3)$$

Now, we estimate $v$ on the first interval $I_0$. Arguing as before, using (3.3) and $w(0) = v_0$, we obtain

$$\|v\|_{X^1(I_0)} \leq \|e^{i\Delta}v_0\|_{X^1(I_0)} + C\|v^2\|_{L_t^6 L_x^{12}(I_0 \times \mathbb{R}^4)} + C\|\nabla v\|_{L_t^6 L_x^{12}(I_0 \times \mathbb{R}^4)} \leq \|e^{i\Delta}v_0\|_{X^1(I_0)} + C\|\nabla v\|^3_{L_t^6 L_x^{12}(I_0 \times \mathbb{R}^4)} + C|I_0|\|\nabla v\|_{L_t^6 L_x^{12}(I_0 \times \mathbb{R}^4)} \leq \eta + C\|v\|^3_{X^1(I_0)} + C\|v\|^2_{X^1(I_0)} + CTE(v_0)^{\frac{1}{2}}. \quad (3.4)$$

Choosing $\eta \ll 1$ and $T \ll \min\{1, \eta E(v_0)^{-\frac{1}{2}}\}$, it follows from a standard continuity argument that

$$\|v\|_{X^1(I_0)} \leq 3\eta. \quad (3.5)$$
Thus, by Sobolev embedding, \( \|v\|_{L^{6}_x(I_0 \times \mathbb{R}^4)} \leq C\eta \) and so condition (2.5) in Lemma 2.2 is satisfied with \( L = C\eta \). This completes the restrictions on the small absolute constant \( \eta \).

From (1.8) and the conservation of the Hamiltonian, we have

\[
E_satisfied \quad with \quad \eta
\]

\[
As (3.5), \quad we \quad have \quad \|v\|_{L^{6}_x(I_0 \times \mathbb{R}^4)} \leq 2E(v) = 2E(v_0),
\]

and thus condition (2.6) is satisfied with \( E_0 = [2E(v_0)]^{1/2} \). With \( t_0 = 0 \), conditions (2.7) and (2.8) are automatically satisfied (with \( E' = 0 \) for (2.7)).

Let us now verify condition (2.9). Recall that \( \varepsilon = 2v \Re(v) + |v|^2 + 2\Re(v) \). By the Hölder and Sobolev inequalities and (3.5), we have

\[
\|\nabla e\|_{\dot{H}^0(I_0)} \leq C\|\nabla v\|_{L^{\infty}_x L^{12}_t(I_0 \times \mathbb{R}^4)} + C\|\nabla v\|_{L^{2}_x L^{6}_t(I_0 \times \mathbb{R}^4)} \\
\leq C|I_0|^\frac{1}{2}\|\nabla v\|_{L^{12}_x L^{\infty}_t(I_0 \times \mathbb{R}^4)} + C|I_0|\|\nabla v\|_{L^{2}_x L^{6}_t(I_0 \times \mathbb{R}^4)} \\
\leq CT^\frac{1}{4}\|v\|_{X^1(I_0)}^2 + CTE(v_0)^\frac{1}{2} \leq CT^\frac{1}{4}\eta^2 + CTE(v_0)^\frac{1}{2}.
\]

(3.6)

Given \( \varepsilon > 0 \), we may choose \( T = T(E(v_0), \varepsilon) \) sufficiently small so that

\[
\|\nabla e\|_{\dot{H}^0(I_0)} \leq \varepsilon.
\]

For \( \varepsilon \leq \varepsilon_0 \) with \( \varepsilon_0 = \varepsilon_0(E(v_0)) \) dictated by Lemma 2.2, condition (2.9) is thus satisfied.

Therefore, all hypotheses of Lemma 2.2 are satisfied on the interval \( I_0 \), provided \( T = T(E(v_0), \varepsilon) \) is chosen sufficiently small. Hence we obtain

\[
\|w - v\|_{S^1(I_0 \times \mathbb{R}^4)} \leq C(E(v_0))\varepsilon.
\]

(3.7)

Next, we consider the second interval \( I_1 \). Condition (2.7) is satisfied on \( I_1 \) with \( E' = C(E(v_0))\varepsilon \); indeed, (3.7) yields

\[
\|w(t_1) - v(t_1)\|_{\dot{H}^1(\mathbb{R}^4)} \leq \|w - v\|_{S^1(I_0 \times \mathbb{R}^4)} \leq C(E(v_0))\varepsilon.
\]

(3.8)

In view of Remark 2.3, condition (2.8) is satisfied for \( \varepsilon \leq \varepsilon_0(E(v_0)) \), where \( \varepsilon_0(E(v_0)) \) is dictated by Lemma 2.2 (Note that \( E' \) grows with each successive interval \( I_j \), but its ultimate size is \( C(J', E(v_0))\varepsilon \)).

By Strichartz with (3.8), we have

\[
\|e^{i(t-t_1)\Delta}(v(t_1) - w(t_1))\|_{X^1(I_1)} \leq C(E(v_0))\varepsilon.
\]

(3.9)

Then, proceeding as in (3.4) and using (3.3) and (3.9),

\[
\|v\|_{X^1(I_1)} \leq \|e^{i(t-t_1)\Delta}(v(t_1))\|_{X^1(I_1)} + C\|v\|_{X^1(I_1)}^3 + CT^\frac{1}{2}\|v\|_{X^1(I_1)}^2 + CTE(v_0)^\frac{1}{2} \\
\leq \|e^{i(t-t_1)\Delta}w(t_1)\|_{X^1(I_1)} + \|e^{i(t-t_1)\Delta}(v(t_1) - w(t_1))\|_{X^1(I_1)} \\
+ C\|v\|_{X^1(I_1)}^3 + CT^\frac{1}{2}\|v\|_{X^1(I_1)}^2 + CTE(v_0)^\frac{1}{2} \\
\leq 2\eta + C(E(v_0))\varepsilon + C\|v\|_{X^1(I_1)}^3 + CT^\frac{1}{2}\|v\|_{X^1(I_1)}^2 + CTE(v_0)^\frac{1}{2}.
\]

As \( \eta \ll 1 \), choosing \( T = T(E(v_0), \eta) \) and \( \varepsilon = \varepsilon(E(v_0), \eta) \) sufficiently small, we conclude that

\[
\|v\|_{X^1(I_1)} \leq 3\eta
\]

(3.10)
by a continuity argument. Thus, by Sobolev embedding, we see that condition (2.5) in Lemma 2.2 is satisfied with $L = C\eta$ as before. Condition (2.6) is satisfied with $E_0 = (2E(v_0))^{1/2}$. Lastly, as in (3.11), using (3.10), we have

$$
\|\nabla e\|_{N^0(I_1)} \leq CT^{1 \over 2} \|v\|_{\dot{X}^1(I_1)}^2 + CTE(v_0)^{1 \over 2} \leq CT^{1 \over 2} \eta^2 + CTE(v_0)^{1 \over 2} \leq \varepsilon
$$

for $T = T(E(v_0), \varepsilon)$ sufficiently small. Therefore, condition (2.9) is satisfied, provided $\varepsilon \leq \varepsilon_0(E(v_0))$, where $\varepsilon_0(E(v_0))$ is dictated by Lemma 2.2. Hence, by Lemma 2.2 applied to the interval $I_1$,

$$
\|v - w\|_{\dot{S}^1(I_1)} \leq C(E(v_0)) \varepsilon.
$$

Arguing inductively, we obtain

$$
\|v\|_{\dot{X}^1(I_j)} \leq 3\eta
$$

for all $0 \leq j \leq J'$, provided that $\varepsilon$ and $T$ are small, depending only on $E(v_0)$ (and $\eta \ll 1$ and $J'$). As $J' \leq J = J(E(v_0), \eta)$, we obtain $T = T(E(v_0))$ and

$$
\|v\|_{\dot{X}^1([0,T])} \leq 3\eta J(E(v_0), \eta) \leq C(E(v_0)).
$$

(3.11)

Using (3.11), we can estimate the $\dot{S}^1$-norm of the solution $v$ on $[0,T]$ by

$$
\|v\|_{\dot{S}^1([0,T])} \lesssim \|v_0\|_{\dot{H}^1} + \|v\|_{\dot{X}^1([0,T])}^3 + T^{1 \over 2} \|v\|_{\dot{X}^1([0,T])}^2 + T \|\nabla v\|_{L^2_t L^6_x([0,T] \times \mathbb{R}^4)} \lesssim E(v_0) + C(E(v_0))^3 + T^{1 \over 2} C(E(v_0))^2 + TE(v_0)^{1 \over 2}.
$$

As $T = T(E(v_0))$, we finally obtain that $\|v\|_{\dot{S}^1([0,T])} \leq C(E(v_0))$. This allows us to iterate the local argument on time intervals of length $T = T(E(v_0)) > 0$, thus constructing a global solution $v$ with initial data $v_0$ such that $1 + v_0$ lies in the energy space $\mathcal{E}_{GP}(\mathbb{R}^4) = H^1_{\text{real}}(\mathbb{R}^4) + i\dot{H}^1_{\text{real}}(\mathbb{R}^4)$. While the construction only yields $v(t) \in \dot{H}^1(\mathbb{R}^4)$ for $t \in \mathbb{R}$, we can easily see that $1 + v(t) \in \mathcal{E}_{GP}(\mathbb{R}^4)$ for $t \in \mathbb{R}$ from the conservation of the Hamiltonian.

3.2. Unconditional uniqueness. We turn now to showing that the global solutions constructed above are unique among those that are continuous (in time) with values in the energy space. We mimic the arguments in [5, §16]. To this end, let $v_0$ be such that $1 + v_0 \in \mathcal{E}_{GP}(\mathbb{R}^4)$ and let $v$ be the global solution to (1.6) constructed above. In particular, $v \in \dot{S}^1(I)$ for any compact time interval $I$.

Let $\tilde{v} : [0,\tau] \times \mathbb{R}^4 \to \mathbb{C}$ be a second solution to (1.6) with the same initial data such that $1 + \tilde{v} \in C_t([0,\tau]; \mathcal{E}_{GP}(\mathbb{R}^4))$ and write $\omega := v - \tilde{v}$. As $\omega(0) = 0$ and $\omega$ is continuous in time, shrinking $\tau$ if necessary, we may assume

$$
|\text{Re} (\omega)|_{L^\infty_t \dot{H}^1([0,\tau] \times \mathbb{R}^4)} + |\text{Im} (\omega)|_{L^\infty_t \dot{H}^1([0,\tau] \times \mathbb{R}^4)} \leq \eta
$$

(3.12)

for a small $\eta > 0$ to be chosen shortly. By Sobolev embedding, this yields

$$
|\omega|_{L^\infty_t L^4_x([0,\tau] \times \mathbb{R}^4)} \lesssim \eta;
$$

(3.13)

in particular, $\omega \in L^\infty_t L^4_x([0,\tau] \times \mathbb{R}^4)$. Recalling that $v \in \dot{S}^1(I)$ for any compact time interval $I$ and further shrinking $\tau$ if necessary, we may also assume that

$$
|v|_{L^\infty_t L^4_x([0,\tau] \times \mathbb{R}^4)} \leq \eta.
$$

(3.14)

Writing

$$
\left( |v|^2v + 2\text{Re}(v)v + |v|^2 + 2\text{Re}(v) \right) - \left( |\tilde{v}|^2\tilde{v} + 2\text{Re}(\tilde{v})\tilde{v} + |\tilde{v}|^2 + 2\text{Re}(\tilde{v}) \right) = O(|\omega|^3 + |\omega||v|^2 + |\omega|^2 + |\omega||v| + |\text{Re}(\omega)|)
$$

(3.14)
and using the Strichartz inequality together with (3.12), (3.13), (3.14), and Hölder, we estimate

\[ \|\omega\|_{L^2_t L^4_x} + \|\text{Re}(\omega)\|_{L^\infty_t L^2_x} \]

\[ \lesssim \|\omega^3\|_{L^2_t L^4_x} + \|\omega v\|_{L^6_t L^3_x} + \|\omega^2\|_{L^1_t L^2_x} + \|\omega v\|_{L^1_t L^2_x} + \|\text{Re}(\omega)\|_{L^1_t L^2_x} \]

\[ \lesssim \|\omega\|_{L^2_t L^4_x} \left( \|\omega\|_{L^2_t L^4_x} + \|v\|_{L^6_t L^3_x} + \|v\|_{L^1_t L^2_x} + \|\text{Re}(\omega)\|_{L^1_t L^2_x} \right) + \|\text{Re}(\omega)\|_{L^\infty_t L^2_x} \]

\[ \lesssim (\eta + \eta \tau + \tau^2) \|\omega\|_{L^2_t L^4_x} + \|\text{Re}(\omega)\|_{L^\infty_t L^2_x}. \]

All spacetime norms in the display above are taken on \([0, \tau] \times \mathbb{R}^4\). Taking \(\eta\) sufficiently small and shrinking \(\tau\) further if necessary, we obtain

\[ \|\omega\|_{L^2_t L^4_x([0,\tau] \times \mathbb{R}^4)} + \|\text{Re}(\omega)\|_{L^\infty_t L^2_x([0,\tau] \times \mathbb{R}^4)} = 0, \]

which proves \(v = \tilde{v}\) almost everywhere on \([0, \tau] \times \mathbb{R}^4\).

By time translation invariance, this argument can be applied to any sufficiently short time interval, which yields global unconditional uniqueness. This completes the proof of Theorem 1.1.

4. Global Well-Posedness of the Cubic-Quintic NLS on \(\mathbb{R}^3\)

4.1. The energy space and energy estimates. Let \(E(v)\) be the Hamiltonian for (1.14) given in (1.16). It is not sign-definite in general and it does not seem to control the \(\dot{H}^1_x\)-norm of \(v\). However, once we add a multiple of the \(L^2_x\)-norm of \(\text{Re}(v)\), the following lemma shows that it indeed controls the \(\dot{H}^1_x\)-norm of \(v\).

**Lemma 4.1.** Let \(E(v)\) be the Hamiltonian as in (1.16). Then, there exists \(C_0 = C_0(\gamma) > 0\) such that

\[ \int_{\mathbb{R}^3} |\nabla v|^2 \, dx + \int_{\mathbb{R}^3} |v|^6 \, dx + \gamma \int_{\mathbb{R}^3} |v|^4 \, dx \lesssim E(v) + C_0 \int_{\mathbb{R}^3} |\text{Re}(v)|^2 \, dx. \]  

**Proof.** By writing \(|v|^2 = (|v|^2 + 2\text{Re}(v)) - 2\text{Re}(v)\), we obtain

\[ \gamma |v|^4 \leq 2\gamma (|v|^2 + 2\text{Re}(v))^2 + 8\gamma |\text{Re}(v)|^2 \leq 8 \left[ \frac{\gamma}{4} (|v|^2 + 2\text{Re}(v))^2 + \gamma |\text{Re}(v)|^2 \right]. \]  

(4.2)

For \(a, b \in \mathbb{R}\) with \(a + b \geq 0\), we have the inequality \((a + b)^3 \leq 4a^3 + 4b^3\). From this, we obtain

\[ |v|^6 = \left[ |v|^2 + 2\text{Re}(v) + (-2\text{Re}(v)) \right]^3 \leq 4 (|v|^2 + 2\text{Re}(v))^3 + 32 |\text{Re}(v)|^3. \]

By Young’s inequality,

\[ |\text{Re}(v)|^3 \leq \frac{3}{4\delta^3} |\text{Re}(v)|^2 + \frac{\delta^4}{4} |v|^6, \]

for any \(\delta > 0\). Combining these with \(\delta = 1/2\), we obtain

\[ |v|^6 \leq 8 (|v|^2 + 2\text{Re}(v))^3 + 144 |\text{Re}(v)|^2 \leq 48 \left[ \frac{1}{4} (|v|^2 + 2\text{Re}(v))^3 + 3 |\text{Re}(v)|^2 \right]. \]  

(4.3)

Collecting (4.2) and (4.3) and using the formula for the Hamiltonian (1.16), we derive the claim. \(\square\)

In view of this lemma, we can characterize the energy space \(E_{CQ}(\mathbb{R}^3)\) introduced in (1.17) in terms of \(E(v)\) and \(\|\text{Re}(v)\|_{L^2_x}\) only:
Lemma 4.2. Let $E(v)$ be as in (1.16). Then $1 + v$ belongs to the energy space $E_{CQ}(\mathbb{R}^3)$ if and only if $|E(v)| < \infty$ and $\text{Re}(v) \in L^2(\mathbb{R}^3)$.

Proof. Using Sobolev embedding, it is easy to see that if $1 + v$ belongs to $E_{CQ}(\mathbb{R}^3)$, then we have $|E(v)| < \infty$ and $\text{Re}(v) \in L^2(\mathbb{R}^3)$. The converse follows from Lemma 4.1. \qed

While the Hamiltonian $E(v)$ is conserved under the flow of (1.14), the $L^2$-norm of $\text{Re}(v)$ is not. The following lemma controls the growth of this quantity for solutions in the energy space $E_{CQ}(\mathbb{R}^3)$.

Lemma 4.3. Let $v$ be a solution to the cubic-quintic NLS (1.14) on a time interval $[0, \tau]$ with initial data $v_0$ such that $1 + v_0 \in E_{CQ}(\mathbb{R}^3)$. Then $M(v) := E(v) + C_0 \int_{\mathbb{R}^3} |\text{Re}(v)|^2 \, dx$ (with $C_0$ as in Lemma 4.1) satisfies the following growth estimate:

$$M(v(t)) \leq M(v_0)e^{C_1 t}$$

(4.4)

for all $t \in [0, \tau]$ and some $C_1 > 0$.

Moreover, there exists $C(E(v_0), \|\text{Re}(v_0)\|_{L^2(\mathbb{R}^3)}, \tau) > 0$ such that

$$\sup_{t \in [0, \tau]} \|v(t)\|_{E_{CQ}(\mathbb{R}^3)} \leq C(E(v_0), \|\text{Re}(v_0)\|_{L^2(\mathbb{R}^3)}, \tau),$$

(4.5)

where

$$\|f\|_{E_{CQ}(\mathbb{R}^3)} : = \|\text{Re}(f)\|_{H^1(\mathbb{R}^3)} + \|\text{Im}(f)\|_{H^1(\mathbb{R}^3)} + \|f\|_{L^4(\mathbb{R}^3)}.$$  

In particular, the $\dot{H}^1$-norm of the solution does not blow up in finite time.

Proof. We prove the lemma for smooth $v$. From (1.14), we have

$$\partial_t \int_{\mathbb{R}^3} |\text{Re}(v)|^2 \, dx = 2 \int_{\mathbb{R}^3} \text{Re}(v) \partial_t \text{Re}(v) \, dx$$

$$= -2 \int_{\mathbb{R}^3} \text{Re}(v) \text{Im}(\Delta v) \, dx + 2 \int_{\mathbb{R}^3} \text{Re}(v) \text{Im}(v^4 + R(v)) \, dx =: I + II.$$  

(4.6)

Integrating by parts, we have

$$|I| = \left| 2 \int_{\mathbb{R}^3} \text{Re}(\nabla v) \cdot \text{Im}(\nabla v) \, dx \right| \lesssim \int_{\mathbb{R}^3} |\nabla v|^2 \, dx,$$  

(4.7)

while from (1.15), we have

$$II = 2 \int_{\mathbb{R}^3} \text{Re}(v)|v|^4 \text{Im}(v) + 4 \text{Re}(v)^2|v|^2 \text{Im}(v)$$

$$+ \gamma \text{Re}(v)|v|^2 \text{Im}(v) + 4 \text{Re}(v)^3 \text{Im}(v) + 2 \gamma \text{Re}(v)^2 \text{Im}(v) \, dx$$

$$=: II_1 + II_2 + II_3 + II_4 + II_5.$$  

Trivially, $|II_1| \lesssim \int_{\mathbb{R}^3} |v|^6 \, dx$. By interpolation and Young’s inequality,

$$|II_2| \lesssim \int_{\mathbb{R}^3} |\text{Re}(v)|^4 \, dx + \int_{\mathbb{R}^3} |v|^6 \, dx \lesssim \int_{\mathbb{R}^3} |\text{Re}(v)|^2 \, dx + \int_{\mathbb{R}^3} |v|^6 \, dx.$$  

(4.8)

Next, by Cauchy’s inequality ($ab \leq \frac{a^2}{2} + \frac{b^2}{2}$ for $a, b \in \mathbb{R}$),

$$|II_3| + |II_4| \lesssim \int_{\mathbb{R}^3} |\text{Re}(v)|^2 \, dx + \int_{\mathbb{R}^3} |v|^6 \, dx$$  

(4.9)

and

$$|II_5| \lesssim \int_{\mathbb{R}^3} |\text{Re}(v)|^2 \, dx + \int_{\mathbb{R}^3} |v|^4 \, dx.$$  

(4.10)
Collecting (4.6) through (4.10) and using conservation of energy and Lemma 4.1 we conclude that
\[
\partial_t M(v(t)) = C_0 \partial_t \int_{\mathbb{R}^3} |\text{Re}(v)|^2 \, dx \leq C_1 \left[ E(v) + C_0 \int_{\mathbb{R}^3} |\text{Re}(v)|^2 \, dx \right] = C_1 M(v(t)).
\]
This yields (4.4). Finally, (4.5) follows from (4.4) and Lemma 4.1.

We now turn to the proof of Theorem 1.3 which we again divide into two pieces: global existence and unconditional uniqueness.

4.2. Global existence. As in Section 3 we view (1.14) as a perturbed energy-critical quintic NLS on \( \mathbb{R}^3 \) with the perturbation \( e = \mathcal{R}(v) \) defined in (1.15) and apply Lemma 2.2. The argument is basically the same as that in Section 3 with one difference: As the conserved Hamiltonian \( E(v) \) no longer controls the \( \dot{H}^1_2 \)-norm of the solution, we have to rely instead on Lemma 4.3. Notice that the bound is not uniform in time; however, by Lemma 4.3
\[
\|v(t)\|_{\dot{H}^1(\mathbb{R}^3)} \leq C \left( E(v_0), \|\text{Re}(v_0)\|_{L^2(\mathbb{R}^3)}, \tau \right) =: N(v_0, \tau),
\]
for any \( 0 \leq t \leq \tau \) for which the solution \( v \) exists.

Let \( v_0 \) be such that \( 1 + v_0 \in \mathcal{E}_{CQ}(\mathbb{R}^3) \) and fix \( \tau > 0 \). Our goal is to construct a solution \( v \) to (1.14) on \([0, \tau]\). It suffices to prove that there exists \( T = T(N(v_0, \tau)) > 0 \) such that
\[
\|v\|_{\dot{H}^1([T_0, T_0 + T] \times \mathbb{R}^3)} \leq C(N(v_0, \tau))
\]
as long as \([T_0, T_0 + T] \subset [0, \tau]\). This allows us to iterate the local argument and extend the solution \( v \) to \([0, \tau]\). Since the choice of \( \tau > 0 \) is arbitrary, this yields a global solution \( v \) to (1.14), which is unique in \( S^1_{\text{loc}} \).

Fix \( T > 0 \) to be chosen later (depending on \( N(v_0, \tau) \)) and suppose \( T_0 \geq 0 \) is such that \([T_0, T_0 + T] \subset [0, \tau]\). Let \( w \) be the global solution to the energy-critical quintic NLS (2.2) with initial data \( v(T_0) \). As before, we divide \([T_0, \infty)\) into \( J = J(E(v(T_0)), \eta) = J(N(v_0, \tau), \eta) \) many subintervals \( I_j = [t_j, t_{j+1}] \) such that
\[
\|w\|_{H^1(I_j)} = \|\nabla w\|_{L^6_t L^{\frac{12}{5}}_x (I_j \times \mathbb{R}^3)} \sim \eta,
\]
for some small \( \eta > 0 \) to be chosen later. We write \([T_0, T_0 + T] = \bigcup_{j=0}^{J'} ([T_0, T_0 + T] \cap I_j) \) for some \( J' \leq J \), where \([T_0, T_0 + T] \cap I_j \neq \emptyset \) for \( 0 \leq j \leq J' \).

By the Strichartz estimate, Sobolev embedding, and (4.13), we have
\[
\left\| e^{i(t-t_j)\Delta} w(t_j) \right\|_{H^1(I_j)} \leq \|w\|_{H^1(I_j)} + C \|\nabla w\|_{L^6_t L^{\frac{12}{5}}_x (I_j \times \mathbb{R}^3)} \leq \eta + C \|\nabla w\|_{L^6_t L^{\frac{12}{5}}_x (I_j \times \mathbb{R}^3)} \left\| w \right\|_{L^6_t L^{\frac{12}{5}}_x (I_j \times \mathbb{R}^3)} \leq \eta + C \eta^5,
\]
where \( C \) is an absolute constant. Therefore, if \( \eta \) is small enough, we obtain
\[
\left\| e^{i(t-t_j)\Delta} w(t_j) \right\|_{H^1(I_j)} \leq 2\eta.
\]
Arguing similarly and using \(4.11\) and \(4.14\), we obtain
\[
\|v\|_{\tilde{H}^1(I_0)} \leq \|e^{it\Delta} v(T_0)\|_{\tilde{H}^1(I_0)} + C\|v^4 \nabla v\|_{L_t^2 L_x^6(I_0 \times \mathbb{R}^3)} + C\|v^3 \nabla v\|_{L_t^2 L_x^6(I_0 \times \mathbb{R}^3)} + C\|v^2 \nabla v\|_{L_t^{\frac{4}{3}} L_x^{\frac{30}{7}}(I_0 \times \mathbb{R}^3)} + C\|\nabla v\|_{L_t^{\frac{10}{3}} L_x^{\frac{30}{7}}(I_0 \times \mathbb{R}^3)} + C\|\nabla v\|_{L_t^{\frac{10}{5}} L_x^{\frac{30}{7}}(I_0 \times \mathbb{R}^3)}
\]
\[
\leq \|e^{it\Delta} v(T_0)\|_{\tilde{H}^1(I_0)} + C\sum_{\ell=2}^5 |I_0|^{\frac{5-\ell}{5}} \|v\|_{L_t^{\frac{\ell+1}{\ell}} L_x^{\frac{20}{\ell-1}}(I_0 \times \mathbb{R}^3)} \|\nabla v\|_{L_t^{\frac{10}{5}} L_x^{\frac{30}{7}}(I_0 \times \mathbb{R}^3)} + C|I_0| \|\nabla v\|_{L_t^\infty L_x^{\frac{30}{7}}(I_0 \times \mathbb{R}^3)}
\]
\[
\leq 2\eta + C\sum_{\ell=2}^5 T^{\frac{5-\ell}{\ell}} \|v\|_{\tilde{H}^1(I_0)} + CTN(v_0, \tau). \tag{4.15}
\]
Choosing \(\eta \ll 1\) and \(T \ll \min\{1, \frac{\eta}{N(v_0, \tau)}\}\), it follows from a standard continuity argument that
\[
\|v\|_{\tilde{H}^1(I_0)} \leq 3\eta. \tag{4.16}
\]

Then, by Sobolev embedding, \(\|v\|_{L_t^{\frac{10}{3}} L_x^{\frac{30}{7}}(I_0 \times \mathbb{R}^3)} \leq C\eta\) and so condition \((2.5)\) in Lemma 2.2 is satisfied with \(L = C\eta\). As in Section 3, \(\eta\) is a small absolute constant.

By \(4.11\), condition \((2.6)\) is satisfied with \(E_0 = N(v_0, \tau)\). With \(t_0 = T_0\), conditions \((2.7)\) and \((2.8)\) are automatically satisfied (with \(E' = 0\) for \((2.7)\)).

Let us now verify condition \((2.9)\). Recall that the perturbation \(e\) in Lemma 2.2 is \(e = \mathcal{R}(v)\) defined in \((1.15)\). Proceeding as in \(4.15\) and using \(4.16\), we have
\[
\|\nabla e\|_{\tilde{H}^0(I_0)} \leq C\sum_{\ell=2}^4 T^{\frac{\ell+1}{\ell}} \|v\|_{\tilde{H}^1(I_0)} + CTN(v_0, \tau)
\]
\[
\leq C\sum_{\ell=2}^4 T^{\frac{\ell+1}{\ell}} \eta^\ell + CTN(v_0, \tau). \tag{4.17}
\]
For any \(\varepsilon > 0\), we may choose \(T = T(N(v_0, \tau), \varepsilon)\) sufficiently small so that
\[
\|\nabla e\|_{\tilde{H}^0(I_0)} \leq \varepsilon.
\]

Hence, condition \((2.9)\) holds provided \(\varepsilon \leq \varepsilon_0(N(v_0, \tau))\) where \(\varepsilon_0(N(v_0, \tau))\) is dictated by Lemma 2.2.

Therefore, all hypotheses of Lemma 2.2 are satisfied on the interval \(I_0\), provided that \(T = T(N(v_0, \tau), \varepsilon)\) is sufficiently small. Thus we obtain
\[
\|w - v\|_{\tilde{H}^1(I_0 \times \mathbb{R}^3)} \leq C(N(v_0, \tau))\varepsilon. \tag{4.18}
\]

The rest of the argument follows exactly as in Section 3; we omit the details. At the end of the day, we obtain
\[
\|v\|_{\tilde{H}^1([I_0, I_0 + T] \times \mathbb{R}^3)} \leq C(N(v_0, \tau)) = C(E(v_0), \|\Re(v_0)\|_{L_x^2(\mathbb{R}^3)}), \tau),
\]
which settles \((1.12)\) and thus the global existence question.

4.3. Unconditional uniqueness. We turn now to showing that the global solutions constructed above are unique among those that are continuous (in time) with values in the energy space. The proof is similar to that for the Gross–Pitaevski equation given in Section 3. Let \(v_0\) be such that \(1 + v_0 \in \mathcal{EC}(\mathbb{R}^3)\) and let \(v\) be the global solution to \((1.14)\) constructed above. In particular, \(v \in \tilde{S}^1(I)\) for any compact time interval \(I\).
Let \( \tilde{v} : [0, \tau] \times \mathbb{R}^3 \to \mathbb{C} \) be a second solution to (1.14) with the same initial condition such that \( 1 + \tilde{v} \in C_t((0, \tau]; \mathcal{E}_{\text{eq}}(\mathbb{R}^3)) \) and write \( \omega := v - \tilde{v} \). Arguing as in the previous section and shrinking \( \tau \) if necessary, we may assume

\[
\|v\|_{L_t^4 L_x^8([0, \tau] \times \mathbb{R}^3)} + \|\omega\|_{L_t^4 L_x^2([0, \tau] \times \mathbb{R}^3)} + \|\tilde{v}\|_{L_t^\infty L_x^\infty([0, \tau] \times \mathbb{R}^3)} + \|\tilde{v}\|_{L_t^\infty L_x^1([0, \tau] \times \mathbb{R}^3)} \leq \eta
\]

(4.19)

for a small \( \eta > 0 \) to be chosen shortly. In particular, we have that \( \omega \in L_t^2 L_x^6([0, \tau] \times \mathbb{R}^3) \cap L_t^\infty L_x^4([0, \tau] \times \mathbb{R}^3) \).

Writing

\[
\left( |v|^4 v + \mathcal{R}(v) \right) - \left( |\tilde{v}|^4 \tilde{v} + \mathcal{R}(\tilde{v}) \right) = O \left( \|\omega\|_{L_x^4} + \|\omega\|_{L_x^2} \right)
\]

and using the Strichartz inequality together with (4.19) and Hölder, we estimate

\[
\|\tilde{v}\|_{L_t^2 L_x^8} + \|\omega\|_{L_t^4 L_x^2} + \|\tilde{v}\|_{L_t^4 L_x^4} + \|\tilde{v}\|_{L_t^\infty L_x^\infty} \lesssim \|\omega\|^5_{L_t^2 L_x^8} + \|\omega\|_{L_t^4 L_x^2} + \|\omega\|^2_{L_t^2 L_x^8} + \|\tilde{v}\|_{L_t^4 L_x^4} + \|\tilde{v}\|_{L_t^\infty L_x^\infty} \lesssim \|\omega\|_{L_t^8 L_x^6} + \|\tilde{v}\|_{L_t^4 L_x^4} + \|\tilde{v}\|_{L_t^\infty L_x^\infty} + \tau \|\tilde{v}\|_{L_t^\infty L_x^2}
\]

This completes the proof of unconditional uniqueness and thus the proof of Theorem 1.3.
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