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ABSTRACT

Collisions play a major role in various models of musical instruments; one particularly interesting case is that of the guitar fretboard, the subject of this paper. Here, the string is modelled including effects of tension modulation, and the distributed collision both with the fretboard and individual frets, and including both effects of free string vibration, and under finger-stopped conditions, requiring an additional collision model. In order to handle multiple distributed nonlinearities simultaneously, a finite difference time domain method is developed, with a penalty potential allowing for a convenient model of collision within a Hamiltonian framework, allowing for the construction of stable energy-conserving methods. Implementation details are discussed, and simulation results are presented illustrating a variety of features of such a model.

1. INTRODUCTION

Physical modeling synthesis to date has relied, mainly, on linear models of distributed components, accompanied by pointwise nonlinearities often related to excitation mechanisms (such as, for example, models of the bow, hammer, or lip-reed interaction). See, e.g.,[1] for an overview. In the pursuit of more realistic sound synthesis, recent research has focused on inherent nonlinearities in the distributed components themselves, beginning with the introduction of tension modulation effects in strings,[2][3][4], shock wave effects in acoustic tubes,[5], geometric nonlinearities in strings,[6], and in 2D systems such as membranes and plates.[7]. A distinct form of distributed nonlinearity, and one which is of great significance to models of strings is the contact between a distributed vibrating object with a rigid barrier.

The problem of the string in contact with a rigid barrier has seen research in the realm of musical acoustics for almost a century, going back to early investigations of Indian stringed instruments such as the sitar or tambura,[8], and continuing to the present day, particularly using a geometric analysis for barriers of simplified forms.[9][10]. In practical sound synthesis applications, where the barrier may well be of a complex shape, and in musical acoustics investigations, more flexible methods have been employed, including digital waveguides,[11][12][13][14][15], modal techniques,[16], and time-stepping methods such as finite difference methods.[17][18][19].[20]

The particular case of the interaction of a string with a fret, modelled as a lumped barrier element, in order to emulate realistic plucking and hammering on fretted instruments such as the guitar has been researched by Evangelista,[21][22], which is the case of interest in this paper. Here, a distributed view of the barrier is taken, including frets and the backboard fretboard. Finite difference time domain methods are employed, with special attention paid to the problem of numerical stability, which is especially pronounced here, due to the inherently non-smooth form of the collision interaction. To this end, a formalism based upon the use of an added potential, allowing the use of a Hamiltonian framework, but permitting some spurious penetration of the string into the barrier is employed. The action of a stopping finger, in order to simulate finger motion against the fretboard, is also included here. The model here is complementary to that of Evangelista mentioned above, in that here, string motion is taken to be perpendicular to the fretboard—in a full model, both polarizations need to be taken into account. Finger plucking interactions have been described previously—see, e.g.,[20]

Section[4] presents a complete model of string vibration in a single polarization, including tension modulation effects, distributed collision against a barrier of arbitrary shape, a plucking excitation, as well as a further collision due to stopping of a finger against the fretboard. An energy analysis completes this section. Section[3] is a concise presentation of finite difference time domain construction, with a discussion of numerical stability, arrived at through an analogous energy analysis, and implementation issues, and in particular a vector nonlinear equation to be solved at each time step. Simulation results, illustrating various features of such a model, are presented in Section[3]. Sound synthesis examples are available online at http://www.ness-music.eu

2. STRING MODEL

A model of constrained string vibration may be written in a compact form as

\[ \rho \partial_t u = L[u] + K[u] + F_c + F_f \]  

(1)

Here, \(u(x, t)\) is the transverse displacement of a string in a single polarization (assumed here to be perpendicular to a constraining surface, to be described shortly), as a function of time \(t \geq 0\) and \(x \in D = [0, L]\), where \(L\) is string length when at rest. The string is of linear mass density \(\rho\) kg/m, and \(\partial_t\) represents double partial differentiation with respect to time \(t\). See Figure[1]. Because this model of a string is in a single polarization only, it is thus capable of modelling only string plucks perpendicular to the fretboard—which is a great simplification from the true situation, but one allowing for an analysis of many of the important features of such an instrument.

The linear operator \(L\) is defined, in terms of its action on the function \(u\), as

\[ L[u] = (T \partial_{xx} - EI \partial_{xxx} - 2 \sigma_0 \rho \partial_t + 2 \sigma_1 \rho \partial_{xxt}) u \]  

(2)
and describes the linear dynamics of the string, where partial differ-
entiation with respect to $x$ is indicated by $\partial_x$. The four terms
model, respectively, string tension, stiffness, frequency-independent
loss, and frequency-dependent loss. Here, $T$ is string tension, in
$N$, $E$ is Young’s modulus, in $Pa$, $f$ is the string moment of inertia
(and equal to $\pi r^4/4$, for a string of circular cross-section and ra-
dius $r$ m), and $\sigma_0$ and $\sigma_1$ are loss parameters, which may be set
according to comparison with measured data. Such a linear model
is relatively standard in the musical acoustics literature (with some
variation in the way in which the frequency-dependent loss terms are
modelled [21, 22]).

The nonlinear operator $K$ is defined as

\[
K[u] = \frac{EA}{2L} \left( \int_D (\partial_x u)^2 \, dx \right) \partial_x u
\]

(3)

where $A$ is the string cross-sectional area in m$^2$, and describes
effects of tension modulation in the string, giving rise to variations
in pitch with excitation amplitude, or pitch glides; such a model
due to Kirchhoff [23] and Carrier [24], and has seen extensive
use in sound synthesis applications [25, 26, 27]. This is a particu-
larly simple form of string nonlinearity—more realistic effects,
including the generation of phantom partials [26, 26], may be ob-
tained using a complete form which models the coupling between
transverse and longitudinal motion in the string.

The final three terms in (1) represent force densities due, re-
spectively, to a plucking action, collision of the string with the
fretboard, and the stopping motion of a finger, and will be defined
in the following sections.

## 2.1. Excitation

A relatively simple model of excitation will be employed here,
namely that of a force density

\[
F_e = g_e f_e
\]

where here, $f_e(t)$ is an applied force in N, and where $g_e(x)$ is
a distribution selecting the region of application of the excitation
(chosen normalized, with $\int_D g_e \, dx = 1$, and perhaps as a Dirac
delta function $g_e(x) = \delta(x-x_e)$, for a plucking point $x = x_e$).

In some models of plucking excitation [27], a relatively smooth
form of excitation function is employed:

\[
f_e(t) = \begin{cases} 
\frac{1}{t_p} (1 - \cos(\pi(t-t_0)/t_p)) & t_0 \leq t \leq t_p \ \\
0 & \text{else}
\end{cases}
\]

(4)

This function is characterized by a small set of parameters, namely:
start time $t_0$, duration $t_p$, and maximum force $f_e$.

One could go further here and specify a full model of the
plucking finger, but as this is not the focus of this paper, and also
because in general, the duration of a pluck is extremely short (on
the order of 1-10 ms) the simple form above will be employed, as
in previous work on guitar synthesis [28]. More involved models
are available—see, e.g., [29, 30].

## 2.2. The Fretboard

The string is assumed to vibrate above a rigid barrier of height
$b(x)$—in the case of a fretboard, the function will include the pro-
file of the board itself, as well as pointwise protuberances (the frets
themselves). To this end, suppose that the function is of the form
$b(x) = b_{\text{fret}}(x)$, almost everywhere, where $b_{\text{fret}}(x)$ is a smooth
function representing the fretboard itself, in the absence of the
frets. At locations $x_m$, $m = 1, \ldots, N_{\text{fret}}$ at which the $N_{\text{fret}}$
frets are located, the function takes on the values $b(x_m) = b_{\text{fret},m}$.

See Figure 1.

The force density $F_e$ acts upwards on the string, and may be
defined in terms of a potential density $\Phi_e \geq 0$ as

\[
F_e = \partial_x \Phi_e, \quad \text{where} \quad \eta_c = b - u
\]

(5)

The potential $\Phi_e(\eta_c)$ here is to be viewed as a density penalty, ac-
tive whenever and wherever $\eta_c$, the difference between the barrier
height and string height is positive, implying interpenetration, and
thus repelling the string. A useful form of the penalty potential $\Phi_e$
is of the form of a power law $\Phi_e = \Phi_{K,\alpha}(\eta_c)$, where, for a value
or distribution $p$

\[
\Phi_{K,\alpha}(p) = \frac{K}{\alpha + 1} |p|^{\alpha+1} - |p|^\alpha = \frac{1}{2} (|\rho|^\alpha + |\rho|)
\]

where $K \geq 0$, and $\alpha \geq 1$. In simulation, the degree of inter-
penetration can be controlled through a proper choice of $K$ and
$\alpha$—see Section 4.3. Note that, under this choice of the potential,
$F_e = K|\eta_c|^\alpha$, and so this collision model is of a form similar
to that seen in lumped models of impact, such as that of Hertz
[31], and commonly used in models of striking action in musical
instruments [22, 32]; here, however, it is to be viewed as an ap-
proximation to an ideal elastic collision. The form in (5), written
in terms of a potential, however, is more useful when it comes to
simulation design—see Section 3.

## 2.3. Finger-stopping

Another separate collision which must be taken into account in a
full articulated model of such a stringed instrument is the action of
a stopping finger pressing the string against the frets or fret-
board. This collision is slightly different from the case of the bar-
rier/string collision described in the previous section, as the finger
must be permitted its own dynamics, including damping effects,
and is subject to external control. In this case, where the string
is assumed to move transverse to the fretboard, rubbing friction
effects against the fret are not included—see [14].

For a lumped model of such a finger, the force density $F_f$, now
acting downward on the string from above, may be written as

\[
F_f = g_f f_f
\]
Here, \( g_f = g_f(x, t) \) is an externally specified function representing the region of contact of the finger with the string at time \( t \), again chosen normalized, with \( \int_D g_f \, dx = 1 \), and \( f_f \) is the force applied to the string, in N. The position of the finger, \( u_f \), may be described by
\[
M_j \frac{d^2 u_f}{dt^2} = f_f - f_0
\]
where here, \( M_j \) is the finger mass, in kg, and where \( f_0 = f_0(t) \) is an external force signal supplied by the player.

As in the case of the string/barrier collision, the interaction force \( f_f \) depends on a measure \( \eta_f \) of the relative displacement between the string and finger at the stopping location:
\[
f_f = \frac{d\Phi_f}{dt} + \frac{d\eta_f}{dt} \Xi_f, \quad \eta_f = \int_D g_f u \, dx - u_f
\]
(6)

Here again, \( \Phi_f(\eta_f) \geq 0 \) is a collision potential—now, however, it is intended to model elastic deformation of the finger under the pressing action; the model here is identical to that of a striking piano hammer, with losses taken into account, and under a continuous excitation force. As in the case of the hammer, a choice of collision potential \( \Phi_f = \Phi_{K_f,\alpha_f}(\eta_f) \) is reasonable, where again \( K_f \geq 0 \) and \( \alpha_f \geq 1 \). Also modelled here are losses, through a function \( \Xi_f(\eta_f) \geq 0 \). The model of Hunt and Crossley \([33]\) is appropriate here, with \( \Xi_f = \Xi_{K_f,\alpha_f,\beta_f} \), where
\[
\Xi_{K_f,\alpha_f,\beta_f}(\eta_f) = \beta_f K_f \frac{d\eta_f}{dt} (\eta_f)_+^\alpha
\]
for some constant \( \beta_f \geq 0 \).

2.4. Energy Balance

System \([1]\) includes three separate nonlinearities, due to tension modulation, collision, and finger stopping, as well as non-autonomous time variation due to the finger-stopping distribution \( g_f \), and thus frequency-domain analysis will thus be of virtually no use in designing a numerical method. To this end, it is useful to present an energy balance for the system.

It may be easily verified, through the multiplication of \([1]\) by \( \partial_t u \), integrating over the domain \( D \), and employing integration by parts, that the complete model described above satisfies an energy balance of the form
\[
\frac{d\Omega}{dt} = -\mathcal{Q} + \mathcal{P} + \mathcal{B}
\]
(7)
where here, at time \( t \), \( \delta(t) \) represents the total stored energy of the system, \( \Omega(t) \) is total dissipated power, \( \mathcal{P}(t) \) is input power, and \( \mathcal{B} \) represents energy supplied to the string at the boundaries at \( x = 0 \) and \( x = L \).

In particular,
\[
\delta = \delta_L + \delta_K + \delta_e + \delta_f
\]
\[
\Omega = \Omega_L + \Omega_f
\]
\[
\mathcal{P} = \mathcal{P}_e + \mathcal{P}_f
\]
where, for the stored energy terms corresponding to linear string vibration, nonlinear string vibration, the collision interaction, and the finger interaction, respectively, one has
\[
\delta_L = \int_D \frac{\rho}{2} (\partial_t u)^2 + \frac{T}{2} (\partial_x u)^2 \, dx + \frac{EI}{L} (\partial_{xx} u)^2 \, dx
\]
\[
\delta_K = \frac{EA}{8L} \left( \int_D \partial_x u \, dx \right)^2
\]
\[
\delta_e = \int_D \Phi_e \, dx
\]
\[
\delta_f = \frac{M_f}{2} \left( \frac{du_f}{dt} \right)^2 + \Phi_f
\]
For the individual power loss terms \( \mathcal{Q}_L \) and \( \mathcal{Q}_f \) in the string and finger, respectively, one has
\[
\mathcal{Q}_L = \int_D 2\rho \sigma_0 (\partial_t u)^2 + 2\rho \sigma_1 (\partial_x u)^2 \, dx
\]
\[
\mathcal{Q}_f = \left( \frac{d\eta_f}{dt} \right)^2 \Xi_f(\eta_f)
\]
For the supplied power terms \( \mathcal{P}_e \) and \( \mathcal{P}_f \) from the excitation and stopping finger, respectively, one has
\[
\mathcal{P}_e = f_e \int_D g_e \partial_t u \, dx
\]
\[
\mathcal{P}_f = f_f \int_D u \partial_t g_f \, dx - \frac{du_f}{dt} f_0
\]

The boundary power term \( \mathcal{B} \) is given by
\[
\mathcal{B} = \left( T + \frac{EA}{2L} \left( \int_D \partial_x u \, dx \right)^2 \right) \partial_t u \partial_x u
\]
\[
-2EI (\partial_t u \partial_{xx} u - \partial_x u \partial_{xx} u) \big|_{x=L} - 2\rho \sigma_1 \partial_t u \partial_{xx} u \big|_{x=0}
\]
In this study, boundary conditions are chosen as simply supported (i.e., \( u = \partial_x u = 0 \) at \( x = 0 \) and \( x = L \)), and thus \( \mathcal{B} \) vanishes identically.

Under unforced conditions (i.e., with no excitation force \( f_e \), no applied finger stopping force \( f_0 \), and no time variation of the stopping finger distribution \( g_f \)), note that \( \delta \geq 0 \), and \( \Omega \geq 0 \), and thus, for all \( t \geq 0 \)
\[
\frac{d\delta}{dt} \leq 0 \quad \rightarrow \quad 0 \leq \delta(t) \leq \delta(0)
\]
and the system as a whole is dissipative. If, furthermore, loss is not present (i.e., if \( \sigma_0 = \sigma_1 = \Xi_f = 0 \)), then the system is exactly lossless. Such an energy balance serves as a useful design principle in arriving at numerically stable simulation methods. See Section \([3]\).

3. TIME STEPPING METHODS

In this section, the basic techniques underlying the construction of time-domain finite difference schemes are presented, in a condensed vectorized form. For a more expanded treatment of such methods, see, e.g., \([14] \), or, in the context of physical modeling synthesis, \([33] \).
3.1. Grid Functions and Difference Operators

The grid function $u^n_l$, for integer $n \geq 0$ and $l = 0, \ldots, N$, represents an approximation to the function $u(x, t)$ at time $t = nk$ and $x = lh$. Here, $k$ is the time step (and $f_s = 1/k$ is the sample rate, chosen a priori), and $h$ is the grid spacing, chosen such that it divides the length $L$ evenly as $N = L/h$.

In this case, where the system under study is 1D, and because the boundary conditions are of simple form (that is, simply supported), it is useful to move directly to a vector representation of the state, namely the column vector $\mathbf{u}^n = [u^n_0, \ldots, u^n_{N-1}]^T$. Here, the values $u^n_0$ and $u^n_N$ have been omitted from the vector form, and thus need not be calculated, as they are identically zero—this choice has implications for the matrix representations of various spatial difference operators, as will be described shortly.

For any vector $\mathbf{w}^n$, unit time shifts $e_{\pm t}$ and $e_{\pm n}$ are defined as

$$e_{\pm t} \mathbf{w}^n = \mathbf{w}^{n+1} \quad e_{\pm n} \mathbf{w}^n = \mathbf{w}^{n-1}$$

The forward, backward, and centered difference approximations to a first time derivative may thus be defined as

$$\delta_{\pm t} = \frac{e_{\pm t} - 1}{h} \quad \delta_{-} = \frac{1 - e_{- t}}{k} \quad \delta_{+} = \frac{e_{+ t} - 1}{k}$$

and time averaging operators as

$$\mu_{+} = \frac{e_{+ t} + 1}{2} \quad \mu_{-} = \frac{1 + e_{- t}}{2} \quad \mu_{t} = \frac{e_{+ t} + e_{- t}}{2}$$

An approximation to a second time derivative follows as

$$\delta_{\pm tt} = \delta_{\pm t} \delta_{\pm t} = \frac{e_{\pm t} - 2 + e_{\pm t}}{k^2}$$

Forward and backward approximations to spatial differentiation $\partial_x$, when applied to the grid function $u^n$, and taking into account the simply supported boundary condition, may be written in matrix form as $\mathbf{D}_{xx}$ and $\mathbf{D}_{xx}^T$, where $\mathbf{D}_{xx}$ is an $N \times (N-1)$ matrix, and $\mathbf{D}_{xx}^T$ is $(N-1) \times N$:

$$\mathbf{D}_{xx} = \frac{1}{h} \begin{bmatrix} 1 & -1 & \cdots & \cdots & -1 \\ -1 & 1 & \cdots & \cdots & -1 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ -1 & \cdots & \cdots & 1 & -1 \end{bmatrix} \quad \mathbf{D}_{xx}^T = -\mathbf{D}_{xx}^T$$

where $^T$ indicates the transpose operation.

Approximations to the second and fourth spatial derivative, $\mathbf{D}_{xx}$ and $\mathbf{D}_{xxx}$, respectively, both $(N-1) \times (N-1)$ matrices, may be written, under simply supported conditions, as

$$\mathbf{D}_{xx} = \mathbf{D}_{x} \mathbf{D}_{x} + \mathbf{D}_{xx} \mathbf{D}_{xx}$$

3.2. Finite Difference Scheme

A finite difference time domain scheme for $\mathbf{u}$ may then be written in vector-matrix form, in terms of the grid function $u^n$, as

$$\rho \delta_{tt} \mathbf{u}^n = [\mathbf{u}^{n+1}] + \mathbf{f}^n_e + \mathbf{f}^n_0 - \mathbf{f}^n_L$$

Here, in analogy with definition $\mathbf{L}$ for the linear operator $\mathbf{L}$, the linear discrete operator is defined as

$$[\mathbf{u}^{n+1}] = (T \mathbf{D}_{xx} - E I \mathbf{D}_{xxxx} - 2\sigma_0 \rho \delta_{tt} + 2\sigma_1 \rho \delta_{n} \mathbf{D}_{xx}) \mathbf{u}^n$$

and the nonlinear operator $\mathbf{T}$ as

$$\mathbf{T}[\mathbf{u}^n] = \frac{E A h}{2 L} \left( \mathbf{D}_{xx} \mathbf{u}^n \right)^2 (\mu_k \mathbf{D}_{xx} \mathbf{u}^n)$$

Note the use of the time averaging operator $\mu_k$ in (13) above, necessary in arriving at a stable scheme [56].

3.3. Discrete Force Densities

The discrete force density terms $f^n_e$, $f^n_{0}$ and $f^n_L$ given in (11) are all $(N-1)$ element column vectors.

The discrete force excitation density $f^n_e$ may be written as $f^n_e = g_x f^n_{ret}$ where $g_x$ corresponds to $g_x(x)$, with $h^2 g_x = 1$, where 1 is an $N-1$ element column vector consisting of ones, and where $f^n_{ret}$ is sampled from $f(t)$, as defined in (4).

The discrete collision force due to the interaction with the barrier $f^n_0$ requires a more detailed treatment. Because one would like to model collision between the string and the fretboard at the $N-1$ grid points at which the string is defined, and also at the $N_{fret}$ locations at which the frets themselves are defined (which, in general, do not lie at grid locations), it is useful to write $f^n_0 = \mathbf{G}_e \mathbf{f}^{ret} _0$, where $\mathbf{f}^{ret} _0$ is an $N_e = N-1 + N_{fret}$ element force vector, and $\mathbf{G}_e$ is an $(N-1) \times N_e$ matrix interpolant. In particular, $\mathbf{G}_e = \frac{1}{2} \begin{bmatrix} 1_{N-1} & 0_{N_{fret}} \end{bmatrix}$, where $1_{N-1}$ is the $(N-1) \times (N-1)$ identity matrix, and where $G_{e_{mn}}$ is an $(N-1) \times N_{fret}$ matrix, the $n$th column of which is an interpolant to the $n$th fret location $x_{mn}$. Any form of interpolant (i.e., bilinear, Lagrangian, etc.) may be employed in this construction.

For the collision itself, one may then write, in analogy with (5),

$$\mathbf{f}^n_e = \frac{\delta_t \mathbf{\Phi}^n}{\delta_t} \eta^n_e = h \mathbf{G}_e \mathbf{u}^n$$

in terms of the $N_e$ element vectors $\mathbf{\Phi}^n$, $\eta^n_e$ and $\mathbf{u}^n$. This latter vector, representing the barrier profile, may be decomposed as $\mathbf{u} = [\mathbf{b}_{\text{back}} | \mathbf{b}_{\text{fret}}]^T$, where $\mathbf{b}_{\text{back}}$ is the $N-1$ element column vector consisting of samples of the fretboard profile $b(x)$ at the grid locations, and $\mathbf{b}_{\text{fret}}$ is an $N_{fret}$ element column vector consisting of the fret heights $b_{\text{fret}}(m)$. As in the continuous case, a power law potential may be employed, such that $\mathbf{\Phi}^n = \Phi_{K,n} (\eta^n_e)$. (Here and henceforth, expressions such as the first in (14) represent a vector resulting from element-by-element division of two vectors.)

The finger force density $f^n_f$ may be written as $f^n_f = \mu_k (g_f^n)^T \mathbf{f}^{ret} _f$, where as in the case of the excitation, $g_f^n$ is an $N-1$ element normalized column vector—note in particular that it is time-varying, allowing for gestural control of the finger-stopping action. The finger force may be discretized, in analogy with (6), as

$$f^n_f = \frac{\delta_t \mathbf{\Phi}^n_{f}}{\delta_t} + \delta_t \eta^n_f \mathbb{E}^n_f \quad \eta^n_f = h (g_f^n)^T \mathbf{u}^n - u^n_f$$

where $\mathbf{\Phi}^n_{f} = \Phi_{K,f,n} (\eta^n_f)$, and where $\mathbb{E}^n_f = \Xi_{K,f,n} \delta_f (\eta^n_f)$. Finally, the equation of motion of the finger, in terms of displacement $u^n_f$ may be written as

$$M_f \delta_{tt} u^n_f = f^n_f$$

3.4. Discrete Energy Balance and Stability Conditions

In analogy with the energy balance (7) for the continuous system, a discrete energy balance follows for the scheme presented in Section 3.2.

$$\delta^t \mathbf{b}^{n+1/2} = -\mathbf{q}^n + \mathbf{p}^n + \mathbf{b}^n$$
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where here, $h^{n+1/2}$ represents the total stored energy of the system (written here as interleaved with respect to values calculated in the scheme itself), $q^n$ is total dissipative power, $p^n$ is input power, and $b^n$ represents energy supplied to the string at the boundaries at $l = 0$ and $l = N$—in this case, $b^n = 0$ by construction, so may be safely ignored in the remainder of this analysis. Here, the various terms may be decomposed as

$$h^{n+1/2} = h_L^{n+1/2} + h_K^{n+1/2} + h_f^{n+1/2}$$

where, for the stored energy terms corresponding to linear string vibration, nonlinear string vibration, the collision interaction, and the finger interaction, respectively, one has

$$h_L^{n+1/2} = \frac{ph}{2} \delta t l u^n |^2 + \frac{T_h}{2} (D_x u^n)^T D_x u_n^{n+1}$$

$$h_K^{n+1/2} = \frac{Eh^2}{8L} (D_x u_n)^T D_x u_n^{n+1}$$

$$h_f^{n+1/2} = \frac{M_f}{2} (\delta t u^n |^2 + \Phi_f^n$$

and for the power loss terms,

$$q_L^n = 2\rho \sigma h |\delta t u^n |^2 + 2\rho \sigma h |\delta t D_x u^n |^2$$

$$q_f^n = (\delta t \eta)^2 \frac{e}{\rho}$$

For the supplied power terms $p^n_L$ and $p^n_f$ from the excitation and stopping finger, respectively, one has

$$p^n_L = f^n_e h (\delta t u^n)^T g_e$$

$$p^n_f = f^n_f h (u^n)^T \delta t g_f - \delta t u^n f_0$$

Considering the discrete power balance [16] under enforced conditions (i.e., $p^n_L = p^n_f = 0$), note that the loss terms $q_L^n$ and $q_f^n$ are non-negative; the only stored energy term which is not non-negative is that corresponding to the string energy $h_L$. It is straightforward to show [15] that under the condition $h \geq h_{min}$, where

$$h_{min}^2 = L \left( \frac{Tk}{\rho} + 4\sigma_1 + \sqrt{\left( \frac{Tk}{\rho} + 4\sigma_1 \right)^2 + \frac{16EI}{\rho}} \right)$$

the term $h_L$ is non-negative; this condition serves as a stability condition for the entire scheme. Again, under lossless conditions (i.e., with $\sigma_0 = \sigma_1 = \Sigma = 0$), the scheme is numerically lossless. See Section [15]. Notice that condition [15] is equivalent to that arrived at using von Neumann analysis [15] for the linear string in isolation, though now for the complete system involving multiple nonlinearities.

3.5. Vector-matrix Update Form

In the interest of illustrating how such a scheme may be used in practice, it is useful to rewrite it in a vector-matrix update form as

$$A^n u^{n+1} = B^n u^n + C^n u^{n-1} + j_x f_e^n + j^n f^n$$

where here, $A^n$, $B$ and $C^n$ are $(N - 1) \times (N - 1)$ matrices defined as

$$A^n = (1 + \sigma_0 k) I_{N-1} + (a^n)^T$$

$$B = 2I_{N-1} + \frac{h^2 k^2}{\rho} + 2\sigma_1 k D_x x - \frac{EIk^2}{\rho} D_{xxx}$$

$$C^n = (a_0 k - 1) I_{N-1} - (a^n)^T - 2\sigma_1 k D_x x$$

Due to the tension modulation nonlinearity, $A^n$ and $C^n$ are dependent on previously computed state values through the column vector $a^n$, defined as

$$a^n = \frac{k}{2} \sqrt{Eh^2 \rho L} D_x x, u^n$$

The vector $j_x$ is defined as $j_x = k^2 g_e / \rho$, and $f^n = ((f^n)^T | f_{nT}^T)$. The consolidation of the contact forces due to the barrier and finger, with the combined matrix $J^n$ given by $J^n = k^2 G^n / \rho$, where $G^n = (G_{x} - g_{y}^2)^T$. Notice that $J^n$ and $G^n$ include effects of time variation due to the motion of the stopping finger.

The update form [15] requires the determination of the collision force vector $f^n$; to this end, it may be rewritten as

$$u^{n+1} = q^n + J^n f^n$$

where

$$q^n = (A^n)^{-1} (B^n u^n + C^n u^{n-1} + j_x f_e^n)$$

$$J^n = (A^n)^{-1} J$$

Though the calculation of $q^n$ and $J^n$ might appear to require the full inversion of a matrix $A^n$ (or at least a linear system solution), note that $A^n$ is a rank one perturbation of a scaled identity matrix, and thus the inverse may be written directly, using the Sherman-Morrison-Woodbury formula [17] as

$$(A^n)^{-1} = \frac{1}{1 + \sigma_0 k} \left( I_{N-1} - \frac{(a^n)(a^n)^T}{1 + \sigma_0 k + (a^n)^T(a^n)} \right)$$

which leads to a matrix multiplication with $O(N)$ operations.

3.6. A Nonlinear Equation

Define the set of collision distances $\eta^n$ as $\eta^n = ([\eta_e]^T | \eta_f]^T$.

From the definitions [14] and [15], one then has

$$\eta^n = \left[ \begin{array}{c} b \\ -u_f^n \end{array} \right] - h G^n u^n$$

From this, one may further define the vector $r^n = ([r^n_e]^T | r_f^n T)$ as $r^n = \eta^n + \eta^n - 1$, and $r^n$ may be written as

$$r^n = \gamma^n - Z f^n - h \left( (G^{n+1})^T u^n - (G^{n-1})^T u^{n-1} \right)$$

where

$$\gamma^n = \left[ -2 u_f - u_{n-1} \right] + \frac{k^2 D_{xx}}{\rho}$$

where $O_{N-1}$ is an $N_e$ element column vector, and $Z$ is an $(N_e + 1) \times (N_e + 1)$ matrix, all zero, except for a value of $k^2 / M_f$ as the entry at the lower right corner.

For the forces, from the definitions [14] and [15], one has

$$f^n = A^n + P^n r^n$$
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where $\Lambda^n$ is a diagonal $(N_c+1) \times (N_c+1)$ matrix with diagonal entries given by $\text{diag}(\Lambda^n) = (|\lambda^c|^2 |\lambda^f|^2)^T$, with

$$\lambda^c = \sum_{i=1}^{N_c} \phi_c (r_i^c + \eta_j^{n-1}) - \sum_{j=1}^{N_f} \phi_f (\eta_j^{n-1})$$

and

$$\lambda^f = \sum_{i=1}^{N_c} \phi_f (r_i^f + \eta_j^{n-1}) - \sum_{j=1}^{N_f} \phi_f (\eta_j^{n-1})$$

and where $P^n$ is an $(N_c+1) \times (N_c+1)$ matrix, all zero except for a value of $Z_{ij}^n/(2k)$ in the lower right hand entry.

Finally, (19), (20) and (21) may be consolidated into a single vector nonlinear equation as

$$Q^n r^n + M^n \Lambda^n + 1^n = 0$$

where

$$M^n = Z^n + h (G^{n+1})^T J^n$$

$$Q^n = I_{N_c+1} + M^n P^n$$

$$1^n = -\gamma + h (G^{n+1})^T q^n - h (G^{n-1})^T u^{n-1}$$

Numerically, such an equation may be solved using an iterative method such as, e.g., Newton-Raphson.

### 4. SIMULATION RESULTS

In this section, various features of simulations for the system described above are explored.

#### 4.1. Visualization: Free Vibration

As a first example, consider a string positioned above a fretboard and a series of 12 frets, under a plucking action—see Figure 2, showing the time evolution of the string profile under different plucking forces. In one case, the string vibration is free from collision, but in the other, it is sufficient to allow for rebounding against the frets, greatly distorting the profile of the string subsequently. It should be noted that under normal lossy conditions, string vibration amplitude is decreased over time, and thus the collision with the fretboard will lead to transients; similarly, stiffness effects in the string lead to dispersion, also decreasing the maximum string displacement after the initial pluck.

#### 4.2. Spurious Penetration

The penalty potential formulation intended to model the rigid collision between string and fretboard allows some unphysical penetration of the string into the fretboard itself. One question which emerges is then: how large is this penetration? For the plucked excitation simulation described in the previous section, the maximum penetration over the length of the string is plotted as a function of time step in Figure 3—in this case, it takes on values under $10^{-5}$ m, which is definitely acceptable in any acoustic simulations.

The degree of penetration may be controlled through the choice of $K$—the larger it is, the less the penetration, with the side effect that the number of iterations required in Newton’s method tends to increase. See Section 5 for more commentary on this point.

![Figure 2: Time evolution of the profile of a string in contact with a fretboard (in blue), under plucking excitations of different amplitudes—in black, with a maximal excitation of $f_p = 0.5$ N, and in red, with $f_p = 1$ N. In this case, the string is of parameters $L = 0.65 \text{ m, } \rho = 5.25 \times 10^3 \text{ kg/m, } T = 60 \text{ N, } E = 2 \times 10^3 \text{ Pa, with radius } r = 4.3 \times 10^{-5} \text{ m, and loss parameters } \sigma_0 = 1.38$ and $\sigma_1 = 1.25 \times 10^{-4}$. The barrier collision parameters are $K = 10^{15}$ and $\alpha = 2.3$, and the pluck occurs pointwise at location $x = 0.52 \text{ m. The sample rate is } 88.2 \text{ kHz.}"

![Figure 3: Maximal penetration, in m, as a function of time step $n$, for the simulation described in Section 4.2]
4.5. Time-varying Finger Position

As a final example, consider the same system, under the application of a sliding finger stop position—see Figure 4 showing snapshots of the string profile as the finger, under a constant applied force, slides across a single fret, effecting a pitch change. Here, the finger is assumed to act pointwise, at the position as indicated; notice in particular that due to the finite string stiffness, the slope of the string exhibits a strong variation at the fret location, and the minimum may occur at a location slightly shifted from that of the finger.

This paper is intended as an exploration of various features of string vibration in a more realistic setting, particularly involving the non-trivial contact of various components, including a barrier intended to represent a fretboard. Various features have been neglected here. The most important of these is the modelling of vibration in both polarizations; here, only the polarization transverse to the barrier has been modelled, allowing for an examination in particular of a colliding finger. In the case of excitation in the other polarization, however, a different nonlinear mechanism is required for the finger stopping, which closely resembles that of the bow-string interaction—see [12]. The other important element, not modelled here, is coupling to a body (in the case of, say, an acoustic guitar), and perhaps to the surrounding acoustic space. When such features are included, one is not far from a fully articulated model of a guitar, leaving then, the enormous problem of gestural control—which is not considered here.

From a numerical point of view, a Hamiltonian potential formulation has been used here in order to arrive at a stable numerical method. As with all such stable methods, this leads to an implicit design in the nonlinear part of the problem (note that the linear part of the scheme, in isolation, remains explicit), and ultimately to a nonlinear vector algebraic equation to be solved at each time step. Though it is possible to show, for very simple systems such as a lumped mass colliding with a rigid barrier [13], and certain extensions to the distributed case [18], that a unique solution exists, in this vector case, a means of showing existence and uniqueness is not immediately forthcoming—meaning that, when an iterative method such as Newton-Raphson is employed it may either (a) not converge, or (b) converge to one solution which may be spurious. Thus an open question, for this and all nontrivial collision problems, is the determination of such uniqueness and existence conditions.

Beyond this basic question, at the level of the iterative solver
employed (in this case, Newton Raphson, but many others are available), there are further issues—one is that, even if existence and uniqueness results are available, convergence of a particular iterative method is not ensured. Another is that, in general, the iterative solver can prove to be something of a bottleneck not merely in terms of the over-all operation count (here, 50 iterations have been employed, for results to machine accuracy, though this can be significantly reduced for audio synthesis), but also in parallel implementations, where reducing the number of iterations (which must be performed serially) is of paramount importance.
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