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Abstract—Provenance, or information about the origin, derivation, or history of data, is becoming an important topic especially for shared scientific or public data on the Web. It clearly has implications on security (and vice versa) yet these implications are not well-understood. A great deal of work has focused on mechanisms for recording, managing or using some kind of provenance information, but relatively little progress has been made on foundational models that define provenance and relate it to security goals such as availability, confidentiality or privacy. We argue that such foundations are essential to making meaningful progress on these problems and should be developed. In this paper, we outline a formal model of provenance, propose formalizations of security properties for provenance such as disclosure and obfuscation, and explore their implications in domains based on automata, database queries and workflow provenance graphs.
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I. INTRODUCTION

Provenance is, informally, information about the history, derivation, origin, or context of an artifact. In computational settings, provenance is data that describes some other data, or the computation or process that produced it. Absence of provenance, or incorrect provenance, can lead to a new class of failures in computer systems, which we call provenance failures. For example:

- Absence of date information on news articles has led to old news being reused by aggregators such as Google News. This in turn can lead to economic losses if investors misinterpret this information, for example when the old news is about a company’s near-bankruptcy [1]. Even simple forms of provenance such as “when was this data created” are not currently maintained effectively on the Web.
- Lack of transparency or information needed to repeat scientific computations makes it difficult for reviewers to evaluate scientific contributions and for authors to avoid unintentional error. Bugs in programs or scripts have already led to publication of articles with hard-to-find errors that ultimately had to be retracted [2]. Many provenance techniques are aimed at aiding repeatability or transparency in scientific computation.
- Privacy or confidentiality can be violated if provenance information is unintentionally made available, for example, if government documents are accidentally published as Word documents with embedded change history [3].

A number of researchers and organizations, including the W3C, have suggested developing a provenance infrastructure or systems and standards that make it possible to determine the provenance of data on the Web [4], [5]. Further details and examples of provenance failures, and our views on the need for further research on these issues, are summarized in the paper [6].

The question of how to make these informal motivations formal, or to precisely characterize what makes some mechanism for provenance suitable for enforcing a desired policy, has largely been ignored in the literature on provenance. A great deal of work has focused on design of efficient techniques for recording some additional so-called provenance information, often in the context of a specific system (see e.g. [7]–[11]); other work has emphasized defining formal models of provenance and exploring their properties [12], [13], or identifying and solving particular decision problems that arise for forms of data frequently used as provenance, such as directed acyclic graphs [14], [15]. However, the wide variety of such models and the applications that have inspired them begs several questions:

1) What is (and isn’t) provenance?
2) Are there natural choices for the “best” or most informative provenance for a given system?
3) How do we know whether a system records correct provenance, or records enough provenance for a given application?
4) How can we compare provenance techniques in terms of expressiveness or generality?
5) What kinds of security properties (availability, confidentiality, privacy, nonrepudiation) should provenance have, and what kinds of policies can be defined and effectively enforced?

It is important to note that these are really questions about the semantics of provenance, and they will only become more important as provenance technology becomes deployed on the Web or other distributed settings. Among these, the first three seem to address subjective concerns where there is not necessarily a unique way of framing the problem or deriving solutions. The many different models for and
implementations of provenance in different systems, such as databases [12], [13], workflow management systems [7], [8], and storage systems [10], [11], suggests that there may be no single definition that applies to all these situations, nor an obvious choice of “best” or most general provenance mechanism even for a specific system. Indeed, it seems likely that the answer to question (2) is actually “no”, since any real system can be modeled at finer and finer levels of granularity.

Concerning the third question, most work on particular systems seems to assume that it is obvious that some information can be interpreted usefully as provenance, but when data and provenance crosses systems boundaries this implicit knowledge may be lost, and there may be many new avenues for corrupting provenance records through errors, inconsistencies or attacks. Moreover, as the fourth question highlights, when different approaches to provenance are investigated, it is important to be able to relate both their performance and their expressiveness or generality, to avoid apples-to-oranges comparisons.

Finally, as raised by the fifth question, these concerns become especially pressing when we wish to consider the interaction between provenance and security. The implications of provenance for security (and vice versa) have only recently begun to be investigated [16].- [20]. Obviously, provenance information may need to be protected just like any other data produced or consumed by computer systems. Less obviously, as discussed by Braun et al. [17] provenance may have subtle interactions with confidentiality of ordinary data (e.g. provenance may permit new inferences leading to information leakage) or with privacy (e.g. there may be a tension between making provenance information available and protecting the identities of principals contributing to computations). These situations are especially complex when provenance crosses system boundaries or domains of control involving principals with different goals and needs, or for stateful systems such as scientific databases, which grow or change over time as a result of contributions by many contributors [21].

Most work on provenance security so far has essentially reapplied known mechanisms such as access control, digital signatures, information flow control, or privacy without seeking to answer the above semantic questions. One important exception is Chong’s proposals of definitions of provenance security policies [22], drawing on the trace model introduced by Acar, Ahmed and Cheney [23]. Some work on provenance has also been inspired by ideas in security, such as dependency provenance [24], which provides a noninterference-like criterion for ensuring that all possible dependencies of a part of the output are tracked. Davidson et al. [25] propose adapting ideas from database privacy and anonymity and give candidate formal definitions of privacy policies for workflow provenance. Nevertheless, these only represent first steps.

Addressing these questions properly requires a semantic framework that makes some reasonable assumptions about the subjective parts of the picture. In this paper, we develop such a framework, and propose some general semantic definitions of security properties for provenance. The main contribution of this paper is the framework and definitions themselves, but we justify our view that the framework is general and useful by exploring its ramifications using example domains including finite automata and transducers, database queries, and simple workflow-like programs.

We assume that a number of principals interact with some system equipped with a set of possible behaviors, called traces. Traces are expected to contain all information about the system behavior in which any principal is potentially interested. This is a subjective judgement, and so the design of the language of traces needs to be agreed by the principals or system designers. Thus, the trace forms a “most general” form of provenance for the system, at least as far as the principals interacting with it are concerned. However, different kinds of traces might be suitable for different applications, and we do not prescribe a strategy for designing or implementing provenance tracking mechanisms. Much research on provenance focuses on exactly these problems. We also do not assume that there is necessarily a practical strategy for recording the traces. They are only an abstraction used for relating other more specific forms of provenance, including the ones of practical interest.

In principle, one could make the complete trace available to each principal authorized to use the system. However, this default strategy might be impractical or undesirable. For example, it is typically not practical to record traces at the level of individual instructions in production systems, particularly scientific computations where performance is paramount. Moreover, the principals may have different privileges concerning what aspects of system behavior they are allowed to observe. These observations may permit principals to draw inferences about aspects of the system that they are not allowed to observe directly, leading to security vulnerabilities.

In the absence of security concerns, provenance is somewhat loosely specified: we can simply try to make as much trace information available as is practical, and let users make whatever sense of it they can. Likewise, if security is the only concern, then provenance is also loosely specified: we can protect the system best by not making any additional provenance information available, and using conventional techniques for security. However, if some knowledge about system behavior needs to be protected while other information is disclosed, there is a basic tension between provenance and security, which further constrains the problem. The main contribution of this paper is to explain what it means for a provenance tracking system to successfully obfuscate some information that users require while disclose other sensitive information.
To make these constraints precise, we introduce the notion of a *provenance query* $Q$, which is simply a set of traces that share some property that needs to be obfuscated or disclosed. Furthermore, we consider spaces of *provenance views* $P_A$ which are essentially functions on traces that hide some of the trace information, describing what information is made available by the system to principal $A$.

Using these ingredients we define the notion of a provenance framework and of a system that is an instance of the framework. We can consider *provenance policies* including:

- **Disclosure**: Ensuring that a given principal $A$ can always determine whether the actual trace satisfies a given provenance query $Q$. (That is, ensuring $Q$ is always answerable using $P_A$.)
- **Obfuscation**: Ensuring that a given principal $A$ can never be certain whether the actual trace satisfies a given provenance query $Q$. (That is, ensuring that $Q$ can never be answered by observing $P_A$.)

Moreover, we further focus attention on *trace-invariant* queries and policies that are independent of the provenance information itself, such as queries about the input or source program used to derive a given output. We ultimately want to understand a number of different classes of trace-invariant policies:

- **availability**: how can we ensure that some information about the input is disclosed to a principal?
- **confidentiality**: how can we ensure that confidential information is never indirectly disclosed to a principal? This is essentially what is studied by Chong’s “data security” [22].
- **integrity**: how can provenance records increase trust in the integrity of a process that created some data, and how can such records be protected from corruption? This is a motivation for work on provenance in *curated databases* [26] and security aspects of this situation are also considered by Zhang et al. [18] and Hasan et al. [10], [16].
- **reverse-engineering**: how much information does the provenance (and possibly input and output) provide about the program that produced the results? This is a motivation for work on workflow provenance security [25].
- **explanation**: how much information does the provenance reveal about the possible result values in hypothetical, counterfactual situations? This is part of the motivation for dependency provenance [24] and provenance traces [23], and is an implicit motivation for viewing provenance graphs as conveying causal information [14], [27].

We develop specific instances of our framework with these provenance queries in mind, focusing on the availability and confidentiality properties. We model a principal’s knowledge by sets of possible worlds (i.e., sets of traces) and measure the knowledge gain in terms of the worlds considered possible by each principal after observing the provenance. In particular our examples show that provenance can enforce trace-invariant policies that cannot be enforced otherwise.

Although the examples discussed earlier have largely drawn on motivations for provenance on the Web for inspiration, provenance is also widely studied in several other settings, including workflows, databases, and storage systems. In the long term, as these systems become more tightly integrated over the Web, we will need provenance models that transcend the details of these different models. In this paper, we seek to abstract from the specific details of these systems in order to gain an understanding of the common security issues that arise in any system that tracks provenance. Our complexity results show that these definitions play out in subtly different ways in different settings, including automata traces, workflow runs and annotated databases, leading to different answers to questions of decidability and complexity for provenance. One could argue that this suggests that our trace formalism is too general and flexible to model provenance well; however, even if this is the case, this kind of exploration is a necessary first step towards identifying the right level of abstraction.

We also draw a distinction between *static* provenance that describes a single run or behavior of a system, versus *dynamic* provenance that describes a sequence of runs or concurrent interactions between the system, principals and possibly other systems. In this paper, we focus on developing a unifying model and identifying security properties for the easier (but still nontrivial) static case. In fact, most work on provenance in extant database and workflow systems focuses on the static case, so it is reasonable to focus on this case. We leave the development of a formal model for dynamic provenance security for future work.

The structure of the rest of this paper is as follows. In Section II we describe our general model, including the idea of provenance frameworks, systems, and definitions of the disclosure and obfuscation properties, as well as trace-invariant special cases. In Section III we introduce the three main examples we will use to illustrate the model. In Section IV we present the main technical results, which explore the ramifications of the model using the example settings. In Section V we discuss related work and in Section VI we summarize and discuss some directions for future work.

## II. PROVENANCE FRAMEWORK

In this section we present our model. We assume that a system designer or community agrees on a set of traces $T$ of possible executions of the system. These traces constitute a record of system behavior that is assumed to be sufficiently informative for all principals involved. This is an assumption of the model, not a theorem, and we do not further prescribe
design criteria for the space of traces or means of associating them with computations. We believe these decisions ultimately need to be informed both by domain knowledge and principles of clean specifications.

A provenance query is a set of traces, or equivalently a function from $T \rightarrow \mathcal{B}$ where $\mathcal{B} = \{0, 1\}$. A provenance interpretation is a function $P : T \rightarrow \Omega$ where $\Omega$ is some set of observations associated with $P$.

A provenance framework $(T, T_0, Q, O, P)$ consists of a set of traces $T$, a set of realizable traces $T_0$, a collection $Q$ of subsets of $T$ called trace queries, a collection $O$ of observation sets $\Omega$, along with a collection of transformers $h : \Omega \rightarrow \Omega'$ that includes identity maps and is closed under composition, and $P$ is a set of provenance views $P : T \rightarrow \Omega$ that is closed under composition with observation transformers. We also assume that $O$ contains a singleton set $\{\star\}$ and is closed under Cartesian products.\footnote{Note that this is simply a long-winded way of saying that $O$ is a category. Likewise, $P$ is a cartesian subcategory of the coslice category $T \downarrow \Omega$. Category theory is not needed for understanding the technical results but could be used here to shorten notation.}

For example, given a set $T$ of traces we can construct a default provenance framework where $T_0 = T$, the queries are all subsets of $T$, the objects of $P$ are all functions of the form $P : T \rightarrow X$ where $X$ is any set, and the arrows are all possible functions over sets. However, the queries and observables might be more restricted, for example in the framework AUT we will consider later. $T$ is a set of strings and $T_0$ is the language of traces of a given automaton; queries are regular languages; and the category of observations has regular languages as objects and transformations definable by finite transducers as arrows.

We assume that principals know the possible traces but do not have direct access to the trace $t$ realized in a particular scenario. Instead, a principal $A$ can make certain observations of the trace, given by a fixed provenance interpretation $P_A : T \rightarrow \Omega_A$, mapping traces to elements of some set $\Omega_A$ of observables for $A$.

A provenance system $(P_A, \Omega_A)$ extends a provenance framework by fixing a provenance interpretation and observations $P_A : T \rightarrow \Omega_A$ for each principal $A$. We will focus on the case where there is just one principal, and sometimes omit subscripts. We often just write $P$ and leave its range $\Omega$ implicit.

We define a quasiorder (reflexive and transitive, but not antisymmetric) on provenance views $P : T \rightarrow \Omega, P' : T \rightarrow \Omega'$ by defining $P \sqsubseteq P'$ to mean that there exists a function $h : \Omega' \rightarrow \Omega$ such that $h \circ P' = P$. Modulo isomorphism, this has a semilattice structure with least element $\bot : T \rightarrow \{\star\}$ (for some constant $\star$) and greatest element $\top = \lambda t.t$. The least upper bound of $P_1 : T \rightarrow \Omega_1$ and $P_2 : T \rightarrow \Omega_2$ is given by $P_1 \sqcup P_2 : T \rightarrow \Omega_1 \times \Omega_2$.

We now develop provenance policies that given systems may or may not satisfy. We write $K_A$ or just $K$ for the initial knowledge of principal $A$. This is a set of possible worlds, that is, traces, as understood by $A$. This could just be $T$ itself, or could be a subset reflecting knowledge the user has already acquired about the possible behaviors of the system. The only requirement is that $T_0 \subseteq K_A \subseteq T$.

Now, we define the knowledge of $A$ after observation of $\omega$ to be:

$$K_A(\omega) = \{t' \in K_A \mid P_A(t') = \omega\}$$

We define a policy $P$ to be a collection of pairs $(K_A, \Phi_A)$ where $\Phi_A \subseteq P(T)$ is a set of sets of traces, for each $A$. Each element $\phi$ of $\Phi_A$ can be thought of as a set of worlds which the policy permits $A$ to consider possible after making an observation. Formally, we say that a provenance system satisfies policy $(K_A, \Phi_A)$ if:

$$\forall A, \forall t \in T_0. K_A(P_A(t)) \in \Phi_A$$

Given a system, we define a policy that it enforces as follows. For each $A$, define $K_A$ as $T$ and define $\Phi_A$ as $\{\{t' \in T \mid P(t) = P(t')\} \mid t \in T_0\}$. We say that a provenance policy is enforceable if there is some provenance system that satisfies it, and definable if there is a provenance system that realizes it exactly.

Given a policy, we say that it partitions $T_0$ if the set $\{S \cap T_0 \mid S \in \Phi\}$ is a partition of $T_0$. It is not difficult to show that:

**Theorem 1.** A provenance policy is enforceable if and only if a subset of it partitions $T_0$, and it is definable if and only if it partitions $T_0$.

A. Disclosure and obfuscation

We now propose formal definitions of two basic provenance security problems. In the following discussion, fix a provenance system.

Given principal $A$ and query $Q$, we define the provenance disclosure problem, meaning the problem of determining whether $P_A(t) = P_A(t')$ implies $Q(t) = Q(t')$ for every $t, t' \in T$. In words, this means that if two traces have the same provenance as viewed by $A$, then they have the same value with respect to $Q$. That is, the provenance query is (in principle at least) answerable from $P_A$.

Similarly, given query $Q$ and principal $A$, we define the provenance obfuscation problem of determining that $Q$ can never be answered using $P_A$. This means that for every trace $t \in T$, there exists a trace $t'$ such that $P_A(t) = P_A(t')$ yet $Q(t) \neq Q(t')$.

**Lemma 1.** Disclosure and obfuscation are mutually exclusive: that is, a query cannot be both disclosed to $A$ and obfuscated for $A$. However, they are not complementary.

**Proof:** The first part is straightforward. For the second, consider $T = \{1, 2, 3\}, \Omega_A = \{even, odd\}$ and $P_A = \{(1, odd), (2, even), (3, odd)\}$. This system does not
disclose $Q = \{ \text{odd}\}$ because both 1 and 3 map to \text{odd}, but it also does not obfuscate $Q$ because when $t = 2$ we can always infer $t \notin Q$ from $P_A(t) = \text{even}$. ■

The next few lemmas explore the disclosure property, which has several convenient properties stated in terms of the information ordering:

**Lemma 2.** If $P \subseteq P'$ and $P$ discloses $Q$ then $P'$ discloses $Q$.

**Proof:** Suppose $P$ discloses $Q$ and choose $h : \Omega' \to \Omega$ with $h \circ P' = P$. Let $t, t'$ be given and assume $P'(t) = P'(t')$. Then $P(t) = h(P(t)) = h(P'(t')) = P(t')$ so $Q(t) = Q(t')$ since $P$ discloses $Q$. ■

**Corollary 1.** The top query $\top$ discloses any $Q$. If $P$ and $P'$ disclose $Q$ then $P \cup P'$ discloses $Q$.

**Proof:** The first parts are straightforward. The proof for $P \cup P'$ is immediate using the previous lemmas. ■

Now we turn to properties of obfuscation. Obfuscation is antitone (that is, preserved by decreasing information), and the bottom element obviously obfuscates all queries.

**Lemma 3.** If $P \subseteq P'$ and $P'$ obfuscates $Q$ then so does $P$.

**Proof:** Assume $P'$ obfuscates $Q$ and choose $h : \Omega' \to \Omega$ with $h \circ P' = P$. Let $t$ be given. Since $P'$ obfuscates $Q$ there is a $t'$ satisfying $P'(t) = P'(t')$ and $Q(t) \neq Q(t')$. Hence, $P(t) = h(P(t)) = h(P'(t')) = P(t')$ also holds, so $P$ obfuscates $Q$. ■

We consider the following decision problems involving disclosure and obfuscation, with respect to a given provenance framework.

1) **Disclosure checking:** Given a query $Q$ and framework $\text{PSys}$, determine whether $Q$ is disclosed to $A$ by $P_A$. Then we say that $\text{PSys} \vdash \text{disclose}(Q, A)$.

2) **Obfuscation checking:** Given a query $Q$ and framework $\text{PSys}$, determine whether $Q$ is obfuscated by $A$. Then we say that $\text{PSys} \vdash \text{obfusc}(Q, A)$.

Each of these can also be considered as an algorithmic problem where the goal is to construct a provenance system that discloses or obfuscates a query. Also, the problem of checking simultaneous satisfiability of Boolean combinations of constraints could be considered, but as we will see already the above problems give us plenty to talk about.

**B. Provenance-independent queries and policies**

Later in the paper we focus on an important special case: understanding how provenance can convey information about the conventional system behavior. For example, often the behavior of the system is described by an input-output function or relation, assigned via a semantics interpreting programs to functions or relations. Principals are usually able to observe some or all inputs or outputs, and it may be more natural to frame policies involving provenance in terms of these concepts that usually already exist rather than in terms of a novel trace mechanism.

A provenance framework has observable input and output (or is an IO-framework) if there exist observables $\text{IN}$ and $\text{OUT}$ describing the input and output sets, together with provenance views in : $\mathcal{T} \to \text{IN}$ and out : $\mathcal{T} \to \text{OUT}$ that provide the input and output from a trace.

In an IO-framework, we can define queries that are trace-invariant. A trace-insensitive query is a property of traces that actually only depends on the input and output. In that case, we may abuse notation by considering such a query to be a subset $Q \subseteq \text{IN} \times \text{OUT}$, which can be implicitly identified with the set of traces $\{t \in \mathcal{T} \mid (\text{in}(t), \text{out}(t)) \in Q\}$. Similarly, we define a trace-invariant view $P_A : \mathcal{T} \to \Omega_A$ as one that is answerable from $\text{in} \times \text{out}$, and we define trace-invariant policies $(K_A, \Phi_A)$ where $K_A \subseteq \text{IN} \times \text{OUT}$ and $\Phi_A \subseteq \mathcal{P}(\text{IN} \times \text{OUT})$, which we identify with the corresponding trace-based policies in the obvious way.

We say that $A$ knows the input (respectively, output) if $\text{IN} \subseteq P_A$ (or respectively out $\subseteq P_A$).

We define the knowledge gain of $A$ after observation $\omega$ as follows:

$$K_A(\omega) = \{(\text{in}(t), \text{out}(t)) \in K_A \mid P_A(t) = \omega\}$$

Moreover, a trace-invariant policy is satisfied in a provenance system if

$$\forall A. \forall t. K_A(P(t)) \in \Phi_A$$

This condition is almost the same as for ordinary policies; only the types are different.

Note that a provenance system can provide useful information even if we only care about queries and policies that are trace-invariant. An example is given in Theorem 17.

Consider a setting where a principal knows the query and output, but does not know the input. Then the principal can learn about the input through observing provenance. Moreover, an input query is any query that is answerable using only $\text{in}(t)$. We may want to ensure disclosure of certain input queries while requiring that others are obfuscated.

Consider a setting where a principal knows the input and output, but not the exact semantics of the system — that is, some of the traces considered possible by $A$ are never actually displayed by the system. By observing provenance, the principal may be able to learn about the program.

Or, the principal may not be able to narrow down the set of possible programs, but may still be able to use the provenance to improve its knowledge of how the query would evaluate other inputs to other outputs.

Finally, given certainty about the program and input, the principal might still be uncertain that a given output is the only possible output (or if not, what are the possibilities). This can only happen if the underlying model of computation is nondeterministic. So we consider the knowledge about the output gained by providing provenance.
We will consider the following policy decision problems over trace-invariant frameworks:

1) **Input disclosure**: Assuming A knows the program and output, determine whether \( P_A \) discloses a given input query \( Q \subseteq \text{IN} \).

2) **Input obfuscation**: Assuming A knows the program and output, determine whether \( P_A \) obfuscates a given input query \( Q \subseteq \text{IN} \).

3) **Output disclosure**: Assuming A knows the program and output, determine whether \( P_A \) discloses a given output query \( Q \subseteq \text{OUT} \).

4) **Output obfuscation**: Assuming A knows the program and input, determine whether \( P_A \) obfuscates a given input query \( Q \subseteq \text{OUT} \).

Note that output disclosure and obfuscation problems are easy in the common case where programs are deterministic: A can simply rerun the program and check the answer. For this reason we will mostly focus on input disclosure and obfuscation in this paper, but the output problems are also of interest when the computation is nondeterministic.

### III. EXAMPLES

The above framework is too abstract to offer much traction on specific computational situations. In order to study algorithms or mechanisms for analyzing or constructing provenance policies we need to provide additional detail about the components of provenance frameworks. We consider three instances:

- **Sequential traces of finite automata**
- **Workflow graphs annotated with values**
- **Annotated relational queries**

In each case, the sets of traces and provenance transformations can be described computationally using different formal languages, making it possible for us to study complexity and decidability issues in the next section. We rely on standard facts about regular languages and finite automata, but provide more details about the workflow graphs and database settings.

#### A. Sequential traces

We first consider a provenance framework \( \text{AUT} \) where the traces are sets of sequences \((Q \cup \Sigma)^*\). These, intuitively, describe the sequences of states and transitions of a given finite automaton \( M \) with alphabet \( \Sigma \) and states \( Q \). For example, consider a two-state automaton that checks whether the length of a sequence is even. The realizable traces of any finite automaton again form a regular language, in this example it is \( q_0((0 + 1)q_1(0 + 1)q_0)^* \).

Note that in this framework, we do not introduce any nonstandard concepts, since the standard notion of “run” of a finite automaton already seems adequate as a full explanation why the automaton accepts a string.

Sequential traces generated by automata lead to a provenance framework \( \text{AUT} \) where the queries are regular sets and the provenance views are given by the category of regular sets and transducer-definable functions. This framework also has input and output observations, obtainable by discarding the states from the trace (to obtain the input) and by checking the final state is an accept state (to obtain the output).

#### B. Workflow provenance graphs

We consider another form of traces based on graphical models of provenance as employed in a number of scientific workflow systems (e.g. Kepler [8] and Taverna [7] among many others); the Open Provenance Model [14] is a popular format for this kind of provenance but in this paper, we will focus on a simple form of OPM-like graphs. Our presentation draws primarily on the model introduced by Davidson et al. [?] which interprets workflow graphs (essentially) as straight-line code; this semantics for workflow graphs was also explored in more detail in [27] and related to structural causal models, but we will not pursue this connection in this paper.

Traces consist of directed acyclic graphs annotated with labels defining processes, input and output values. More formally, a graph is described by a set of processes \( P \), disjoint sets of input and output ports \( I \) and \( O \) respectively, a function mapping each port to its associated process \( p : I \cup O \to P \), and an edge relation \( E \subseteq O \times I \) linking some output ports to input ports, such that each input is linked to at most one output. (We could also model \( E \) as a partial function from inputs to outputs.) We expect the graph to be acyclic in the obvious sense. A trace is a graph equipped with an additional function mapping each port to its value at run time, such that \((i, o) \in E \) implies \( v(i) = v(o) \). The external inputs of the graph are the input ports that are not linked to any output and the external outputs are those output ports that are not linked to any input.

We consider simple queries of the form \( Q(a, x) = \{ v \mid v(a) = x \} \) that simply ask for the value of a given port. Moreover, we consider views of the form \( v|_V \) where \( V \subseteq I \cup O \), that is, \( v \) restricted to port names from \( V \).

We can impose a category structure on these views where the objects are simply the sets \( V \) and the arrows are reverse inclusions. Thus, the most informative \( V \) is \( I \cup O \), which leaves all values in place, and the least informative \( V \) is the empty set, which erases all information about the values encountered at run time, yielding the empty relation. This provenance framework has input and output as well, definable as projection to the external inputs and external outputs respectively.

Workflow systems may be uninterpreted, that is, arbitrary graphs labeled with arbitrary values, or they may adhere to some interpretation fixing the input-output relationships between the inputs and outputs of a given process. Formally, for each process \( p \) with inputs \( I_p = \{ i_1, \ldots, i_n \} \) and outputs \( O_p = \{ o_1, \ldots, o_m \} \), let \( F_p : \text{Val}^{I_p} \to \text{Val}^{O_p} \) be a given
function; then we say that a trace $v$ is consistent with this interpretation if for each $p$, we have $F_p(v(i_1), \ldots, v(i_n)) = (v(o_1), \ldots, v(o_m))$. Nondeterminism can easily be accommodated by weakening the functions $F_p$ to relations $R_p$.

We write $WF(G)$ be the provenance IO-framework generated by a workflow graph $G$. If in addition we expect the traces of $G$ to obey a functional or relational interpretation we write $WF(G, F)$ or $WF(G, R)$ for the resulting framework.

### C. Annotated relations

The semiring-annotated database model introduced by Green et al. [13] provides a convenient abstraction of a number of forms of provenance, including lineage [28], why-provenance [12], and how-provenance [13]. It can also be mapped to our framework. Let $\mathbb{U} = \{a, b, c, \ldots \}$ be a set of field names and finite sets $U, V \subseteq \mathbb{U}$ be called sorts. Let $D$ be a set of data values. A record over $U$ is a function from $U$ to $D$, sometimes written as a set of pairs $(a_1 : d_1, \ldots)$. We write $t[U]$ for the record obtained by restricting $t$ to field names from $U$, and $t[a/b]$ for the record obtained by renaming $a$ in $t$ to $b$.

Consider the syntax of positive relational algebra queries, given as follows:

$$q ::= R \mid \sigma_{a=b}(q) \mid \pi_V(q) \mid \rho_{a/b}(q) \mid q \cup q' \mid q \bowtie q'$$

Here $R$ is a relation variable name, $\sigma_{a=b}(q)$ selects records whose $a$ and $b$ fields are equal, $\pi_V(q)$ projects the records in $q$ down to the fields mentioned in $V$, and $\rho_{a/b}(q)$ renames records. Also, $\cup$ and $\bowtie$ are the relational union and join operations respectively. A join simply considers all pairs of records from the two input relations (which may have different sorts) and merges all of the compatible records. If the sorts of the arguments are disjoint then join is the same as the cartesian product of the two relations. Query expressions can be sort-checked in a straightforward way; for example, if $R : U$ and $S : V$ then $\sigma_{a=b}(R) : U$ if $a, b \in U$, and $\pi_V(R) : V$ if $V \subseteq U$, and $R \cup S : U$ if $U = V$, and $R \bowtie S : U \cap V$.

Database queries are normally interpreted over finite relations, that is, finite sets of records having the same type $U$. Any such relation can be thought of as a function from records over $U$ to $\mathbb{B}$, that is, as a characteristic function. For finite relations, characteristic functions have a finite support property, that is, $r(x) = 0$ for all but finitely many $x$. Moreover, finite multisets can be viewed as finitely-supported functions from records to $\mathbb{N}$. Green et al. [13] observed that this approach can be generalized further so that for any commutative semiring $K$, we can view a function from tuples to $K$ as a table in which each row is annotated with a nonzero element of $K$. (An annotation with value 0 represents a tuple not present in the table.)

Recall that a commutative semiring is a structure $(K, 0, 1, +, \cdot)$ such that $(K, 0, +)$ and $(K, 1, \cdot)$ are commutative monoids, that $\cdot$ distributes over $+$ and that 0 annihilates $. From now on we will just write semiring instead of commutative semiring. Typical examples of semirings include the natural numbers $\mathbb{N}$, the Booleans $\mathbb{B}$, and the free semiring $\mathbb{N}[X]$ consisting of polynomials with coefficients from $\mathbb{N}$ and generators $X$.

Queries can be evaluated over annotated databases where the annotations are drawn from a commutative semiring. A positive database query can be interpreted as a function taking relation-valued variables and yielding a relation. For each finite set of attribute names $U$ and semiring $K$, we model $U$-ary relations as finitely-supported functions:

$$Rel(U) = D^U \rightarrow fs K$$

$$= \{ r : D^U \rightarrow \mathbb{B} \mid \{ t \mid r(t) \neq 0 \} \text{ is finite} \}$$

Specifically, the positive relational operations over $K$-annotated relations are interpreted as follows:

$$\sigma_{a=b}^K(r) = \lambda t.\text{if } t.a = t.b \text{ then } r(t) \text{ else } 0$$

$$\pi^K_V(r) = \lambda t. \sum_{u:U, u[V]=t} r(u)$$

$$\rho_{a/b}^K(r) = \lambda t. r((b/a))$$

$$r \cup^K s = \lambda t. r(t) + s(t)$$

$$r \bowtie^K s = \lambda t. r(t[U]) \cdot s(t[V])$$

Here, we assume that $r : U$ and $s : V$ and we assume that the relational expressions are well-sorted as discussed above. In the equation for projection, note that the sum is well-defined since there are at most finitely many $u$ in the domain of $r$ such that $r(u) \neq 0$.

Let $q$ be a fixed, positive query. The set of traces is the set of pairs $(DB, q[\mathbb{N}[X](DB))]$ where $DB$ is a distinctly annotated database instance with annotations from $X$, and $q[\mathbb{N}[X](DB)]$ is the result of evaluating query expression $q$ on $DB$ using the $\mathbb{N}[X]$-valued relational operations defined above.

The queries we are concerned with in this setting will simply be Boolean relational queries over the input database and result. The reason we limit attention here to queries that can be answered only from the ordinary relations is that very little is known so far about Boolean queries over $K$-relations.

The observables will consist of collections $K$-REL of semiring-valued input-output pairs for each $K$ and mappings among them generated by homomorphisms among semirings. Then the category of provenance views $P : T \rightarrow K$-REL will essentially be generated by homomorphisms from $\mathbb{N}[X] \rightarrow K$, which in turn are uniquely defined by functions from $X \rightarrow K$.

The conventional input and output of a query can be observed by first applying the semiring homomorphism from $\mathbb{N}[X]$ to $\mathbb{B}$ and then projecting the input component or respectively the output component. This yields an IO-framework.
IV. Main Results

A. Sequential traces

We first consider the disclosure and obfuscation problems for sequential traces. Here, some positive results can be obtained using standard elements of the theory of finite automata and transducers.

Theorem 2. The disclosure checking problem for AUT is decidable.

Proof: Given $Q$ and $P$, realized by an automaton and transducer respectively, we form transducers $T$ and $T'$ such that $T$ behaves as $P$ restricted to $Q$ while $T'$ behaves as $P$ restricted to $T - Q$. Then the range of $T$ is the regular set $X$ of possible $P$-values of elements of $Q$ and that of $T'$ is the regular set $X'$ of possible $P$-values of traces not in $Q$. Then $P$ discloses $Q$ if and only if $X \cap X'$ is empty, which is decidable.

Corollary 2. Input and output disclosure are decidable for AUT.

Theorem 3. The obfuscation checking problem is decidable if $P$ has a finite range.

Proof: Given $Q$ and $P : T \rightarrow \Omega$, if $\Omega$ is finite then we can enumerate all pre-images $P^{-1}[\omega]$ of observations $\omega$. These are regular, so for each $\omega$ we can decide whether $P^{-1}[\omega] \subseteq Q$ or $P^{-1}[\omega] \subseteq T - Q$. If this is the case for any $t$, then we know that $P$ fails to obfuscate $Q$, otherwise $P$ does obfuscate $Q$.

Corollary 3. Output obfuscation is decidable for AUT.

It is not clear whether obfuscation checking (even restricted to input queries) is decidable in general for AUT so we leave this as an open question.

B. Provenance graphs

We now turn to the provenance framework $WF(G)$ of runs of a given workflow graph $G$. In the case where the workflow semantics is unknown, both disclosure and obfuscation turn out to be very easy:

Theorem 4. Disclosure and obfuscation are decidable in polynomial time for an unrestricted workflow graph.

Proof: For unrestricted interpretations, we first assume that each $a$ can assume two or more values. A query $Q(a, x)$ is disclosed by $V$ precisely when $a \in V$ or some port linked by an edge to $a$ in $E$ is in $V$. Since there are no restrictions on traces $v$ other than compatibility with $E$, as soon as $a$ is hidden we cannot tell whether $v(a) = x$. Similarly, a query $Q(a, x)$ is obfuscated by $V$ precisely when $a$ and all of the ports linked to it by $E$ are hidden in $V$, because as soon these ports are hidden, we can be sure that there is another trace that is equivalent modulo $V$ but not modulo $Q$. If a given $a$ has only one possible value then it is always disclosed and cannot be obfuscated.

This suggests that these problems are only really interesting in the (more realistic) situation where the principal has some domain knowledge about the workflow’s semantics. To investigate the complexity of disclosure and obfuscation in the presence of an interpretation, we need to restrict attention to some computationally sensible class of interpretations.

We will consider workflows that are essentially Boolean circuits. This means that each process is interpreted as a gate such as conjunction, disjunction or negation, and has exactly one output. In general, workflows could be much more complex than Boolean circuits, but studying this special case will give us lower bounds for the general case. We write $WF(G, B)$ for a workflow setting where the processing steps are interpreted as Boolean gates.

Theorem 5. Disclosure and obfuscation checking are decidable for Boolean circuit graph settings $WF(G, B)$.

Proof: There are finitely many (but doubly exponential) sets of possible valuations. So, we can decide whether a given $Q$ is disclosed by enumerating all possible valuations consistent with each observation induced by the given view $V$, and checking that all of them either satisfy $Q$ or all of them satisfy its complement. The reasoning for obfuscation checking is similar.

Theorem 6. Output disclosure checking is trivial for any $WF(G, F)$.

Proof: Given an output query, if the input is known then we can evaluate the output query by evaluating the circuit on the input, and then checking whether the output query is satisfied. That is, any query is always disclosed once we know the input.

Theorem 7. Input disclosure checking is NP-hard and coNP-hard for Boolean circuit workflow settings $WF(G, B)$.

Proof: Given a 3CNF instance $C$, add nodes $a$ and $b$ where $b = C \lor a$. Then the output view is just $b$ and the input query we are interested in is $Q = \{a = 1\}$. Now, if $C$ is unsatisfiable, we can clearly determine whether $a = 1$ holds from observing $b$, since then $b = 0 \lor a = a$. Conversely, if we can always determine whether $a = 1$ holds by observing $b$, then $C$ cannot be satisfiable, since if $C$ has a satisfying assignment then there are twovaluations $v, v'$ matching $C$ but with $v(a) = 0$ and $v'(a) = 1$ and $v(b) = 1 = v(0)$. A similar argument suffices for coNP-hardness, using conjunction instead of disjunction.

Corollary 4. Disclosure checking is also NP-hard and coNP-hard.

Now we turn to obfuscation checking. As before, output obfuscation checking is trivial since we can always just rerun
the graph and check whether the output satisfies the query.

**Theorem 8.** The output obfuscation problem is trivial for Boolean circuit settings \(WF(G, F)\).

*Proof:* Similar to the proof for output disclosure checking, due to determinacy. An output query can never be obfuscated if the input and program are known. \(\blacksquare\)

**Theorem 9.** Input obfuscation is \(NP\)-hard and co\(NP\)-hard for Boolean circuit setting \(WF(G, F)\).

*Proof:* The proof is similar to that for disclosure checking. For \(NP\)-hardness, given a circuit \(C\) we build \(b = a \land C\) and also consider all of the outputs of \(C\) to be observable outputs by copying. Then if \(C\) is unsatisfiable then \(a\) is obfuscated since \(b\) will always be 0 and \(a\) can be anything. Conversely, if \(a\) is obfuscated then \(C\) can never evaluate to 1 since in that case we would be able to infer that \(a = 1\) from \(b\). Note that it is important to treat the inputs to \(C\) as part of the output in order to ensure that \(a = 1\) is inferrable from \(b = 1\). This is not an imposition since we can for example simply add output nodes connected to the inputs to \(C\) by two negation gates. \(\blacksquare\)

Finally, we note that if we consider a relational interpretation for processes instead of a functional one, we can get the same complexity lower bounds for both output and input obfuscation checking. The reason is that if we can use relations, then the problems are completely symmetric in input and output: we can reuse the same ideas in the proofs above, just reversing the directions of the circuits. This shows that nondeterministic output disclosure or obfuscation checking is nontrivial in general.

**C. Annotated relations**

Now we turn to the problem of deciding disclosure and obfuscation problems over annotated relations. In this section we will consider the problem of determining whether a given \(Q\) is disclosed or obfuscated by specific classes of provenance views. The reason for doing this is that the space of possible provenance views (i.e., semirings and homomorphisms) is large, and it is not clear how they should be represented in general. We also assume that the underlying relational query that is used to generate the outputs from the inputs is known to principals.

As before, output disclosure is trivial since the queries are deterministic, so we say no more about it. Input disclosure and obfuscation turn out to be rather difficult to analyze for relational queries, especially if infinite data domains are considered. If the domain is finite, then these properties are at least decidable:

**Theorem 10.** Input disclosure and obfuscation are decidable for relational queries over a finite domain, for any computable semiring provenance interpretation.

*Proof:* There are at most finitely many input relations possible over a finite domain, so we can evaluate all of them and group them by equal output, and then check whether a given input query is disclosed or obfuscated by evaluating it on all of the grouped sets. \(\blacksquare\)

We will now restrict attention to a simple case that nevertheless helps illustrate the main ideas. We consider input queries that ask for the presence or absence of a single tuple, often just written as \(R(t)\). We also consider the disclosure or obfuscation behavior of queries that involve a single relational step, using inputs that are distinct variables.

First, we consider what is inferrable about the input without any assistance from provenance: namely, the disclosure and obfuscation properties of the relational operators in the classical \(B\)-valued semantics.

**Theorem 11.** Input tuple disclosure with respect to \(B\) is characterized as follows for individual operators:

1. \(R\) discloses \(R(t)\) for any \(R(t)\).
2. \(\sigma_{a=b}(R)\) discloses \(R(t)\) if and only if \(t.a = t.b\).
3. \(\pi_V(R)\) discloses \(R(t)\) if and only if \(R : V\).
4. \(\rho_{a/b}(R)\) always discloses \(R(t)\).
5. \(R \cup S\) does not disclose \(R(t)\) for any \(t\).
6. \(R \times S\) does not disclose \(R(t)\) for any \(t\).

*Proof:* For each disclosure case, it suffices to exhibit a way to find tuple \(t'\) that is in the output if and only if \(R(t)\) is in the input for some \(t'\). In cases (1) and (2), \(t' = t\), and in case (2) we need the assumption that \(t.a = t.b\) because otherwise \(t\) will not appear in the output. In case (4), \(t' = t(a/b)\). For case (3), if \(V\) includes all the attributes of \(R\) then the projection is essentially the same as just returning \(R\). Conversely, if \(V \subseteq U\) where \(R : U\) then (assuming data domain with at least two elements) we can always find two instantiations for \(R\) that project to the same value but such that one contains \(t\) and the other does not. For union, we cannot tell whether an occurrence of \(t\) in the output comes from \(R, S\) or both. In the final case for join, we cannot tell whether the absence of a tuple \(t'\) with \(t'[U] = t\) in the output is due to the absence of \(t\) from \(R\) or to the absence of a matching tuple \(t'[V]\) in \(S\). \(\blacksquare\)

**Theorem 12.** Input obfuscation with respect to \(B\) is characterized as follows for individual relational operators:

1. \(R\) does not obfuscate \(R(t)\) for any \(R(t)\).
2. \(\sigma_{a=b}(R)\) obfuscates \(R(t)\) if and only if \(t.a \neq t.b\).
3. \(\pi_V(R)\) does not obfuscate \(R(t)\).
4. \(\rho_{a/b}(R)\) does not obfuscate \(R(t)\) for any \(R(t)\).
5. \(R \cup S\) does not obfuscate \(R(t)\) for any \(R(t)\).
6. \(R \times S\) does not obfuscate \(R(t)\) for any \(R(t)\).

*Proof:* The first and fourth cases are obvious since the operations are invertible. In the second, assume \(t.a \neq t.b\). Then \(\sigma_{a=b}(R)\) cannot distinguish between \(R = \emptyset\) and \(R = \{t\}\). In the third case, if \(R = \emptyset\) then whenever \(\pi_V(R) = \emptyset\) we have \(t \notin R\). In the fifth case, if \(R = \emptyset = S\) then we can determine that \(t \notin R\) from the fact that \(R \cup S = \emptyset\).
Similarly, in the sixth case we can deduce that \( t \in R \) from the presence of any tuples \( t' \) with \( t'[U] = t \) in \( R \bowtie S \).

Now we consider disclosure and obfuscation with respect to the view obtained by taking the \( \mathbb{N}[X] \)-annotated output and discarding the input. So, the question is, what can we learn about the input solely by inspecting the \( \mathbb{N}[X] \)-annotations on the output, and without necessarily knowing which annotations from \( X \) correspond to which tuples in the input? Perhaps surprisingly, the presence of provenance annotations on their own does not seem to increase what we can infer about the input, at least if we consider one-step queries:

**Theorem 13.** Input tuple disclosure with respect to \( \mathbb{N}[X] \) is characterized as follows for individual operators:

1. \( R \) discloses \( R(t) \) for any \( R(t) \).
2. \( \sigma_{a=b}(R) \) discloses \( R(t) \) if and only if \( t.a = t.b \).
3. \( \pi_{\mathbb{V}}(R) \) discloses \( R(t) \) if and only if \( R(t.V) \).
4. \( \rho_{a/b}(R) \) always discloses \( R(t) \).
5. \( R \cup S \) does not disclose \( R(t) \) for any \( t \).
6. \( R \bowtie S \) does not disclose \( R(t) \) for any \( t \).

**Proof:** The proofs of (1), (2), (3), and (4) are the same as before. For part (5), if the output contains \( t \) with an atomic annotation \( x \), we cannot determine whether \( t \) is present in \( R \) or \( S \). Similarly, for part (6), if the output does not contain a tuple extending \( t \), we cannot tell whether this is because \( t \) is not in \( R \) or because there is no matching tuple in \( S \), because the result does not contain any annotations generated by \( t \).

**Theorem 14.** Input obfuscation with respect to \( \mathbb{N}[X] \) is characterized as follows for individual relational operators:

1. \( R \) does not obfuscate \( R(t) \) for any \( R(t) \).
2. \( \sigma_{a=b}(R) \) obfuscates \( R(t) \) if and only if \( t.a \neq t.b \).
3. \( \pi_{\mathbb{V}}(R) \) does not obfuscate \( R(t) \).
4. \( \rho_{a/b}(R) \) does not obfuscate \( R(t) \) for any \( R(t) \).
5. \( R \cup S \) does not obfuscate \( R(t) \) for any \( R(t) \).
6. \( R \bowtie S \) does not obfuscate \( R(t) \) for any \( R(t) \).

**Proof:** Most cases are straightforward or similar to previous cases.

Finally, we consider disclosure problems involving provenance views mapping \( \mathbb{N}[X] \) to \( \mathbb{B} \), where we first apply the homomorphism (possibly employing information about the input annotations) and then discard the input. Such a homomorphism is defined uniquely by a function \( X \rightarrow \mathbb{B} \), that is, a subset of \( X \). Moreover, since each \( X \) corresponds to a unique tuple in the input, we can represent such a homomorphism by a collection of Boolean queries over the input tables. Thus, if the input tables are \( r_1, \ldots, r_n \), then we say that \( h : \mathbb{N}[X] \rightarrow \mathbb{B} \) is represented by Boolean queries \( q_1, \ldots, q_n \) provided that \( h(r_1(t)) = q_1(t) \).

Another way of thinking about this setting is to imagine we have a database with some input tuples marked secret (mapped to 0 by \( h \)) and others marked public (mapped to 1 by \( h \)). Then the provenance view is the result produced by the query when restricted to public input tuples. This may be different from (but must be contained in) the real output. This approach allows some limited use to be made of the connection between the annotations in the input and the result: although \( A \) cannot directly view the input, her view is allowed to set the annotations to Boolean values based on the result of an input query and tell \( A \) the result that the underlying database query would have if run on the public inputs.

**Theorem 15.** The input disclosure problem for homomorphisms to \( \mathbb{B} \) is characterized as follows for individual operators:

1. \( R \) discloses \( R(t) \) for any \( R(t) \).
2. \( \sigma_{a=b}(R) \) discloses \( R(t) \) if and only if \( t.a = t.b \).
3. \( \pi_{\mathbb{V}}(R) \) discloses \( R(t) \) if and only if \( t.a = t.b \).
4. \( \rho_{a/b}(R) \) always discloses \( R(t) \).
5. \( R \cup S \) discloses \( R(t) \) if and only if \( h(r(t)) = 1 \) and \( h(s(t)) = 0 \).
6. \( R \bowtie S \) does not disclose \( R(t) \) for any \( R(t) \).

**Proof:** Parts (1,2,4) are similar to previous arguments. For part (3), we need to show that if \( R(t) \) is disclosed by \( \pi_{\mathbb{V}}(R) \) then \( R(t) \) is the only tuple selected by the homomorphism that can project to \( t[V] \). If there is more than one such tuple then we could violate disclosure using it. If \( h \) does not accept any tuples that are equivalent to \( t \) modulo projection to \( V \) then we cannot be certain which of these tuples was actually present in the input. Thus, if the projection discloses \( R(t) \) then \( h \) must select \( R(t) \) and no other tuple \( R(u) \) with \( t[V] = u[V] \). The reverse direction is straightforward.

For part (5), suppose that \( R \cup S \) discloses \( R(t) \). Then we know that \( h(r(t)) \lor h(s(t)) = h(r'(t)) \lor h(s'(t)) \) implies \( r(t) = r'(t) \), for any \( r, s, r', s' \) providing values for \( R, S \). Restricting attention to the Boolean values of \( t \) in \( r, s, r', s' \), we can see there are sixteen possibilities. If \( h(s(t)) \) is nonzero then we can obtain a counterexample to the disclosure assumption, and similarly if \( h(r(t)) \) is zero. Conversely, clearly taking \( h(r(t)) = 1 \) and \( h(s(t)) = 0 \) suffices to ensure that \( h \) discloses \( R(t) \) since it ensures that the provenance value tells us the contents of \( R \) only.

For part (6), we need to confirm that a clever choice of homomorphism is still not enough to be able to determine whether \( R(t) \) is in the input by looking at \( R \bowtie S \). Let \( h \) be given and choose \( t : U \cup V \) in the range of \( R \bowtie S \). Consider \( r = \{ t[U] \}, s = 0, r' = 0, s' = \{ t[V] \} \). Then the joins \( r \bowtie s \) and \( r' \bowtie s' \) have the same result \( 0 \) and their \( h \)-values are also equal, but \( r(t) \) holds and \( r'(t) \) does not.

**Theorem 16.** The input obfuscation problem for homomorphisms to \( \mathbb{B} \) is characterized as follows for individual relational operators:
1. Let $R_{\sigma} = \forall R(t) \text{ does not obfuscate } R(t)$ for any $R(t)$.
2. Let $\sigma_{a=b}(R)$ obfuscates $R(t)$ if and only if $t.a \neq t.b$.
3. Let $\pi_V(R)$ does not obfuscate $R(t)$.
4. Let $\rho_{a/b}(R)$ does not obfuscate $R(t)$ for any $R(t)$.
5. Let $R \cup S$ does not obfuscate $R(t)$ for any $R(t)$.
6. Let $R \bowtie S$ does not obfuscate $R(t)$ for any $R(t)$.

Proof: Similar to previous arguments. Unlike for disclosure, we cannot make use of the homomorphism to improve obfuscation because we only have the ability to consider hypothetical deletions from the database, and such deletions do not tell us anything useful about obfuscation.

We conclude with a brief discussion of the implications of these results. As discussed above, it may seem surprising that simply providing the output with the most general possible semiring annotations does not provide more information about the input than the conventional $\mathbb{B}$-valued semantics (at least to a first approximation using single-step queries). This may be partly an artifact of the fact that the semiring model was not designed with input query answerability in mind. Nevertheless, it would be interesting to investigate the disclosure and obfuscation properties of other provenance models for databases, as well as to explore other forms of annotation propagation based on semirings or richer classes of input queries. These problems appear challenging. On the other hand, the results above show how provenance can be useful for enforcing policies that are stated only in terms of input-output behavior:

**Theorem 17.** Consider the semiring provenance framework for query $R \cup S$. The input query $R(t) \in DB$ is disclosed by the $\mathbb{B}$-homomorphism generated by a query that accepts all tuples in $R$ and rejects all tuples in $S$.

**Proof:** This is essentially part (5) of Theorem 15.

V. RELATED AND FUTURE WORK

There exists a large literature on provenance, and we direct readers to recent surveys and summaries such as Moreau [5] and the W3C Provenance Incubator Group report [4] for an introduction to the area, and to our previous paper [6] for an overview of open semantics and security problems involving provenance.

Work on database provenance is distinctive in that several different formal models have now been defined for database query languages with well-understood semantics. This makes it easier to compare, relate and generalize these approaches, though such comparisons are only starting to appear [13], [29]. For most of these models, there are semantic guarantees (or even exact semantic characterizations) relating the provenance records to the denotation of the program. However, even for the semiring model, basic questions such as query equivalence for annotated relations [30] and how to implement provenance and query provenance-annotated databases [31], [32] are only beginning to be addressed.

For workflow provenance, many implementations exist [7], [8] but formal definitions of the meaning of workflow programs have only started to appear recently (see for example [33], [34]), while the provenance semantics of these tools is usually specified informally, at best [7]. As a result there is a variety of models and styles of provenance for workflows. Recently, a community effort to develop a common data model for provenance has converged on the Open Provenance Model (OPM) [14], but so far this effort has focused on the syntax or structure of provenance graphs and not on their semantics or their relationship to the behavior of the systems that generate them. Our previous paper [27] made one proposal for interpreting OPM-style provenance graphs in terms of structural causal models [35], and Davidson et al. [25] adopt a similar model; however, both approaches stop well short of addressing the all of the features employed by workflow provenance systems.

Provenance security has been considered by a number of authors. Hasan et al. [16] and Braun et al. [17] set out a number of research questions, as does a more recent position paper by Davidson et al. [20]. Hasan et al. [10] develop a mechanism for securing the provenance describing a chain of revisions of a document (say, a file in a file system), using appropriate encryption and digital signatures to allow auditors to check the integrity of the provenance without necessarily having access to the underlying data or vice versa. Zhang et al. [18] develop tamper-detection techniques for provenance in databases. Cirillo et al. [36] study provenance policies based on logics of knowledge for distributed object calculi. Corcoran et al. [19] support provenance-tracking as one of a number of label-based security policies in a cross-tier Web programming language SELinks. However, most of this work focuses on applying existing security mechanisms to provenance data, rather than on understanding security policies involving provenance.

As far as we know, there is no prior proposal for a formal framework for provenance security that is as general as ours. Chong [22] proposed semantic definitions of provenance security policies, formulated in terms of a syntactic model of traces based on previous (unpublished) work by Cheney et al. [23]. Chong discussed simple policies expressing that either data or its provenance are high- and low-security, and formalized properties such as “provenance security” stating that the provenance of a run of a system is not inferrable from the data, versus “data security” stating that the high-security input data of a system is not inferrable from its provenance. Part of the motivation for the present paper is to generalize and abstract Chong’s definitions beyond the small language originally considered. More recently, Lyle and Martin [37] gave a detailed comparative survey of topics in provenance and in security, pointing out many parallel developments. Some other topics in security, such as non-repudiation [38], plausible deniability or differential privacy [39], also appear analogous to our disclosure and ob-
fuscation properties, and this connection could be explored.

Some previous work on provenance (including work on where-provenance [40], how-provenance [13], [41], and dependency-provenance [24]) explicitly cites security motivations. Some other work, particularly that of Davidson et al. [25], proposes formal definitions of specific privacy (confidentiality) policies for workflow provenance but does not seek to provide a framework that applies to other provenance models. Conversely, provenance-like techniques seem to arise naturally in dynamic information-flow settings where labels are propagated dynamically in order to support more flexible enforcement of a security policy [19], [36], [42]. However, previous work on provenance has not been used directly to enforce ordinary security policies, nor have dynamic labeling techniques been employed as a way of implementing provenance (although dependency provenance comes close to this).

Our framework is defined primarily with static provenance situations in mind: that is, we consider a fixed, stateless system and consider what a principal can learn from observing some approximation of one run of the system. In particular, our model does not have much to say about dynamic provenance in extant systems that seek to record all changes to some shared data [26], or to maintain the integrity of provenance records in a stateful system (e.g. file system) and prevent forgery [10]. We believe that modeling this kind of situation will require further extensions to our model to permit principals to both read and write data and communicate with one another, and to model what can be learned by multiple interactions with the system or other principals.

Moreover, we assume that the system designer and other principals are not actively trying to mislead one another, or to corrupt or leak data. Thus, we leave out issues such as authentication, encryption, digital signatures/hashing and so on. While these assumptions are reasonable for this initial phase, the W3C has now commissioned a Provenance Working Group to standardize an interchange format for provenance. In the last few years. It appears likely that some new standards or infrastructures for managing provenance on the Web will be deployed as a result — indeed, the W3C has now commissioned a Provenance Working Group to standardize an interchange format for provenance. However, as several authors have pointed out already, this obviously introduces a number of concerns for security. In this paper, we have developed a relatively high-level and generic framework for provenance that abstracts away many of the distracting details of particular systems, and makes it possible to identify some commonalities and general properties of such systems. We have also explored three instances of this framework, based on regular expressions and transducers, simple workflows, and provenance-annotated relational queries. This exploration helps validate the model and justify its design rather than to provide new insight into existing approaches to provenance. Nevertheless, we believe that this first step represents progress towards a proper formalization of secure provenance.

VI. CONCLUSIONS

The question of how to define and implement effective provenance-tracking mechanisms has received a great deal of attention in the last few years. It appears likely that some new standards or infrastructures for managing provenance on the Web will be deployed as a result — indeed, the W3C has now commissioned a Provenance Working Group to standardize an interchange format for provenance. However, as several authors have pointed out already, this obviously introduces a number of concerns for security. In this paper, we have developed a relatively high-level and generic framework for provenance that abstracts away many of the distracting details of particular systems,