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For many problems arising in the setting of graph querying (such as finding semantic associations in RDF graphs, exact and approximate pattern matching, sequence alignment, etc.), the power of standard languages such as the widely studied conjunctive regular path queries (CRPQs) is insufficient in at least two ways. First, they cannot output paths and second, more crucially, they cannot express relationships among paths.

We thus propose a class of extended CRPQs, called ECRPQs, which add regular relations on tuples of paths, and allow path variables in the heads of queries. We provide several examples of their usefulness in querying graph structured data, and study their properties. We analyze query evaluation and representation of tuples of paths in the output by means of automata. We present a detailed analysis of data and combined complexity of queries, and consider restrictions that lower the complexity of ECRPQs to that of relational conjunctive queries. We study the containment problem, and look at further extensions with first-order features, and with non-regular relations that add arithmetic constraints on the lengths of paths and numbers of occurrences of labels.

Categories and Subject Descriptors: H.2.1 [Database Management]: Logical Design—Data Models; F.1.1 [Computation by abstract devices]: Models of Computation—Automata

General Terms: Theory, Languages, Algorithms
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1. INTRODUCTION

For graph-structured data, queries that allow users to specify the types of paths in which they are interested have always played a central role. Most commonly, the specification of such paths has been by means of regular expressions over the alphabet of edge labels [Abiteboul et al. 1997; Calvanese et al. 2000; Consens and Mendelzon 1990; Florescu et al. 1998; Mendelzon and Wood 1995]. The output of a query is typically a set of tuples of nodes that are connected in some way by the paths specified. The canonical class of queries with this functionality are the conjunctive regular path queries (CRPQs). These have been the subject of much investigation, e.g. [Calvanese et al. 2000; Deutsch and Tannen 2001; Florescu et al. 1998].

However, the rapid increase in the size and complexity of graph-structured data (e.g. in the Semantic Web, or in biological applications) has raised the need for addi-
tional functionality in query languages. Specifically, in many examples, the minimum requirements of sufficiently expressive queries are: (a) the ability to define complex semantic relationships between paths and (b) the ability to include paths in the output of the query. Neither of these is supported by CRPQs.

There are multiple examples of queries that require these new capabilities. For example, Anyanwu and Sheth [2003] introduce a query language for RDF/S in which paths can be compared based on specific semantic associations. Follow-up work in [Anyanwu et al. 2007] proposes the SPARQ2L query language, which extends SPARQL with path variables and path filtering expressions. In handling biological sequences one often needs to compare paths based on similarity (e.g., edit distance) [Gusfield 1997]. Paths can be compared with respect to other parameters, e.g., lengths or numbers of occurrences of labels, which can be useful in route-finding applications [Barrett et al. 2000].

As for the ability to output paths, this has been proposed, for example, as an extension to the SPARQL query language – the standard for retrieving RDF data [Kochut and Janik 2007]. However, that proposal only included a declarative language, and left most basic questions unexplored (e.g., what should an output be if there are infinitely many paths between nodes?). Other applications for this new functionality include determining the provenance of data or artifacts [Holland et al. 2008], finding associations in linked data [Lehmann et al. 2007], biological data [Lee et al. 2007] or social (or criminal) networks [Sheth et al. 2005], as well as performing semantic searches over web-derived knowledge [Weikum et al. 2009].

While the need for the extended functionality of graph query languages is well-documented (and sometimes is even incorporated into a programming syntax), the basic properties of such languages are completely unexplored. We do not know whether queries can be meaningfully evaluated, what their complexity is, whether they can be optimized, etc.

Our main goals, therefore, are to formally define extensions of graph queries that can express complex semantic associations between paths and output paths to the user, and to study them, concentrating on query evaluation and its complexity, as well as some static analysis problems.

We work with the class of extended conjunctive regular path queries or (ECRPQs), which generalize CRPQs by allowing them to express the kind of semantic association properties described above. That is, we allow

1. \( n \)-tuples of path labels to be checked for conformity to \( n \)-ary path languages, and
2. paths, rather than simply nodes, to be output.

As an example, consider a graph \( G \) with a single edge label, defining the student-advisor relationship. Using CRPQs, one can express many queries, such as finding academic ancestors, or people whose sets of academic parents and grandparents intersect, or checking whether \( x \) and \( y \) have a common academic ancestor (and if so, who that person is). However, with CRPQs we cannot express queries asking for pairs of scientists who have the same-length path to a given advisor, nor can we ask for the precise paths by which two people are related to their common academic ancestor. With ECRPQs, we can express such queries.

We now outline a few further examples of problems where the power of ECRPQs is required. They will be fully developed in Section 3, after we have presented the syntax and semantics of ECRPQs.

— **Pattern matching.** Given an alphabet \( \Sigma \) and a set of variables \( \mathcal{V} \), a pattern is a string over \( \Sigma \cup \mathcal{V} \). A pattern defines a pattern language by instantiating variables with strings in \( \Sigma^* \). For example, the pattern \( aXbX \) denotes the set of all strings of the
form $a \cdot w \cdot b \cdot w$, where $w \in \Sigma^*$. Pattern languages need not be even context-free: e.g., the language of squared strings (i.e., strings $w \cdot w$ for $w \in \Sigma^*$) can be expressed by the pattern $XX$, where $X \in \Sigma$. But finding nodes $x$ and $y$ connected by a path whose label is in the language of squared strings can be expressed by the ECRPQ:

$$\text{Ans}(x, y) \leftarrow (x, \pi_1, z), (z, \pi_2, y), \pi_1 = \pi_2$$

where $x$, $y$ and $z$ are node variables and $\pi_1$ and $\pi_2$ are path variables. Variables $z$, $\pi_1$, and $\pi_2$ are meant to be existentially quantified. What makes this different from CRPQs is the binary relation $\pi_1 = \pi_2$ on paths: it states that the path labels between $x$ and an intermediate node $z$, and between $z$ and $y$ are the same.

— _Semantic web associations_. In RDF/S, properties can be declared to be subproperties of other properties. This is used by Anyanwu and Sheth [2003] to define a notion of semantic association based on $\rho$-isomorphic property sequences: two sequences are $\rho$-isomorphic if they are of the same length and the properties at the same position in each sequence are subproperties of one another. Such pairs of sequences can be found by a modification of the previous query with a different binary relation expressing the fact that the paths are $\rho$-isomorphic.

— _Approximate matching_. Approximate string matching [Grahne and Thomo 2004; Kanza and Sagiv 2001] and (biological) sequence alignment [Gusfield 1997] are both based on the notion of edit distance. The relation representing pairs of sequences that have edit distance at most $k$ from one another, for some fixed $k$, is regular [Frougny and Sakarovitch 1991]. So given a graph representing a pair of sequences, an ECRPQ can determine whether they have edit distance at most $k$, i.e. if one of the sequences can be obtained from the other by applying at most $k$ times the edit operations of insertion, deletion and substitution of a symbol. We show in Section 4 that we can also output the actual gaps and mismatches in the sequences using an ECRPQ.

What kinds of relations can be used to compare paths? Following the idea behind CRPQs, which allow regular conditions on paths, we use _regular relations_ for path comparisons. Examples of regular relations (for now, binary) on paths $\pi_1$ and $\pi_2$ are:

— path equality: $\pi_1 = \pi_2$;
— length comparisons: $|\pi_1| = |\pi_2|$ (and likewise for < and ≤);
— prefix: $\pi_1$ is a prefix of $\pi_2$;
— small edit distance: edit distance between $\pi_1$ and $\pi_2$ is at most $k$, for a fixed $k$;
— synchronous transformation: if $\pi_1 = a_1 \ldots a_n$, then $\pi_2 = h(a_1) \ldots h(a_n)$ for some map $h : \Sigma \rightarrow \Sigma$.

Even though specifying regular relations with regular expressions is probably less natural than specifying regular languages (at least it is more cumbersome), we still believe that our approach is of potential practical impact. In fact, any standard that intends to use many (or some) of the expressive benefits of ECRPQs, without including regular relations, could choose an appropriate set of commonly used regular relations (e.g., equality, length comparisons, or small edit distance), and use those as built-in predicates in a query language.

Note that many common relations are not regular, for example, the suffix relation, the substring or subsequence relation, or arithmetic comparisons of lengths of paths (e.g., $|\pi_1| = 2|\pi_2|$). Nonetheless, we shall show that some of the results can be extended to nonregular relations, in particular to path-length comparisons.
Outline of the results. After we formally define ECRPQs, we present an algorithm for query evaluation. It turns out that the sets of labels of paths satisfying a query are regular, and thus the evaluation algorithm constructs automata to represent such sets.

We then investigate the complexity of query evaluation. As yardsticks, we consider relational languages as well as CRPQs. For conjunctive queries, combined complexity is NP-complete, while it jumps to PSPACE-complete for relational calculus. Hence we cannot hope to get anything below NP for ECRPQs, and we hope not to exceed the complexity of relational queries in a reasonable class. As for data complexity, it is known to be NLOGSPACE-complete for CRPQs, so this will serve as another benchmark.

It turns out that the data complexity of ECRPQs matches that of CRPQs, but combined complexity goes up from NP to PSPACE, matching relational calculus instead. In this case it is natural to look for restrictions. A standard one for CQs is a restriction to acyclicity. This works for CRPQs – combined complexity becomes tractable – but does not work for ECRPQs, as the combined complexity remains PSPACE-complete. However, if our regular relations can only consider lengths of paths, then the complexity of ECRPQs drops to NP, matching the complexity of the usual relational CQs.

We then study extensions of CRPQs and ECRPQs: with negation and universal quantification, and with some non-regular relations. For the former, we get surprisingly reasonable bounds for CRPQs, but the complexity becomes too high when both negation and relations on paths are allowed. For the latter, we consider extensions with linear constraints on path lengths, and prove some good complexity bounds (tractable data complexity and NP combined complexity). We also consider relations that compare numbers of occurrences of labels in paths, and prove some low complexity bounds for queries with such relations.

While query containment is known to be decidable for CRPQs, we show that ECRPQs share more properties with full relational calculus: containment for them becomes undecidable. We recover decidability in one important subcase though.

Additional contributions. An extended abstract of this paper appeared in [Barceló et al. 2010]. The key new contributions are as follows. First, all results now come with complete detailed proofs. Second, all main questions left open in [Barceló et al. 2010] have been solved. In particular:

— [Barceló et al. 2010] asked whether the data complexity of ECRPQs with negation is elementary. We give a negative answer to this question in Theorem 8.2.

— [Barceló et al. 2010] asked whether decidability results on CRPQs with length comparisons extend to ECRPQs with length comparisons, and whether complexity bounds (in the case of decidability) remain the same. We give positive answers to both questions in Theorem 8.5.

We also asked in [Barceló et al. 2010] whether the containment of a CRPQ in an ECRPQ is decidable. While this paper was in preparation, a negative answer to this question was given by [Freydenberger and Schweikardt 2011]; this is also discussed in the paper.

Organization. In the next section, we present background material on graphs, regular relations and CRPQs. Section 3 introduces ECRPQs, while Section 4 discusses their applications in more detail. In Section 5, we consider the evaluation of ECRPQs. Section 6 deals with the data and combined complexity of ECRPQs. In Section 7 we study query containment, and in Section 8 we consider extensions with negation, and with non-regular features. Finally, Section 9 is devoted to related work while Section 10 summarizes the results obtained in the paper.
2. PRELIMINARIES

Labeled graphs and paths. Queries in our setting will be evaluated over labeled graph databases, that naturally model semistructured data. Formally, if $\Sigma$ is a finite alphabet, then a $\Sigma$-labeled graph database $G$ (or simply graph database if $\Sigma$ is clear from the context) is a pair $(V,E)$, such that $V$ is a finite set of nodes and $E \subseteq V \times \Sigma \times V$ is a set of directed edges labeled in $\Sigma$.

A path $\rho$ between nodes $v_0$ and $v_m$ in $G$ is a sequence $v_0a_1v_1a_2v_2\ldots v_{m-1}a_mv_m$, where $m \geq 0$, so that all the $v_i$'s are in $V$, all the $a_i$'s are letters of $\Sigma$, and $(v_i,a_i,v_{i+1}) \in E$ for each $i < m$. The label of such a path $\rho$, denoted by $\lambda(\rho)$, is the string $a_0\cdot\cdot\cdot a_{m-1} \in \Sigma^*$. We also define the empty path as $(v,\varepsilon,v)$ for each $v \in V$; the label of such a path is the empty string $\varepsilon$.

Note that a $\Sigma$-labeled graph database $G$ can be naturally viewed as a nondeterministic finite automaton (NFA) over alphabet $\Sigma$ without initial and final states. Its states are nodes in $V$, and its transitions are edges in $E$. We use this equivalence in several constructions in the paper.

Regular relations. As our plan is to extend the notion of recognizability from string languages to $n$-ary relations, we now give the standard definition of regular relations over $\Sigma$ [Elgot and Mezei 1965; Frougny and Sakarovitch 1991; Blumensath and Grädel 2000]. Regular relations are recognized by synchronous $n$-ary automata (also called letter-to-letter automata). These automata have $n$ input tapes onto which the input strings are written, followed by an infinite sequence of $\perp$ symbols. At each step the automaton simultaneously reads the next symbol on each tape, terminating when it reads $\perp$ on each tape.

Formally, let $\perp$ be a symbol not in $\Sigma$. We denote the extended alphabet $(\Sigma \cup \{\perp\})$ by $\Sigma_\perp$. Let $s = (s_1,\ldots,s_n)$ be an $n$-tuple of strings over alphabet $\Sigma$. We construct a string $[s]$ over alphabet $(\Sigma_\perp)^n$, whose length is the maximum of the $s_i$'s, and whose $i$-th symbol is a tuple $(c_1,\ldots,c_n)$, where each $c_k$ is the $i$-th symbol of $s_k$, if the length of $s_k$ is at least $i$, or $\perp$ otherwise. In other words, we pad shorter strings with the symbol $\perp$, and then view the $n$ strings as one string over the alphabet of $n$-tuples of letters. For example, if $s_1 = aba$ and $s_2 = babb$, then $[(s_1, s_2)] = ([a]_a[b]_b[a]_a[b]_b)$, a string over $\Sigma_\perp = \Sigma \times \Sigma_\perp$.

An $n$-ary relation $S$ on $\Sigma^*$ is regular, if the set $\{[s] \mid s \in S\}$ of strings over alphabet $(\Sigma_\perp)^n$ is regular (i.e., accepted by an automaton over $(\Sigma_\perp)^n$), or given by a regular expression over $(\Sigma_\perp)^n$). We shall often use the same letter for both a regular expression over $(\Sigma_\perp)^n$ and the relation over $\Sigma^*$ it denotes, as doing so will not lead to any ambiguity.

As an example, consider a binary relation $s \preceq s'$, saying that $s$ is a prefix of $s'$. The automaton recognizing this relation accepts if it reads a sequence of letters of the form $(a,a)$, for $a \in \Sigma$, possibly followed by a sequence of letters of the form $(\perp,b)$, for $b \in \Sigma$. As another example, consider a binary relation $el(s,s')$ (equal length) saying that $|s| = |s'|$. This relation is recognized by an automaton that accepts if it does not see any letters involving the $\perp$ symbol.

To understand which relations on strings are regular, it is often useful to provide a model-theoretic characterization of this class. In the following we assume familiarity with first-order logic (FO). Consider the FO-structure $\mathcal{M}_{\text{univ}} = \langle \Sigma^*, \preceq, \text{el}, (P_a)_{a \in \Sigma}\rangle$ with domain $\Sigma^*$, where $\preceq$ and el are as above, and $P_a(s)$ is true iff the last letter for $s$ is $a$. This is known as a universal automatic structure due to the following [Blumensath and Grädel 2000; Bruyère et al. 1994]: an $n$-ary relation $S$ on $\Sigma^*$ is regular iff there exists an FO formula $\varphi_S(x_1,\ldots,x_n)$ over $\mathcal{M}_{\text{univ}}$ such that $S = \{s \in (\Sigma^*)^n \mid \mathcal{M}_{\text{univ}} \models \varphi_S(s)\}$.

In particular, regular relations are closed under all Boolean combinations, product, and projection. Furthermore, using the above result it is quite easy to show that an $n$-
ary relation is regular, by exhibiting FO formulae defining them (see [Blumensath and Grädel 2000; Bruyère et al. 1994; Benedikt et al. 2003] for examples). For example, \(|s| < |s'|\) is a regular relation definable by \(\varphi(x, y) = \exists y' (y' \leq y \land y' \neq y \land el(y', x))\).

On the other hand, more elaborate techniques have to be used to prove that an \(n\)-ary relation on \(\Sigma^*\) is not regular. Examples of this kind include the binary relation \(\leq_{ss}\), that consists of all pairs \((s_1, s_2)\) such that \(s_1\) is a subsequence of \(s_2\), and the ternary relation that contains all tuples \((s_1, s_2, s_3)\) such that \(s_1s_2 = s_3\).

**Conjunctive regular path queries.** A basic querying mechanism for graph databases is the class of regular path queries [Abiteboul et al. 1999; Calvanese et al. 2002] that retrieve all pairs of objects in a graph database connected by a path conforming to some regular expression. However, it has been argued (e.g. [Milo and Suciu 2002]) that in order to make regular path queries useful in practice, they should be extended with several features, one of them being the possibility of using conjunctions of atoms. This extension yields the class of conjunctive regular path queries, which we formally define below (see also [Consens and Mendelzon 1990; Mendelzon and Wood 1995; Florescu et al. 1998; Calvanese et al. 2000]). We use a syntax that will be easy to modify later to add the features of ECRPQs.

Fix a countable set of node variables (typically denoted by \(x, y, z, \ldots\)), and a countable set of path variables (denoted by \(\pi, \omega, \chi, \ldots\)). A **conjunctive regular path query** (CRPQ) \(Q\) over a finite alphabet \(\Sigma\) is an expression of the form:

\[
\text{Ans}(\bar{z}) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq t} L_j(\omega_j),
\]

such that

(i). \(m > 0, t \geq 0\),
(ii). each \(L_j\) is a regular expression over \(\Sigma\),
(iii). \(\bar{x} = (x_1, \ldots, x_m), \bar{y} = (y_1, \ldots, y_m)\) and \(\bar{z}\) are tuples of node variables,
(iv). \(\{\pi_1, \ldots, \pi_m\}\) are distinct path variables,
(v). \(\{\omega_1, \ldots, \omega_t\}\) are distinct path variables and each \(\omega_j\) is among the \(\pi_i\)’s, and
(vi). \(\bar{z}\) is a tuple of node variables among \(\bar{x}\) and \(\bar{y}\).

The atom \(\text{Ans}(\bar{z})\) is the **head** of the query, while the expression on the right of the \(\leftarrow\) is its **body**. The query \(Q\) is **Boolean** if its head is of the form \(\text{Ans}()\), i.e. \(\bar{z}\) is the empty tuple.

Intuitively, such a query \(Q\) selects tuples \(\bar{z}\) for which there exist values of the remaining node variables from \(\bar{x}\) and \(\bar{y}\) and paths \(\pi_i\) between \(x_i, y_i\) whose labels satisfy the regular expressions \(L_1, \ldots, L_t\). Formally, to define the semantics of CRPQs \(Q\) of the form (1), we first introduce a relation \((G, \sigma, \mu) \models Q\), where:

(i). \(\sigma\) is a mapping from \(\bar{x}, \bar{y}\) to the set of nodes of a graph database \(G = (V, E)\), and
(ii). \(\mu\) is a mapping from \(\{\pi_1, \ldots, \pi_m\}\) to paths in \(G\).

This relation holds iff \(\mu(\pi_i)\) is a path in \(G\) from \(\sigma(x_i)\) to \(\sigma(y_i)\), for \(1 \leq i \leq m\), and the label of each path \(\mu(\omega_j)\) is in the language of \(L_j\), for \(1 \leq j \leq t\).

We now define \(Q(G)\) to be the set of tuples \(\sigma(\bar{z})\) such that \((G, \sigma, \mu) \models Q\). If \(Q\) is Boolean, we let \(Q(G)\) be true if \((G, \sigma, \mu) \models Q\) for some \(\sigma\) and \(\mu\) (that is, as usual, the empty tuple models the Boolean constant \(\text{true}\), and the empty set models the Boolean constant \(\text{false}\)).

**Remark:** Our syntax differs slightly from the usual CRPQ syntax in the literature (see e.g. [Florescu et al. 1998; Calvanese et al. 2000]). The reason is that we make explicit use of path variables in the queries – to treat CRPQs and ECRPQs in a uniform manner – while the standard approach is to refer to paths only implicitly.
3. EXTENDED CONJUNCTIVE REGULAR PATH QUERIES

Our goal is to extend the class of CRPQs in two ways. First, we want to allow free path variables in the heads of queries. Second, we want the bodies of queries to permit checking relations on sets of paths rather than just conformance of individual paths to regular languages. This leads to the definition of a class of extended CRPQs.

Definition 3.1. An extended conjunctive regular path query (ECRPQ) \( Q \) over \( \Sigma \) is an expression of the form:

\[
\text{Ans}(\vec{z}, \vec{\chi}) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq t} R_j(\vec{\omega}_j),
\]

such that

(i). \( m > 0, t \geq 0 \),
(ii). each \( R_j \) is a regular expression that defines a regular relation over \( \Sigma \),
(iii). \( \vec{x} = (x_1, \ldots, x_m) \) and \( \vec{y} = (y_1, \ldots, y_m) \) are tuples of node variables,
(iv). \( \vec{\pi} = (\pi_1, \ldots, \pi_m) \) is a tuple of distinct path variables,
(v). \( \{\vec{\omega}_1, \ldots, \vec{\omega}_t\} \) are distinct tuples of path variables, such that each \( \vec{\omega}_j \) is a tuple of variables from \( \vec{\pi} \), of the same arity as \( R_j \),
(vi). \( \vec{z} \) is a tuple of node variables among \( \vec{x}, \vec{y} \), and
(vii). \( \vec{\chi} \) is a tuple of path variables among those in \( \vec{\pi} \).

The head, the body, and the notion of Boolean ECRPQs are defined in the standard way. The relational part of an ECRPQ \( Q \) of the form (2) is \( \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i) \).

The semantics of ECRPQs is defined by a natural extension of the semantics of CRPQs. For an ECRPQ \( Q \) of the form (2), a graph database \( G \) and mappings \( \sigma \) from node variables to nodes and \( \mu \) from path variables to paths, we write \( (G, \sigma, \mu) \models Q \) if

— \( \mu(\pi_i) \) is a path in \( G \) from \( \sigma(x_i) \) to \( \sigma(y_i) \), for \( 1 \leq i \leq m \), and
— for each \( \vec{\omega}_j = (\pi_{j_1}, \ldots, \pi_{j_k}) \), the tuple of strings consisting of labels of \( \mu(\pi_{j_1}), \ldots, \mu(\pi_{j_k}) \) belongs to the relation \( R_j \).

The output of \( Q \) on \( G \) (where the head of \( Q \) is \( \text{Ans}(\vec{z}, \vec{\chi}) \)) is defined as

\[
Q(G) = \{ (\sigma(\vec{z}), \mu(\vec{\chi})) \mid (G, \sigma, \mu) \models Q \}.
\]

Note that this is similar to the definition of CRPQs; the main differences between (1) and (2) are:

— ECRPQs can check whether a tuple of path labels belongs to a regular relation, rather than just checking whether a path label belongs to a regular language; and
— outputs of ECRPQs may contain both nodes and paths, while outputs of CRPQs contain only nodes.

From now on, we identify the class of CRPQs with the restriction of the class of ECRPQs to queries that do not use regular relations of arity \( \geq 2 \). This is more general than the definition of the previous section, since we now allow CRPQs to output paths.

It is easy to prove that the class of ECRPQs is strictly more expressive than the class of CRPQs.

Proposition 3.2. There is an ECRPQ that is not equivalent to any CRPQ.
Proof. Let \( Q \) be a CRPQ with the head \( \text{Ans}(x, y) \). With each string \( s = a_0 \ldots a_{n-1} \in \Sigma^+ \), we associate a graph \( G_s \) with vertices \( v_0, \ldots, v_n \) and edges \( (v_i, a_0, v_1), (v_1, a_1, v_2), \ldots, (v_{n-1}, a_{n-1}, v_n) \). We let \( \text{strings}(Q) = \{ s \in \Sigma^+ \mid (v_0, v_n) \in Q(G_s) \} \).

We now prove that \( \text{strings}(Q) \) is regular for every CRPQ \( Q \). To see how the result follows from this, consider an ECRPQ \( Q' \)

\[
\text{Ans}(x, y) \leftarrow (x, \pi, z), (z, \pi', y), a^+(\pi), b^+(\pi'), \epsilon(l(\pi, \pi')).
\]

\( Q' \) selects nodes connected by a path with the label \( a^m b^m \) for some \( m > 0 \). Hence \( \text{strings}(Q') = \{ a^m b^m \mid m > 0 \} \) is not regular, and thus \( Q' \) is not equivalent to a CRPQ.

To show that \( \text{strings}(Q) \) is regular for a CRPQ \( Q \), we explain how to construct an NFA for it. Assume that \( Q \) uses (existentially quantified) variables \( z_1, \ldots, z_k \). The automaton first guesses in which order witnesses to these variables appear in \( G_s \).

This imposes an order on variables \( x, y, \) and \( z \), with \( x \) always coming first and \( y \) always coming last. For each pair of variables \( z \) and \( z' \) such that \( z \) comes before \( z' \), the query \( Q \) determines the language \( L^Q_z \), that the path from \( z \) to \( z' \) must belong to as follows. Suppose we have clauses \( (z, \pi, z') \), \( L(\pi), (z', \pi', z), L'(\pi') \) (absent clauses can always be added, with the path between nodes belonging to \( \Sigma^* \)). Then the language \( L^Q_{zz} \) is \( L \cap \text{rev}(L') \), where \( \text{rev}(L') \) is the regular language of reversals of strings in \( L' \).

The automaton for \( \text{strings}(Q) \), after making the initial guess of the ordering of variables, traverses the string, deciding when the witness for the next variable occurs. For keeping notation simple in the explanation below, assume that the order is \( z_1, \ldots, z_k \), with none of the variables witnessed by the same element. The automaton starts simulating all automata for the languages \( L^Q_{zz'} \) and \( L^Q_{zz} \). When the automaton for \( L^Q_{zz} \) is in a final state, it may guess that this is the point where the witness for \( z_1 \) occurs. Then it starts simulating all automata for the languages \( L^Q_{zz_i} \), for \( i > 1 \), and \( L^Q_{zz} \), now waiting to make a guess for \( z_2 \) in a state where the automata for \( L^Q_{zz_i} \) are in accepting states. It continues like that; the final state will be those where all the automata for \( L^Q_{zz_i} \) are in final states, confirming that the guesses have been made correctly. It is routine to check that this construction is correct.

The result continues to hold for Boolean queries as well (see the electronic appendix).

4. APPLICATIONS OF EXTENDED CONJUNCTIVE REGULAR PATH QUERIES

In this section, we show that ECRPQs can express queries found in a wide variety of application areas, including finding associations in semantic web (or linked) data, pattern matching, approximate string matching, and biological sequence alignment.

Finding semantic web associations In a query language for RDF/S introduced in [Ananywu and Sheth 2003], paths can be compared based on specific semantic associations. Edges correspond to RDF properties and paths to property sequences. A property \( a \) can be declared to be a subproperty of property \( b \), which we denote by \( a \prec b \). Two property sequences \( s \) and \( v \) are called \( \rho \)-isomorphic iff \( a = u_1 \ldots u_n \) and \( v = v_1 \ldots v_n \), for some \( n \), and \( u_i \prec v_i \) or \( v_i \prec u_i \) for every \( i \leq n \). Nodes \( x \) and \( y \) are called \( \rho \)-isassociated iff \( x \) and \( y \) are the origins of two \( \rho \)-isomorphic property sequences.

Finding nodes which are \( \rho \)-isassociated cannot be done in a query language supporting only conventional regular expressions, not least because doing so requires checking that two paths are of equal length. However, pairs of \( \rho \)-isomorphic sequences can be expressed using the regular relation \( \hat{R} \) given by the following regular expression:

\[
\left( \bigcup_{a,b \in \Sigma} (a, b) \right)^* \bigcup_{a \prec b \lor \prec a} (a, b)
\]
Then an ECRPQ returning pairs of nodes $x$ and $y$ that are $\rho$-isoAssociated can be written as follows:

$$\text{Ans}(x, y) \leftarrow (x, \pi_1, z_1), (y, \pi_2, z_2), R(\pi_1, \pi_2)$$

Path variables in an ECRPQ can also be used to return the actual paths found by the query, a mechanism found in the query languages proposed in [Abiteboul et al. 1997; Anyanwu and Sheth 2003; Holland et al. 2008; Kochut and Janik 2007]. For example, in [Anyanwu and Sheth 2003] a $\rho$-query can take a pair of nodes $u, v$ and return the property sequences relating them. This too can be expressed by an ECRPQ:

$$\text{Ans}(\pi_1, \pi_2) \leftarrow (u, \pi_1, z_1), (v, \pi_2, z_2), R(\pi_1, \pi_2)$$

where the regular relation $R$ is defined as above.

**Pattern matching** Let $\Sigma$ be a finite alphabet and $V$ be a countable set of variables such that $\Sigma \cap V = \emptyset$. A pattern $\alpha$ is a string over $\Sigma \cup V$. It denotes the language $L_{\Sigma}(\alpha)$ obtained by applying substitutions $\sigma : V \rightarrow \Sigma^*$ to $\alpha$. As we remarked already, such languages need not even be context-free.

However, for each pattern $\alpha = \alpha_1 \cdots \alpha_n$, where every $\alpha_i \in \Sigma \cup V$, we can define an ECRPQ $Q_{\alpha}(x, y)$ which finds pairs of nodes connected by a path in $L_{\Sigma}(\alpha)$ (note that this property is not definable by a CRPQ). Indeed, the relational part of $Q_{\alpha}$ is $(\pi_0, \pi_1, x_1), \ldots, (\pi_n, x_n)$. If $\alpha_i$ is a letter $a \in \Sigma$, then $Q_{\alpha}$ contains the atom $\alpha_i(\pi_i)$, while if $\alpha_i$ is a variable, then $Q_{\alpha}$ contains the atom $\Sigma^*(\pi_i)$. Finally, to ensure equality of variables, for every pair $\alpha_i, \alpha_j$ which are the same variable, the query $Q_{\alpha}$ contains a conjunct $\pi_i = \pi_j$. It is clear that $Q_{\alpha}$ indeed finds nodes connected by paths whose labels are in $L_{\Sigma}(\alpha)$.

In fact, ECRPQs can express queries corresponding to a larger class of languages than the pattern languages. For instance, the language $a^* b^* c^*$, where $a, b, c \in \Sigma$ and $n \in \mathbb{N}$, cannot be denoted by patterns, but can easily be denoted by an ECRPQ with the help of the equal length predicate $el$ (recall that $el(\pi, \pi')$ is a shorthand for $(\bigcup_{a,b \in \Sigma} (a, b))\pi(\pi')$):

$$\text{Ans}(x, y) \leftarrow (x, \pi_1, z_1), (z_1, \pi_2, z_2), (z_2, \pi_3, y), a^*(\pi_1), b^*(\pi_2), c^*(\pi_3), el(\pi_1, \pi_2), el(\pi_2, \pi_3).$$

**Approximate matching and sequence alignment** We treat approximate string matching and (biological) sequence alignment together because both are based on the notion of edit distance between strings. We consider the three edit operations of insertion, deletion and substitution, defined as follows. Let $s, s' \in \Sigma^*$. Applying an edit operation to $s$ yielding $s'$ can be modeled as a binary relation $\sim$ over $\Sigma^*$ such that $x \sim y$ holds if and only if there exist $u, v \in \Sigma^*$, $a, b \in \Sigma$, with $a \neq b$, such that one of the following is satisfied:

- $x = uav, y = ubv$ (substitution)
- $x = uav, y = uv$ (deletion)
- $x = uv, y = ubv$ (insertion)

Let $^k_*$ stand for the composition of $\sim$ with itself $k$ times. The edit distance $d_e(x, y)$ between $x$ and $y$ is the minimum number $k$ of edit operations such that $x \sim^k_* y$.

We define a relation $D^{\leq k}$ between strings as follows: $(x, y) \in D^{\leq k}$ if $d_e(x, y) \leq k$. This relation is regular (indeed, it is easy to see that it is accepted by a two-tape transducer, and the difference between the lengths of $x$ and $y$ is bounded by $k$); then it follows from the fact that rational relations of such bounded distance are regular [Frougny and Sakarovitch 1991]).
We now consider the use of edit distance in finding string (or sequence) alignments. We can view an alignment of strings $x$ and $y$ over $\Sigma$ at distance $k$ as follows:

$$
\begin{align*}
x &= x_0 \ a_1 \ x_1 \ \cdots \ a_k \ x_k \\
y &= y_0 \ b_1 \ y_1 \ \cdots \ b_k \ y_k
\end{align*}
$$

(3)

such that (i) $x_i, y_i \in \Sigma^*$ and $x_i = y_i$, for $i \in [0, k]$, and (ii) $a_i, b_i \in \Sigma \cup \{\epsilon\}$ and $a_i \neq b_i$, for $i \in [1, k]$. There is an alignment of $x$ and $y$ at distance $k$ iff $(x, y) \in D^{\leq k}$. We call each pair $(x_i, y_i)$ a match and each pair $(a_i, b_i)$ a mismatch if $a_i, b_i \in \Sigma$ or a gap if $a_i$ or $b_i$ is $\epsilon$. (If we allow that $a_i = b_i$, then we align the strings with distance at most $k$).

We have shown above that we can use an ECRPQ to determine whether there exists an alignment at distance $k$ between two strings. However, we may also wish to return the actual gaps and mismatches to the user. For that, we assume that each node has an $\epsilon$-labeled loop, and use an ECRPQ whose body is as follows

$$
\bigwedge_{0 \leq i \leq 2k} (x_i, \pi_i, x_{i+1}), \bigwedge_{0 \leq i \leq 2k} (y_i, \rho_i, y_{i+1}), \bigwedge_{0 \leq i \leq k} \pi_{2i} = \rho_{2i}, \bigwedge_{1 \leq i \leq k} R(\pi_{2i-1}, \rho_{2i-1}),
$$

where $R$ is a finite language containing all pairs $(a, b)$ in $\Sigma \cup \{\epsilon\}$ with $a \neq b$. The head of the query contains the variables $\pi_{2i-1}, \rho_{2i-1}$, for $1 \leq i \leq k$.

With the same approach, we can use ECRPQs to align not only pairs but arbitrary tuples of sequences. Multiple sequence alignment is used to find the shared evolutionary origins of biological sequences.

In Section 8, we consider adding linear constraints on lengths of paths to ECRPQs. Such functionality would give us the ability to compare various properties of alignments. Given an alignment between sequences $x$ and $y$ as shown in (3) above, the number of mismatches between $x$ and $y$ is given by

$$
m = \sum_{i=1}^{k} |a_i| \cdot |b_i|
$$

while the total number of gaps in $x$ and $y$ is given by $k - m$. If $\sum_{i=1}^{k-1} |x_i| = 0$, for example, then all mismatches and gaps in $x$ are consecutive. The number of non-gaps in $x$, for example, is given by $\sum_{i=1}^{k} |a_i|$. Overall we have the relationship

$$
k = \sum_{i=1}^{k} |a_i| + \sum_{i=1}^{k} |b_i| - \sum_{i=1}^{k} |a_i| \cdot |b_i|
$$

that is, $k$ equals the number of non-gaps in $x$ plus the number of non-gaps in $y$ minus the number of mismatches.

5. QUIERY EVALUATION

We now describe how ECRPQs can be evaluated. We need to take care of two aspects that distinguish ECRPQs from CRPQs: relations on paths, and path variables in the output. To deal with the former, we define a notion of convolutions of graph databases and queries, that reduces the evaluation of ECRPQs to the evaluation of CRPQs. To deal with the latter, we produce an automaton construction that can represent both nodes and paths in the output.

Convolutions of graphs and queries. We now present a construction that transforms a graph database $G$ and an ECRPQ $Q$ into a graph database $G'$ and a CRPQ $Q'$ with a single relational atom so that the evaluation of $Q'$ over $G'$ “coincides” (modulo a simple translation) with the evaluation of $Q$ over $G$.

Let $G$ be a $\Sigma$-labeled graph database. By $G_{\perp}$ we denote the $\Sigma_{\perp}$-labeled graph database obtained from $G$ by adding a $\perp$-labeled loop to each node of $G$. We iteratively define $G^m$, the $m$th convolution of $G$, as follows:

$$
G^1 := G_{\perp} \text{ and } G^{m+1} = G_{\perp} \otimes G^m
$$
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where \( \otimes \) denotes the product of two graph databases. We use the symbol \( \otimes \) rather than \( \times \) to indicate that this is not the standard product viewed as a graph/automaton over the same alphabet, but rather a graph over the product of alphabets. Formally, given a \( \Sigma_1 \)-labeled graph database \( G_1 = (V_1, E_1) \) and a \( \Sigma_2 \)-labeled graph database \( G_2 = (V_2, E_2) \), their product \( G_1 \otimes G_2 \) is the \( (\Sigma_1 \times \Sigma_2) \)-labeled graph database \( G = (V_1 \times V_2, E) \), where \( E \) contains edges \((v_1, v_2), (a, b), (v'_1, v'_2)\) such that \((v_1, a, v'_1) \in E_1 \) and \((v_2, b, v'_2) \in E_2 \). Note that this makes \( G^m \) a \( (\Sigma_1 m)_m \)-labeled graph database.

Consider an ECRPQ \( Q \) of the form:

\[
\text{Ans}(\bar{z}, \bar{a}) \leftarrow \bigwedge_{1 \leq i \leq m} (x_{2i-1}, \pi_i, x_{2i}), \bigwedge_{1 \leq j \leq t} R_j(\bar{a}^j).
\]

(4)

Note that the variables \( x_1, \ldots, x_{2m} \) are not necessarily distinct. Let \( S_j \) \((1 \leq j \leq t)\) be the \( n_j \)-ary regular relation defined by \( R_j \). We let \( L_Q \) be the regular expression over \( (\Sigma_1)^m \) that represents the \( m \)-ary regular relation \( S_Q = S_1(\bar{a}^1) \ldots \ldots \lor S_t(\bar{a}^t) \). Note that \( S_Q \) is indeed regular since the class of regular relations is closed under intersection, projection, and product, and that relations of the form \( \{ s \mid s_i = s_j \} \), which are necessary for defining joins, are regular as well.

The convolution of ECRPQ \( Q \) (4) is the CRPQ query \( Q_c \) defined as

\[
\text{Ans}(y, y', \pi) \leftarrow (y, \pi, y'), L_Q(\pi).
\]

(5)

Note that this is indeed a CRPQ over \( (\Sigma_1)^m \)-labeled graph databases. Moreover, \( Q_c(G^m) \), which consists of sets of tuples each comprising two \( m \)-tuples of nodes and a path in \( G^m \), contains all the information we need to extract \( Q(G) \); below, we show how to do this.

Let

\[
\bar{v} = \bar{v}_1 \bar{v}_2 \bar{v}_3 \ldots \bar{v}_{p-1} \bar{v}_{p-1} \bar{v}_p
\]

be a path in \( G^m \), where \( \bar{v}_i = (v_{i1}, \ldots, v_{im}) \) for each \( i \leq p \) is a node in \( G^m \), and \( \bar{a}_i = (a_{i1}, \ldots, a_{im}) \) for each \( i \leq p - 1 \) is an element of \( (\Sigma_1)_m \). Then, for each \( j \leq m \), we let

\[
\bar{v}(j) = v_{j1} a_{j1} v_{j1}' \ldots v_{jp} a_{jp} v_{jp}'
\]

be a path in \( G_j \). Notice that this is indeed a path in \( G_j \) but not necessarily in \( G \), as it may contain \( \perp \)-labeled loops. We then let \( \bar{v}(j) \) stand for the path obtained from \( \bar{v}(j) \) by eliminating all such loops \( v \perp v' \); this is now a path in \( G \).

The output of \( Q_c(G^m) \) consists of tuples of the form \((\bar{u}, \bar{u}', \bar{v})\), where \( \bar{u} = (u_{11}, u_{21}, \ldots, u_{m1}) \) and \( \bar{u}' = (u_{12}, u_{22}, \ldots, u_{m2}) \) are nodes in \( G^m \) and \( \bar{v} \) is a path in \( G^m \). We say that \((\bar{u}, \bar{u}')\) are \( Q \)-compatible if, whenever \( x_i = x_j \) in \( Q \), we have \( u_i = u_j \), for all \( i, j \leq 2m \). We now define the \( Q \)-compatible output of \( Q_c \) on \( G^m \) as the projection of the set

\[
\{(\bar{u}, \bar{u}', \bar{v}) \mid (\bar{u}, \bar{u}') \text{ is } Q \text{-compatible} \}

\[
\text{onto the attributes that appear in the head of } Q \text{ in (4). That is, if } x_i \text{ is among } \bar{z}, \text{ we project onto } u_i, \text{ and if } \pi_j \text{ is among } \bar{a}, \text{ we project onto } \bar{a}_i(j).
\]

From all the previous remarks we immediately obtain the following:

**Theorem 5.1.** Let \( Q \) be an ECRPQ of the form (4) and \( G \) a graph database. Then the \( Q \)-compatible output of the convolution CRPQ \( Q_c \) on \( G^m \) coincides with \( Q(G) \).

**Representing paths in the answer.** Since ECRPQs can return paths, the answer to a query may be infinite (for example, if there is a cycle in the input graph, then we have infinitely many paths). In such cases we need to return a compact representation
of the set of answers to an ECRPQ $Q$. It turns out that for each tuple of nodes $\bar{v}$, the set $\{\chi \mid (\bar{v}, \chi) \in Q(G)\}$ is a regular relation, and an automaton defining this relation can be constructed in time polynomial in the size of the input graph. We now present this construction.

Consider an ECRPQ $Q$ of the form (2), i.e.,

$$\text{Ans}(\bar{z}, \bar{\chi}) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq p} R_j(\bar{\pi}^j),$$

a graph database $G = (V, E)$, and a tuple $\bar{v}$ of nodes such that $|\bar{v}| = |\bar{z}|$. We let $Q(G, \bar{v})$ stand for the set $\{\bar{\rho} \mid (\bar{v}, \bar{\rho}) \in Q(G)\}$.

Let $|\bar{\chi}| = k$. We say that a path $\bar{\pi}$ in $G^k$ represents a $k$-tuple of paths $(\rho_1, \ldots, \rho_k)$ in $Q(G, \bar{v})$ if $\pi_i(j) = \rho_j$ for each $j \leq k$ and the label of $\bar{\pi}$ is precisely $[\lambda(\rho_1), \ldots, \lambda(\rho_k)]$. Recall that $\lambda(\cdot)$ stands for the label of a path; in particular, each $\lambda(\rho_j)$ is a string in $\Sigma^*$. Recall also that $|\cdot|$ transforms a tuple of $k$ strings into a string of $k$-tuples. Notice that such a path $\bar{\pi}$ is unique for the tuple $(\rho_1, \ldots, \rho_k)$, and in turn determines the tuple $(\rho_1, \ldots, \rho_k)$ uniquely.

**Proposition 5.2.** For each ECRPQ $Q$ with the head $\text{Ans}(z_1, \ldots, z_t, \chi_1, \ldots, \chi_k)$, graph database $G = (V, E)$ and tuple $\bar{v} \in V^t$, one can construct, in polynomial time in $|E|$, an automaton $A_Q^{(G, \bar{v})}$ over the alphabet $V^k \cup (\Sigma^*)^k$ that accepts precisely the representations of all the tuples of paths in $Q(G, \bar{v})$.

In order to prove this proposition we use techniques similar to those in the proof of Theorem 6.3. Therefore, we postpone its proof until we prove Theorem 6.3.

### 6. Complexity of Query Evaluation

The reduction from ECRPQs to CRPQs gives us fairly easy upper bounds: one has to compute the convolution and evaluate a CRPQ over it. Using $\text{NLOGSPACE}$ and NP bounds on the data and combined complexity of CRPQs, we conclude that the data complexity of ECRPQs is in $\text{PTIME}$, and their combined complexity is in $\text{EXPTIME}$. But can we do better?

It turns out that we can. For data complexity, we can lower the bound to $\text{NLOGSPACE}$: that is, the data complexity of CRPQs and ECRPQs is the same. For combined complexity, however, relations do make a difference: we show $\text{PSPACE}$-completeness of combined complexity. In the relational world, there are many techniques for lowering the NP combined complexity of conjunctive queries, typically by considering acyclic queries. This approach works for CRPQs, for which we show that acyclic queries can be evaluated in $\text{PTIME}$. However, when we move to ECRPQs, acyclicity does not lower the complexity. We then show that the techniques inspired by modeling infinite-state systems for verifying their temporal properties give us NP-completeness of combined complexity of classes of ECRPQs, matching the combined complexity of relational CQs.

#### 6.1. Data Complexity

If we fix a query $Q$ over $\Sigma$, the problem we look at is the following:

<table>
<thead>
<tr>
<th><strong>Problem:</strong></th>
<th><strong>Input:</strong></th>
<th><strong>Question:</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>ECRPQ-EVAL($Q$)</td>
<td>A $\Sigma$-labeled graph database $G$, a tuple $\bar{v}$ of nodes in $G$ and a tuple $\bar{\rho}$ of paths in $G$.</td>
<td>Does $(\bar{v}, \bar{\rho})$ belong to $Q(G)$?</td>
</tr>
</tbody>
</table>
The convolution technique, if applied carefully, gives us an \(\text{NLOGSPACE}\) upper bound. To evaluate the convolution query \(Q_c\) over \(G^m\), we use an “on the fly” evaluation of the emptiness algorithm for the cross product of the automaton \(G^m\), with a guessed assignment for the initial and final states, and the automaton \(A_Q\) that accepts the language \(L_Q\) of the convolution query. In the proof we still have to deal with some technical details (for instance, the presence of paths in the output for non-Boolean queries).

**Theorem 6.1.** For each ECRPQ \(Q\), the problem ECRPQ-EVAL\((Q)\) is in \(\text{NLOGSPACE}\).

For reasons that will become clear later, we postpone the proof of this theorem until immediately after the proof of Theorem 6.3.

Since the problem can be \(\text{NLOGSPACE}\)-hard even for regular path queries that do not make use of path variables in the head [Consens and Mendelzon 1990], we also have a matching lower bound. Also note that when query \(Q\) is fixed, Proposition 5.2 tells us that there is a polynomial-size family of automata that represents the whole space of answers for \(Q\) over \(G\).

### 6.2. Combined complexity

We now turn to the combined complexity, that is, query evaluation that takes both the graph database and the query as input:

**Problem:** ECRPQ-EVAL  
**Input:** A finite alphabet \(\Sigma\), a \(\Sigma\)-labeled graph database \(G\), an ECRPQ \(Q\) over \(\Sigma\), a tuple \(\bar{v}\) of nodes in \(G\) and a tuple \(\bar{\rho}\) of paths in \(G\).  
**Question:** Does \((\bar{v}, \bar{\rho})\) belong to \(Q(G)\)?

The problem CRPQ-EVAL is the restriction to when the query \(Q\) in the input is a CRPQ.  

We start with the easier problem CRPQ-EVAL. It appears to be a folklore result (although we could not find it stated explicitly in the literature) that, without path variables in the head (i.e., the empty tuple \(\bar{\rho}\)) this problem is NP-complete. For the sake of completeness we present a proof (in the appendix) of a slightly more general result that handles free path variables as well.

**Proposition 6.2.** CRPQ-EVAL is \(\text{NP}\)-complete.

However, adding regular relations to queries makes the query evaluation problem harder (at least under widely-held complexity theoretical assumptions). Notice that this is in stark contrast with what happens in the same case to the data complexity of the problem, where relations on paths do not increase the complexity.

**Theorem 6.3.** ECRPQ-EVAL is \(\text{PSPACE}\)-complete. It remains \(\text{PSPACE}\)-hard even when restricted to Boolean ECRPQs.

**Proof.** We first prove membership. Let \(Q\) be an ECRPQ of the form

\[
\text{Ans}(\bar{z}, \bar{\chi}) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq t} R_j(\bar{\omega}_j),
\]

\(\bar{v}\) a tuple of nodes in \(G\) such that \(|\bar{v}| = |\bar{z}|\) and \(\bar{\rho}\) a tuple of paths in \(G\) such that \(|\bar{\rho}| = |\bar{\chi}|\). From Proposition 5.1, checking whether \((\bar{v}, \bar{\rho}) \in Q(G)\) is equivalent to checking whether \((\bar{v}, \bar{\rho})\) belongs to the \(Q\)-compatible output of \(Q_c\) over \(G^m\), where \(Q_c\) is the convolution \(\text{Ans}(y, y', \pi) \leftarrow (y, \pi, y'), L_Q(\pi)\) of \(Q\) as defined in Section 3. We show that
of $G_A$. Then membership will follow from Savitch's Theorem, that shows that $P$ equals $\text{NSPACE}(\Sigma)$.

**Lemma 6.4.** It is possible to construct from $Q$ an automaton $A_Q$, of size at most exponential in the size of $Q$, such that $A_Q$ accepts exactly the language defined by $L_Q$.

**Proof.** Recall that $L_Q$ is defined over $(\Sigma_\perp)^m$. Further, assume that $R_j$ is defined over $(\Sigma_\perp)^{n_j}$, $n_j > 0$, and that $\omega_j = (\pi_{j_1}, \ldots, \pi_{j_{n_j}})$. Each regular expression $R_j$ ($1 \leq j \leq l$) can be transformed in polynomial time in the size of $Q$ into an equivalent NFA $A_j$. Assume that $p_j \geq l$ is the number of states of $A_j$, for each $1 \leq j \leq l$. Then we can define the NFA $A_Q$ as the one that on string $w = (a_1, \ldots, a_m) \cdots (a_1', \ldots, a_m')$ over alphabet $(\Sigma_\perp)^m$ does the following: It checks that for each $1 \leq j \leq t$ the string $(a_1^j, \ldots, a_{m_1}^j) \cdots (a_1^k, \ldots, a_{m_k}^k)$ over alphabet $(\Sigma_\perp)^{n_j}$ is accepted by $A_j$. If that is the case, $A_Q$ accepts $w$; otherwise, it rejects.

Clearly, $A_Q$ can be constructed by taking the cross product of all the $A_j$'s and then projecting each coordinate on the corresponding indexes from $\{1, \ldots, m\}$. That is, assume that $(r_1, \ldots, r_m)$ and $(r_1', \ldots, r_m')$ are two states of $A_Q$, where $r_j$ is a state of $A_j$, for each $1 \leq j \leq t$. Then there is a transition in $A_Q$ labeled $(a_1, \ldots, a_m) \in (\Sigma_\perp)^m$ if and only if there is a transition labeled $(a_1, \ldots, a_n)$ from $r_j$ to $r_j'$ in $A_j$, for each $1 \leq j \leq t$.

Thus, $A_Q$ has at most $\max\{p_j | 1 \leq j \leq l\}^m$ states. Since the alphabet of $A_Q$ is also of exponential size with respect to $Q$, we get that $A_Q$ is of size at most exponential in the size of $Q$. □

Notice that, since $A_Q$ is of exponential size in the size of $Q$, we can assume without loss of generality that each state of $A_Q$ is of polynomial size in $Q$. We can then define an algorithm that checks in nondeterministic polynomial space whether $(\bar{v}, \bar{\rho})$ belongs to the $Q$-compatible output of $Q$, on $G_m$ as follows. The algorithm first guesses a polynomial space assignment $\sigma$ from $\{y, y'\}$ to the nodes of $G_m$. Then the algorithm checks that $\sigma$ “respects” $\bar{v}$, i.e. for each $z \in \bar{z}$, if the value in $\bar{v}$ that corresponds to the variable $z$ is $\bar{v}$, then $\sigma(z) = v$. Afterwards, the algorithm checks whether $(\sigma(y), \sigma(y'))$ is $Q$-compatible. All this can be done in polynomial space.

Recall that $G^m(\sigma(y), \sigma(y'))$ is the NFA that is obtained from $G^m$ by fixing $\sigma(y)$ and $\sigma(y')$ as initial and final states, respectively. It is not hard to see that $G^m(\sigma(y), \sigma(y'))$ is of exponential size in $G$ and $Q$, but the size of each one of its states is polynomial in the size of $G$ and $Q$. Further, $(\bar{v}, \bar{\rho})$ belongs to the $Q$-compatible output of $Q$ over $G^m$ if and only if there is a string $\bar{a_1} \cdots \bar{a_p}$ over alphabet $(\Sigma_\perp)^m$ that is accepted by $A_Q \times G^m(\sigma(y), \sigma(y'))$ and that “respects” $\bar{\rho}$; this means that there is a run

$$(q_0, \bar{u}_0), \ldots, (q_p, \bar{u}_p)$$

of $A_Q \times G^m(\sigma(y), \sigma(y'))$ over $\bar{a_1} \cdots \bar{a_p}$, such that (1) each $q_i$ ($0 \leq i \leq p$) is a state of $A_Q$, (2) each $\bar{u}_i$ ($0 \leq i \leq p$) is a state of $G^m(\sigma(y), \sigma(y'))$ (i.e. a node of $G^m$), (3) $q_0$ and $q_p$ are an initial and final state of $A_Q$, respectively, (4) $\bar{u}_0$ and $\bar{u}_p$ are the initial and final state of $G^m(\sigma(y), \sigma(y'))$, respectively (i.e. $\bar{u}_0 = \sigma(y)$ and $\bar{u}_p = \sigma(y')$), and (5) if $\bar{\rho}$ is the path $\bar{u}_0 \bar{u}_1 \bar{a}_2 \bar{u}_2 \cdots \bar{u}_{p-1} \bar{a}_{p-1} \bar{u}_p$ in $G^m$, then for each $1 \leq j \leq m$ and variable $\chi$ in $\bar{\rho}$ such that $\chi = \pi_i$, it is the case that $\mu_\chi(p) = p$, assuming that $p$ is the value that corresponds to $\chi$ in the tuple $\bar{\rho}$.

As we have mentioned, both $A_Q$ and $G^m(\sigma(y), \sigma(y'))$ are of exponential size. However, each state in $A_Q \times G^m(\sigma(y), \sigma(y'))$ is of polynomial size. Thus, checking whether there is a string in $A_Q \times G^m(\sigma(y), \sigma(y'))$ that “respects” $\bar{\rho}$ can be done in nondeter-
ministic PSPACE by using a standard “on-the-fly” construction of \( A_Q \times G^m(\sigma(y), \sigma(y')) \) as follows: Whenever the emptiness algorithm wants to move from a state \( r_1 \) of \( A_Q \times G^m(\sigma(y), \sigma(y')) \) to a state \( r_2 \), it guesses \( r_2 \) and checks whether there is a transition from \( r_1 \) to \( r_2 \). Once this is done, the algorithm can discard \( r_1 \) and follow from \( r_2 \). Thus, at each step, the algorithm needs to keep track of at most two states, each one of polynomial size. Further, it is not hard to see that the extra constraint for the emptiness algorithm of finding a string that respects \( \vec{\rho} \) does not increase the complexity.

For hardness we use a polynomial-time reduction from the problem of regular expression intersection (REI), which is known to be PSPACE-complete [Kozen 1977]. This problem is defined as follows: Given \( m \) regular expressions \( R_1, \ldots, R_m \) over a common alphabet \( \Sigma = \{a_1, \ldots, a_n\} \), is there a string \( w \in \Sigma^* \) that belongs to \( R_i \) for each \( i \in [1, m] \)? It follows from [Kozen 1977] that REI remains PSPACE-complete even for a fixed \( \Sigma \).

Let \( \mathcal{R} = R_1, \ldots, R_m \) be an instance of the REI problem, and assume that the common alphabet of the \( R_i \)’s is \( \Sigma = \{a_1, \ldots, a_n\} \). We construct (in polynomial time) an instance \((\Sigma, G_R, Q_R)\) of the ECRPQ evaluation problem as follows:

\( - Q_R \) is the Boolean query

\[
\text{Ans}() \leftarrow \bigwedge_{i \in [1,m]} (x_i, \pi_i, y_i), \bigwedge_{i,j \in [1,m]} \pi_i = \pi_j,
\]

such that the elements in the set \( \{x_1, \ldots, x_m, y_1, \ldots, y_m\} \) are pairwise distinct. That is, \( Q_R \) asks whether there exist nodes \( u_1, \ldots, u_m, v_1, \ldots, v_m \) and paths \( p_1, \ldots, p_m \) in the graph, such that \( \rho_i (i \in [1, m]) \) is path from \( u_i \) to \( v_i \) and \( \lambda(\rho_i) \) belongs to \( R_i \), and for each \( i, j \in [1, m] \), \( \lambda(\rho_i) = \lambda(\rho_j) \).

\( - G_R^2 = (V, E) \) is the \( \Sigma \)-labeled graph database such that \( V = \{v_1, \ldots, v_{n+1}\} \) and \( E \) contains all tuples of the form \((v_i, a, v_j)\), such that (1) \( i, j \in [1, n+1] \) and \( i \neq j \), and (2) \( a = a_{i-1} \) if \( i < j \), and \( a = a_i \) otherwise. Notice that for each node \( v \in G_R^2 \) and string \( w \in \Sigma^* \), there is a path \( \rho \) in \( G_R^2 \) that starts in \( v \) and such that \( \lambda(\rho) = w \).

We prove next that there is a string \( w \in \Sigma^* \) that belongs to \( R_i \) for each \( i \in [1, m] \) iff \( Q_R(G_R^2) = \text{true} \). Assume first that \( Q_R(G_R^2) = \text{true} \). Then there exist nodes \( u_1, \ldots, u_m, v_1, \ldots, v_m \) and paths \( \rho_1, \ldots, \rho_m \) in \( G_R^2 \), such that (1) \( \rho_i (1 \leq i \leq m) \) is a path from \( u_i \) to \( v_i \), (2) \( \lambda(\rho_i) \) belongs to \( R_i \), and (3) for each \( 1 \leq i, j \leq m \) it is the case that \( \lambda(\rho_i) = \lambda(\rho_j) \). In particular, the string \( \lambda(\rho_i) \) belongs to \( R_i \), for each \( i \in [1, m] \). On the other hand, assume that \( w \in \Sigma^* \) belongs to each \( R_i \). Let \( \rho \) be an arbitrary path that starts in \( v_1 \) and such that \( \lambda(\rho) = w \). Assume that \( \rho \) goes from \( v_1 \) to \( v \). Then clearly there exist nodes \( u_1, \ldots, u_m, v_1, \ldots, v_m \) (namely, \( u_i = v_i \) and \( v_i = v \) for each \( 1 \leq i \leq m \)) and paths \( \rho_1, \ldots, \rho_m \) in \( G_R^2 \) (namely, \( \rho_i = \rho \) for each \( 1 \leq i \leq m \)), such that (1) \( \rho_i (1 \leq i \leq m) \) is path from \( u_i \) to \( v_i \), (2) \( \lambda(\rho_i) \) belongs to \( R_i \), and (3) for each \( 1 \leq i, j \leq m \) it is the case that \( \lambda(\rho_i) = \lambda(\rho_j) \). This implies that \( Q_R(G_R^2) = \text{true} \).

By adapting the previous machinery we can now give a proof of Proposition 5.2 and Theorem 6.1.

**Proof of Theorem 6.1.** The same “on-the-fly” algorithm used in the proof of Theorem 6.3 works. Notice, however, that in this case (that is, with \( Q \) assumed to be fixed) the size of \( A_Q \times G^m(\sigma(y), \sigma(y')) \) is polynomial. Further, each one of its states can be represented with \( O(\log |G|) \) bits. This implies that the nondeterministic algorithm of the previous proof works in NLOGSPACE. \( \square \)
PROOF OF PROPOSITION 5.2. Let $Q$ be a fixed ECRPQ of the form

$$\text{Ans}(z_1, \ldots, z_t, \chi_1, \ldots, \chi_k) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq t} R_j(\omega_j),$$

$G = (V, E)$ be a $\Sigma$-labeled graph database, $\bar{v} = (v_1, \ldots, v_t)$ be a tuple of nodes in $G$, and $Q_c$ be the convolution $\text{Ans}(y, y', \pi) \leftarrow (y, \pi, y'), L_Q(\pi)$ of $Q$ as defined in Section 3.

First, define $\Theta$ as the set of all those mappings $\sigma$ from $\{y, y'\}$ to $G^k$ that “respect” $\bar{v}$ and that satisfy that $(\sigma(y), \sigma(y'))$ is $Q$-compatible. Then construct, in polynomial time in $|E|$, the NFA $A$ that accepts the intersection of $\bigcup_{\sigma \in \Theta} G^k(\sigma(y), \sigma(y'))$ and the NFA $A_Q$ that recognizes $L_Q$. It is not hard to see that from $A$ it is possible to construct, in polynomial time, an automaton $B$ over alphabet $V^k \cup (\Sigma \cup \{\cdot\})^k$, that accepts exactly those strings $v_0 v_1 v_2 \cdots v_p$ such that (1) each $v_i$ ($0 \leq i \leq p$) is a node in $G^k$, (2) each $a_i$ ($1 \leq i \leq p$) is an element of $(\Sigma \cup \{\cdot\})^k$, and (3) $v_0, \ldots, v_p$ is a successful run of $A$ over $a_1 \cdots a_p$ (that is, in particular $v_0$ and $v_p$ are initial and final states of $A$, respectively).

Finally, by projecting on the corresponding path variables, it is possible to construct, in polynomial time in $|B|$ the NFA $A_{Q_c}^{(G, \bar{v})}$ that accepts exactly the restriction of the paths accepted by $B$ to the variables in $\chi$. Thus, the whole process takes polynomial time and the size of $A_{Q_c}^{(G, \bar{v})}$ is polynomial in $|E|$. □

6.3. Restrictions

We now look at various approaches to lowering the complexity of query evaluation.

**Acyclic queries.** It is, of course, a classical result of relational theory that acyclic conjunctive queries are tractable with respect to combined complexity. What if we require that the relational part of an (E)CRPQ be acyclic? Formally, we say that an ECRPQ $Q$ is acyclic if the graph $H_Q$ of its relational part $\bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i)$, containing precisely the edges $(x_i, y_i)$ for $i \leq m$, is acyclic.

The following result shows that the situation is similar for CRPQs but drastically different for ECRPQs: the restriction works for the former but not for the latter. In fact, allowing only unary regular relations is precisely the boundary of tractability for the query evaluation problem restricted to acyclic CRPQs.

**Theorem 6.5.**

— The problem CRPQ-EVAL is in PTIME, if restricted to the class of acyclic CRPQs.

— The problem ECRPQ-EVAL is PSPACE-complete, even if restricted to the class of acyclic Boolean ECRPQs, over a fixed alphabet $\Sigma$, that make use of regular relations of arity at most 2.

**Proof.** The second result uses the reduction of Theorem 6.3, which requires Boolean acyclic queries and binary relations over a fixed alphabet. Next we prove the first result.

Let $\Sigma$ be a finite alphabet, $G = (V, E)$ a $\Sigma$-labeled graph database, $Q$ a CRPQ over $\Sigma$ of the form

$$\text{Ans}(z, \chi) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq t} L_j(\omega_j),$$

$\bar{v}$ a tuple of nodes in $G$ and $\bar{\rho}$ a tuple of paths in $G$. We assume without loss of generality that $|\bar{v}| = |z|$ and $|\chi| = |\bar{\rho}|$.

We start by transforming $Q$ into a Boolean query $Q'$ that makes use of constants for nodes and paths as follows. First, instantiate the node variables in the body of $Q$ which appear in $z$ with the corresponding nodes from $\bar{v}$. In the same way, instantiate the path variables in the body of $Q$ which appear in $\chi$ with the corresponding paths from $\bar{\rho}$.
Now, for each $i \in [1, m]$, the combination of $(x_i, \pi_i, y_i)$ and the $L_j(\omega_j)$’s can be evaluated in PTIME to yield a binary relation $r_i$ over pairs of nodes $v_1$ and $v_2$ such that $(v_1, v_2) \in r_i$ iff there is a path from $v_1$ to $v_2$ in $G$ satisfying $R_j$, for each $1 \leq j \leq t$ such that $\omega_j = \pi_i$. This can be done using the standard technique of forming an NFA to recognize the intersection of the languages denoted by $R_i$ and $G$, except that $G$ is now viewed as an automaton in which every node is both an initial and final state (unless $x_i$ and/or $y_i$ has been instantiated to a node in $G$, in which case the initial and/or final states are restricted accordingly; and unless $\pi_i$ has been instantiated to a path in $G$, in which case we have to restrict the initial and/or final states accordingly, as well as checking whether the label of such a path satisfies $R_j$, for each $1 \leq j \leq t$ such that $\omega_j = \pi_i$).

It is not hard to see then that the problem of checking whether $(\bar{v}, \bar{p}) \in Q(G)$ is equivalent to the problem of evaluating an acyclic conjunctive query $Q'$, whose size is linear in the size of $Q$, over the relational database that contains the relations $r_1, \ldots, r_m$. Since each $r_i$ can be constructed in polynomial time, and the evaluation of acyclic conjunctive queries over relational databases is known to be in PTIME, we conclude that the problem of evaluating acyclic CRPQs over graph databases is in PTIME. \hfill \Box

**Numerical representations of regular relations.** The idea here comes from the field of verification of infinite-state systems, where regular languages are used to represent possible states of such systems (e.g., strings of states of an unbounded number of components of a system) and regular relations represent transitions between them [Abulla et al. 2003]. While many problems related to verifying such systems are computationally hard or even undecidable, they become easier if an abstraction of a regular language presentation is used. Often such abstractions are in the form of definability in linear integer arithmetic, see, e.g., [Verma et al. 2005; Ibarra et al. 2002]. We shall now look at a similar idea of abstracting regular relations in connection with the ECRPQ evaluation problem.

We first look at relations that consider only the lengths of strings. More precisely, with each $n$-ary regular relation $R$, we associate a regular relation $R_{\text{len}}$ defined as

$$\{ (s_1, \ldots, s_n) | \exists (s_1', \ldots, s_n') \in R : |s_i| = |s_i'| \text{ for all } i \}. $$

Now, given an ECRPQ $Q$, we define $Q_{\text{len}}$ as $Q$ in which each relation $R$ is replaced by $R_{\text{len}}$. This is still an ECRPQ due to the following:

**Lemma 6.6.** If $R$ is a regular relation, then so is $R_{\text{len}}$.

It turns out that with this abstraction, we can lower the combined complexity to that of ordinary relational conjunctive queries.

**Theorem 6.7.** The problem of checking, for a graph database $G$, a tuple $\bar{a}$, and an ECRPQ $Q$, whether $\bar{a} \in Q_{\text{len}}(G)$, is NP-complete.

We now prove both Lemma 6.6 and Theorem 6.7.

**Proof.** We start with a few observations about relations of the form $R_{\text{len}}$. Let $R$ be an $m$-ary relation over $\Sigma$. By $P$ we denote an ordered partition of $\{1, \ldots, m\}$, i.e., a partition of $\{1, \ldots, m\}$ into blocks $B_1, \ldots, B_k$ for some $k \leq m$ with an order $B_1 < \ldots < B_k$ on them. Given an $m$-tuple $\bar{s} = (s_1, \ldots, s_m)$ of strings over $\Sigma$, we say that it $\text{length-conforms}$ to $P$ if two conditions hold:

- if $i, j$ are in the same block of the partition $P$, then $|s_i| = |s_j|$; and
- if $i \in B_p$ and $j \in B_q$ with $p < q$, then $|s_i| < |s_j|$.

By $\ell(\bar{s})$ we denote the tuple $(|s_1|, \ldots, |s_m|) \in \mathbb{N}^m$, and by $\ell_P(\bar{s})$, if $\bar{s}$ length-conforms to $P$, the following tuple $(n_1, \ldots, n_k)$:
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— $n_1 = |s_j|$ for an arbitrary $j \in B_1$;
— $n_{p+1} = |s_j| - |s_i|$ for arbitrary $s_j \in B_{p+1}$ and $s_i \in B_p$.

Since $s$ length-conforms to $P$, this is unambiguous.

Recall that a unary automaton is an automaton over a one-letter alphabet; its transitions therefore can be viewed as a binary relation on the set of states. Given such an automaton $A$, it accepts strings of the form $a^n$ for the single-letter $a$, which we identify with numbers, writing instead that $A$ accepts $n \in \mathbb{N}$.

We now need the following claim. Assume that $R$ is given by a letter-to-letter NFA $A_R$. Let $A$ be an arbitrary automaton; by $A(I,F)$ we mean an automaton with the same transitions as $A$, but initial states $I$ and final states $F$. Now if we have a sequence $A_1,\ldots,A_k$ of unary automata, we say that it accepts $n = (n_1,\ldots,n_k)$ via a tuple of states $(q_1,\ldots,q_{k-1})$ if there is an initial state $q_0$ of $A_1$ and a final state $q_k$ of $A_k$ so that $n_j$ is accepted by $A_j(q_{j-1},q_j)$, for all $j \leq k$. Note that each state $q_j$, for $1 \leq j < k$, must be shared by $A_j$ and $A_{j+1}$.

**CLAIM 6.7.1.** Given a regular relation $R$ over $m$-ary tuples of strings, and an ordered partition $P$ of $\{1,\ldots,m\}$ with $k$ blocks, there exist unary automata $A_1,\ldots,A_k$ and sets of states $S_1,\ldots,S_k$, which can be effectively constructed from $A_R$ and $P$, such that, for each $s$ that length-conforms to $P$,

$$s \in R_{\text{len}} \iff \ell_P(s) \text{ is accepted by } A_1,\ldots,A_k \text{ via some tuple } (q_1,\ldots,q_{k-1}),$$

where each $q_j$ is in $S_j$, for $j \leq k$.

We now prove the claim. First note that membership in $R_{\text{len}}$ for tuples that length-conform to $P$ depends only on $\ell_P(s)$: if both $s$ and $s'$ length-conform to $P$ and $\ell_P(s) = \ell_P(s')$, then $s \in R_{\text{len}}$ iff $s' \in R_{\text{len}}$.

We also need the following observation. We say that from a state $q$ of $A_R$, a final state is reachable by $(P,j)$ if it is reachable by reading a string that starts with letters that have $\bot$ in positions corresponding to $B_i$ for $i < j$ and letters from $\Sigma$ in positions corresponding to $B_j$, for $p \geq j$, then continues with letters that have $\bot$ in positions corresponding to $B_i$ for $i < j + 1$ and letters from $\Sigma$ in positions corresponding to $B_j$ for $p \geq j + 1$, and so on, until it finally reads a sequence of letters having $\bot$ in positions corresponding to $B_1,\ldots,B_{k-1}$ and letters from $\Sigma$ in positions on $B_k$, before reaching a final state. By the standard reachability analysis of the automaton graph we can see that the set of such states can be computed in polynomial time in the size of $A_R$.

We now construct the sequence of unary automata $A_1,\ldots,A_k$ inductively as follows. The states of all the automata will be the states of $A_R$. The transitions will be subsets of transitions of $A_R$.

— Automaton $A_1$, while reading its input, guesses at each step a letter in $\Sigma^m$ (i.e., no $\bot$-symbols) and simulates a transition of $A_R$. Its accepting states are those (reachable) states from which a final state of $A_R$ is reachable by $(P,2)$.

— The automaton $A_{p+1}$ has as its set of initial states the final states of $A_p$. It simulates $A_R$ on letters that have $\bot$ in positions corresponding to $B_1,\ldots,B_p$ and symbols in $\Sigma$ in positions corresponding to $B_{p+1},\ldots,B_k$ (i.e., it guesses such a letter for each input symbol). Its accepting states are those from which a final state of $A_R$ is reachable by $(P,p+2)$. If $p + 1 = k$, its accepting states are the reachable final states of $A_R$.

Suppose now $s \in R_{\text{len}}$. Then $\ell_P(s)$ is accepted by $A_1,\ldots,A_k$ via some tuples of states: simulating $A_R$ gives us an accepting run. Conversely, if $\ell_P(s)$ is accepted by $A_1,\ldots,A_k$ via a tuple of states $(q_1,\ldots,q_{k-1})$, from the description of the $A_i$’s we get a tuple of strings $s'$ (the guessed strings) so that $s'$ is accepted by $A_R$ and $\ell_P(s) = \ell_P(s')$; thus $s$ is accepted by $R_{\text{len}}$. This proves the claim.
We now use the fact that the language accepted by a unary NFA $A$ is a union of at most quadratically many arithmetic progressions (i.e., sets $\theta = a + bN = \{a + bn \mid n \in \mathbb{N}\}$). This was first claimed in [Chrobak 1986], and a mistake in that paper was recently fixed in [To 2009], which also showed that such a set of arithmetic progressions can be constructed in polynomial time. This, together with Claim 6.7.1, gives us the following.

**Claim 6.7.2.** Given a regular relation $R$ over $m$-ary tuples of strings, and an ordered partition $\mathcal{P}$ of $\{1, \ldots, m\}$ with $k$ blocks, there exist sets $\Theta_1, \ldots, \Theta_k$ of arithmetic progressions, which can be constructed in polynomial time, such that there is a set $J \subseteq \Theta_1 \times \ldots \times \Theta_k$ satisfying the following:

$$\bar{s} \in R_{\text{len}} \iff \exists (\theta_1, \ldots, \theta_k) \in J : n_i \in \theta_i \text{ for all } i \leq k,$$

where $\ell_P(s) = (n_1, \ldots, n_k)$. Moreover, given a tuple $(\theta_1, \ldots, \theta_k) \in \Theta_1, \ldots, \Theta_k$, one can check in polynomial time whether it belongs to $J$.

Note that each of the claims implies Lemma 6.6. We now prove Theorem 6.7 using these claims.

Let $G = (V,E)$ be a $\Sigma$-labeled graph database, and $Q$ an ECRPQ in which all relations have been replaced by $R_{\text{len}}$, i.e., a query of the form $\text{Ans}(\bar{x}, \bar{y}) \leftarrow \Lambda_\pi(x_i, \pi_i, y_i). \Lambda_j R_{\text{len}}^j(\pi_j)$. Given a tuple of nodes and a tuple of paths, we need to check whether they belong to the output of the query. The first step of an NP (combined complexity) algorithm is of course to guess the witness nodes. Thus, we need to show how to check, for tuples $a, a', b, b'$ of nodes with $|a| = |b|$ and $|a'| = |b'|$ as well as a tuple of paths $\rho$ with $|\rho| = |a'|$ whether $\Lambda_\pi(a_i, \pi_i, b_i). \Lambda_\rho(\rho_i) \Lambda_j R_{\text{len}}^j(\pi_j)$ holds for some tuple of paths $\pi$. Since the second conjunct is trivially verifiable in polynomial time, our goal is thus to show how to check the existence of a tuple of paths $\pi$ so that

$$\bigwedge_{i \leq p} (a_i, \pi_i, b_i), \bigwedge_{j \leq t} R_{\text{len}}^j(\pi_j)$$

holds. Here each $\pi_j$ is a tuple of paths among the $\pi_i$’s and those in $\rho$.

For this, we proceed as follows. We guess an ordered partition $\mathcal{P}$ of the set of indices of $\pi$ such that $\bar{\rho}$ length-conforms to $\mathcal{P}$. Next, for each of the relations $R_{\text{len}}$, we compute, as in Claim 6.7.2, the sets $\Theta_i$’s of arithmetic progressions and guess the set $J$ that will witness membership in $R_{\text{len}}^J$ for the given ordered partition. We then verify in polynomial time that each guessed tuple of arithmetic progressions belongs to $J$. Finally, for each of the paths we use, we guess the points on that path whose distance from the starting point of the path are the same as the length of the paths of smaller length. For example, if we have 4 paths $\pi_1, \ldots, \pi_4$ and an ordered partition $\Pi = \{\{1, 2\}, \{3\}, \{4\}\}$, we would guess, for a subgoal $(a, \pi_4, b)$, nodes $a'$ and $a''$ so that the distance from $a$ to $a'$ will be the same as the lengths of $\pi_1$ and $\pi_2$, and the distance from $a$ to $a''$ will be the same as the length of $\pi_3$. Now it remains to check that we can find paths $\bar{\pi}$ that satisfy these guesses.

But now it follows from Claim 6.7.2 that the latter can be solved if we can solve the following problem: given nodes $a_1, \ldots, a_n$ in a graph database, arithmetic progressions $\theta_{ij}$ for $i, j \leq n$, and a family $S$ of subsets of $\{1, \ldots, n\} \times \{1, \ldots, n\}$, do there exist paths $\pi_{ij}$ between $a_i$ and $a_j$ for $1 \leq i, j \leq n$ so that $|\pi_{ij}| \in \theta_{ij}$ and whenever $(i, j)$ and $(i', j')$ are in the same set of $S$, we have $|\pi_{ij}| = |\pi_{i'j'}|$? Indeed, by guessing intermediate points of paths, we eliminated the need for inequality comparisons between the length of paths.

To solve this problem, we view the graph database as unary automata $A_{ij}$, for every $i, j \leq n$, where $a_i$ is the initial state and $a_j$ is the final state, and the transitions are the graph edges themselves. Each such automaton can be converted in polynomial time
into a union of arithmetic progressions $c_{ij}k + d_{ij}kN$ so that the lengths of paths between $a_i$ and $a_j$ are precisely the numbers that belong to one of the progressions. Then the problem above is solvable iff the following Presburger formula

$$\exists x_{11} \ldots \exists x_{nn} \left( \bigwedge_{i,j \leq n} \left( \bigvee_k \exists n \left( c_{ij}k + d_{ij}kN = x_{ij} \right) \right) \wedge \bigwedge_{S \in S} \left( \left( i,j \right), \left( i',j' \right) \right) \in S x_{ij} = x_{i'j'} \right)$$

is satisfiable. Indeed, the witnesses $x_{ij}$’s then are the lengths of the witness paths between $a_i$ and $a_j$, for $i,j \leq n$. In (6), for an arithmetic progression $\theta = a + bN$, where $a$ and $b$ are integer constants, by $\theta(x)$ we mean the formula $\exists n(x = a + bn)$.

As (6) is an existential Presburger formula, its satisfaction can be checked in NP. In fact one can guess, for each $i,j$, a particular arithmetic progression $c_{ij}k + d_{ij}kN$ that will witness the satisfaction of the formula, and then (6) is transformed into an instance of integer linear programming, for which witnesses of polynomial size can be guessed according to [Papadimitriou 1981]. It is straightforward to observe that all the guesses can be combined and the entire procedure runs in NP, thus completing the proof. 

It also follows from Theorem 6.7 that the combined complexity of queries $Q_{\text{len}}$ (i.e., when the input contains $Q_{\text{len}}$, rather than $Q$) is NP-complete as well.

Another standard way of creating an abstraction of it is to count the numbers of occurrences of symbols; this, however, leads to non-regular languages/relations (e.g., if we only count numbers of occurrences of letters, strings from $(ab)^*$ will be transformed into strings in which the number of $a$’s equals the number of $b$’s). Nonetheless, we can prove an NP upper bound for such nonregular relations; they will be considered in the next section when we look at extensions of ECRPQs.

**Repetition of path variables** In the definitions of CRPQs and ECRPQs, repetition of path variables is allowed in neither the relational parts nor the regular languages/relations. For instance, we cannot write $(x, \pi, y, x', \pi, y')$, nor can we write $R_1(\bar{\omega}), R_2(\bar{\omega})$. We refer to these as relational repetitions and regular repetitions, respectively. What happens if these are allowed? It turns out that the complexity of ECRPQs is not affected, but the combined complexity of CRPQs jumps to that of ECRPQs, no matter what kind of repetition is allowed.

**Proposition 6.8.** The problem ECRPQ-EVAL remains in $\text{PSPACE}$ for ECRPQs with any kind of repetition, while the problem CRPQ-EVAL becomes $\text{PSPACE}$-complete even for Boolean acyclic CRPQs with either relational or regular repetitions.

**Proof.** The proof of Theorem 6.3 can be easily adapted to show that the problem ECRPQ-EVAL remains in $\text{PSPACE}$ for ECRPQs with any kind of repetition. For the lower bound we use the same reduction from REI used in the proof of Theorem 6.3, but this time we construct the CRPQ

$$\text{Ans}(\bar{\omega}) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi, y_i) \cdot R_i(\pi),$$

that repeats path variables. 

7. QUERY CONTAINMENT

The task of checking query containment is crucial for problems such as query optimization and data integration. The problem of query containment for CRPQs was first introduced in [Florescu et al. 1998] which showed an $\text{EXPSPACE}$ upper bound. A matching lower bound was then shown in [Calvanese et al. 2000]. Here we study the
problem of query containment for ECRPQs, i.e., checking for two ECRPQs \( Q \) and \( Q' \) over \( \Sigma \), whether \( Q(G) \subseteq Q'(G) \) for every \( \Sigma \)-labeled graph database \( G \).

It is well-known that the containment and equivalence problem are undecidable for rational relations on words, i.e., relations defined by asynchronous transducers [Bertel 1979]. However, in the context of ECRPQs we cannot use this fact to establish the undecidability of containment because regular relations used in ECRPQs are synchronous. In fact, for regular relations, containment is decidable. Hence in order to prove Theorem 7.1 below, which states that containment for ECRPQs is undecidable, we have to use different techniques. In fact, we have indicated in Section 4 how string patterns (with variables) can be coded by ECRPQs. Combining this with a recent result on the undecidability of pattern containment [Freydenberger and Reidenbach 2010], we obtain the following.

**Theorem 7.1.** There exists a fixed finite alphabet \( \Sigma \), such that the containment problem for ECRPQs over \( \Sigma \) is undecidable.

**Proof.** It has been recently shown in [Freydenberger and Reidenbach 2010] that there is a finite alphabet \( \Sigma \) such that the problem of checking whether \( L_\Sigma(\alpha) \subseteq L_\Sigma(\beta) \), for arbitrary patterns \( \alpha \) and \( \beta \) over \( \Sigma \), is undecidable. We reduce this problem to the problem of query containment for ECRPQs over a fixed alphabet.

Let \( \alpha = \alpha_1 \cdots \alpha_n \) and \( \beta = \beta_1 \cdots \beta_m \) be patterns over \( \Sigma \); that is, each \( \alpha_i \) and \( \beta_j \) (\( 1 \leq i \leq n \), \( 1 \leq j \leq m \)) is an element of \( \Sigma \cup \mathbb{V} \) (where \( \mathbb{V} \) is a set of variables). Let \( Q_\alpha \) and \( Q_\beta \) be ECRPQs for \( \alpha \) and \( \beta \) as constructed in Section 4. Assume without loss of generality that the relational parts of \( \alpha \) and \( \beta \) are of the form \( \bigwedge_{1 \leq i \leq n} (\pi_i, x_i) \) and \( \bigwedge_{1 \leq j \leq m} (\pi_j, y_j, z_j) \), respectively.

Let \( p \) and \( p' \) be symbols not in \( \Sigma \cup \mathbb{V} \). Define \( \Sigma' \) as \( \Sigma \cup \{ p, p' \} \). Further, define \( Q'_\alpha \) as the ECRPQ over \( \Sigma' \) that is obtained from \( Q_\alpha \) by (1) extending its relational part with the atoms \((x_{\text{init}}, \pi_0, x_0)\) and \((x_n, \pi_{n+1}, x_{\text{end}})\), and (2) extending its body with the atoms \( p(\pi_0) \) and \( p'(\pi_{n+1}) \). In the same way, we define \( Q'_\beta \) as the ECRPQ over \( \Sigma' \) that is obtained from \( Q_\beta \) by (1) extending its relational part with the atoms \((y_{\text{init}}, \pi_0, y_0)\) and \((y_m, \pi_{m+1}, y_{\text{end}})\), and (2) extending its body with the atoms \( p(\pi_0) \) and \( p'(\pi_{m+1}) \). We prove next that \( \alpha \preceq \beta \) iff \( Q'_\alpha \subseteq Q'_\beta \).

Indeed, assume first that \( \alpha \preceq \beta \). Let \( \bar{w} = a_1 \cdots a_q \) be a string over \( \Sigma \) that belongs to \( L_\Sigma(\alpha) \). Let \( G \) be the \( \Sigma' \)-labeled graph database such that (1) its set of nodes is \( \{ v_{\text{init}}, v_0, v_1, \ldots, v_q, v_{\text{end}} \} \), (2) there is an edge from \( v_{\text{init}} \) to \( v_1 \) labeled \( p \), (3) there is an edge from \( v_p \) to \( v_{\text{end}} \) labeled \( p' \), (4) there is an edge from \( v_{i-1} \) to \( v_i \) (\( 1 \leq i \leq q \)) labeled \( a_i \), and (5) those are the only edges in \( G \). Notice that there is a unique path in \( G \) from \( v_0 \) to \( v_q \), and the label of that path is precisely \( \bar{w} \).

Clearly, \( Q'_\alpha(G) = \bar{w} \), and thus, \( Q'_\beta(G) = \bar{w} \). Notice that for every assignment \( \sigma \) from the node variables of \( Q'_\beta \) to the nodes of \( G \) and for every assignment \( \mu \) from the path variables in \( Q'_\beta \) to the paths in \( G \) such that \((\sigma, \mu)\) satisfies \( Q'_\beta \), it must be the case that (1) \( \sigma(y_{\text{init}}) = v_{\text{init}}, \sigma(y_0) = v_0, \sigma(y_m) = v_q, \) and \( \sigma(y_{\text{end}}) = v_{\text{end}} \), and (2) if \( \rho = \mu(\pi'_1) \cdots \mu(\pi'_{m+1}) \) then \( \rho = v_0 a_1 v_1 \cdots v_{q-1} a_q v_q \) and \( \lambda(\rho) = \bar{w} \). This shows that \( \bar{w} \in L_\Sigma(\beta) \). We conclude that \( \alpha \preceq \beta \).

Assume, on the other hand, that \( \alpha \not\preceq \beta \). Let \( G \) be an arbitrary \( \Sigma' \)-labeled graph database such that \( Q'_\alpha(G) = \bar{w} \). Assume that \( \sigma \) is an assignment from the node variables of \( Q'_\alpha \) to the nodes of \( G \) and \( \mu \) is an assignment from the path variables in \( Q'_\alpha \) to the paths in \( G \) such that \((\sigma, \mu)\) satisfies \( Q'_\alpha \). Let \( v = \sigma(x_0) \) and \( v' = \sigma(x_n) \). Then there exists a path \( \rho \) in \( G \) from \( v \) to \( v' \) such that \( \lambda(\rho) \in L_\Sigma(\alpha) \). Then \( \lambda(\rho) \in L_\Sigma(\beta) \). We conclude that \( Q'_\beta(G) = \bar{w} \), and thus, that \( Q'_\alpha \not\subseteq Q'_\beta \). This concludes the proof of the theorem. \( \square \)
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It follows from [Freydenberger and Schweikardt 2011] that the problem of containment of a CRPQ in an ECRPQ remains undecidable. We can recover decidability in the opposite case. The problem of containment of an ECRPQ in a CRPQ is the problem of checking whether \( Q(G) \subseteq Q'(G) \) for every \( \Sigma \)-labeled graph database \( G \), where \( Q \) is an ECRPQ and \( Q' \) is a CRPQ over \( \Sigma \). We can adapt proof techniques from [Calvanese et al. 2000] to show that the above problem has the same complexity as CRPQ containment.

**Theorem 7.2.** The problem of checking containment of an ECRPQ in a CRPQ is \textsc{ExpSpace}-complete.

**Proof.** Hardness follows from [Calvanese et al. 2000], since the problem of query containment is \textsc{ExpSpace}-hard already for CRPQs. Next we prove membership. In order to prove that \( Q \) is not contained in \( Q' \) we look for a counterexample along the lines of how it is done in [Calvanese et al. 2000; Florescu et al. 1998]. That is, we look for a labeled graph database \( G \) such that \( Q(G) \not\subseteq Q'(G) \). But as opposed to [Calvanese et al. 2000], which coded counterexamples as strings accepted by usual automata, we code counterexamples as strings accepted by automata that accept \( k \)-ary regular relations, where \( k \) depends on \( Q \) only. This is because the query \( Q \) may contain regular relations of arity bigger than 1 in its body, and, thus, in most of the cases no standard automaton will be capable of keeping track of the relationships between paths that are required to satisfy \( Q \).

As in the case of [Calvanese et al. 2000; Florescu et al. 1998], it is useful first to give a semantic characterization of containment between ECRPQs in terms of the notion of canonical graphs. Let \( Q \) be an ECRPQ of the form: \( \text{Ans}(\bar{z}, \bar{\chi}) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq t} R_j(\bar{\omega}_j) \) and assume that each \( R_j \) (\( 1 \leq j \leq t \)) is a regular language that represents an \( n_j \)-ary regular relation. Let \( G \) be a graph database and \( \sigma \) an assignment of the node variables in \( Q \) into \( G \). Then \( G \) is \( \sigma \)-canonical for \( Q \) if:

- \( G \) consists of \( m \) simple paths, one for each conjunct in the relational part of \( Q \), which are node and edge disjoint, i.e. only the start and end nodes can be shared between different paths;
- for each \( 1 \leq j \leq m \), if \( \rho_j \) is the path associated with the atom \((x_j, \pi_j, y_j)\) then \( \rho_j \) starts at the node \( \sigma(x_j) \) and ends at the node \( \sigma(y_j) \); and
- for each \( 1 \leq j \leq t \), if \( \bar{\omega}_j = (\pi_{j_1}, \ldots, \pi_{j_{n_j}}) \) (\( 1 \leq j \leq m \), for each \( 1 \leq \ell \leq n_j \)) then \([\lambda(\rho_{j_1}), \ldots, \lambda(\rho_{j_{n_j}})]\) satisfies \( R_j \).

Clearly, if \( G \) is \( \sigma \)-canonical for \( Q \) for some assignment \( \sigma \), and \( \bar{\chi} = (\pi_{t_1}, \ldots, \pi_{t_{t'}}) \), where each \( \pi_{t_i} \) belongs to \( \{\pi_1, \ldots, \pi_m\} \), then \((\sigma(\bar{z}), \rho_{t_1}, \ldots, \rho_{t_{t'}})\) belongs to \( Q(G) \).

Let \( Q' \) be an ECRPQ of the form \( \text{Ans}(\bar{z}, \bar{\chi}) \leftarrow \bigwedge_{1 \leq i \leq m'} (v_i, \pi'_i, v_i), \bigwedge_{1 \leq j \leq t'} S_j(\bar{\omega'}_j) \) over the same alphabet as \( Q \), and assume that each \( S_j (1 \leq j < t') \) is a regular language that represents a \( p_j \)-ary regular relation, \( p_j > 0 \). Notice that we assume that \( Q' \) has the same node and path variables in the head as \( Q \) (i.e. it has the same free variables as \( Q \)). Further, we assume without loss of generality that the set of non-free variables of \( Q \) and \( Q' \) respectively are disjoint.

Let \( G \) be a graph database that is \( \sigma' \)-canonical for \( Q' \), for some \( \sigma' \). Further, let \( \sigma' \) be a mapping from the node variables of \( Q' \) into the nodes of \( G \) and \( \mu \) be a mapping from the path variables of \( Q' \) into the paths of \( G \). Then \((\sigma', \mu)\) is a \((Q', G, \sigma')\)-mapping, if the following hold:

- For each \( z \in \bar{z} \), we have that \( \sigma(z) = \sigma'(z) \);
- for each \( \chi \in \bar{\chi} \), if \( \chi = \pi_i (1 \leq i \leq m) \) then \( \mu(\chi) = \rho_i \);
- for each \( 1 \leq j \leq m', \mu(\pi'_j) \) is a path from \( \sigma'(u_{j_1}) \) to \( \sigma'(v_{j_{\ell_j}}) \); and
— for each $1 \leq j \leq t'$, if $\omega_j = \pi_{j_1}'$, ..., $\pi_{j_p}'$, $(1 \leq j_r \leq m$, for each $1 \leq \ell \leq p_j$), then $[\lambda(\mu(\pi_{j_1}')), ..., \lambda(\mu(\pi_{j_p}'))]$ satisfies $S_j$.

Using essentially the same techniques as in [Calvanese et al. 2000; Florescu et al. 1998] it is possible to give the following semantic characterization of ECRPQ containment:

**Claim 7.2.1.** Let $Q$ and $Q'$ be two ECRPQs over the same alphabet $\Sigma$. Then $Q$ is not contained in $Q'$ if and only if there exists a $\Sigma$-labeled graph database $G$ and an assignment $\sigma$ from the variables of $Q$ to the nodes of $G$, such that $G$ is $\sigma$-canonical for $Q$ and no $(Q', G, \sigma)$-mapping exists.

The key idea used in [Calvanese et al. 2000] to prove that containment of CRPQs is in EXPSPACE is as follows. Given CRPQs $Q$ and $Q'$, first one codes each graph database $G$ that is $\sigma$-canonical for $Q$ (for some $\sigma$) as a string over some extended alphabet of exponential size, and then constructs an NFA $A$ that accepts exactly those strings over this extended alphabet that correspond to those codifications of $\sigma$-canonical graphs $G$ for $Q$ for which no $(Q', G, \sigma)$-mapping exists. The NFA $A$ is double exponential in the size of the input, i.e. the pair $(Q, Q')$. Thus, checking whether $Q$ is not contained in $Q'$ is equivalent to checking whether the language accepted by $A$ is nonempty, which can be done in EXPSPACE by a typical “on-the-fly” simulation of $A$.

In more detail, in order to generate candidate counterexamples to the fact that the CRPQ $Q := \text{Ans}(\bar{x}) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi_1, y_i), \bigwedge_{1 \leq j \leq m} L_j(w_j)$ is contained in the CRPQ $Q'$, Calvanese et al. [2000] construct an NFA $A_1$ that accepts strings of the form $\$d_1w_1e_1$d_2w_2e_2$\$ \cdots \$d_mw_me_m\$$, where $m$ is the number of path variables in $Q$, that represent graph databases that are $\sigma$-canonical for $Q$, for some assignment $\sigma$. Each $d_i$ and $e_i$ ($1 \leq i \leq m$) is a set of node variables from $Q$. To construct $A_1$ it is necessary to define:

— An NFA that accepts all strings of the form above, such that for each $i \in [1, m]$, $x_i \in d_i$, $y_i \in e_i$, and for each $1 \leq j \leq m$ it is the case that $w_j$ belongs to $L_j$.

— An NFA that checks that the distinct symbols $d_i$ and $e_i$ appearing in the string form a partition of the variables of $Q$.

Then $A_1$ is defined as the intersection of these two NFAs.

Finally, $A_1$ is extended to an NFA $A$ that accepts those strings $w$ of the form above, that “code” a graph $G_w$ that is $\sigma_w$-canonical for $Q$ and such that no $(Q', G_w, \sigma_w)$-mapping exists. The size of $A$ is double exponential in $|Q| + |Q'|$. It is shown that $Q$ is not contained in $Q'$ iff $A$ accepts at least some string.

With essentially the same techniques we can prove Theorem 7.2. Let $Q$ be an ECRPQ and $Q'$ be a CRPQ over the same alphabet. Assume that $m$ is the number of relational atoms in $Q$. Let $Q_1$ be the restriction of $Q$ to the regular relation atoms of arity at most 1. We construct, using the techniques in [Calvanese et al. 2000] mentioned above, a double exponential NFA $A$ that accepts at least some string iff $Q_1$ is not contained in $Q'$. As we explained above, the NFA $A$ accepts strings of the form $\$d_1w_1e_1$d_2w_2e_2$\$ \cdots \$d_mw_me_m\$$. It is then easy to construct an $m$-ary letter-to-letter NFA $A_m$ of double exponential size, that accepts exactly the strings $(d_1w_1e_1, d_2w_2e_2, \ldots, d_mw_me_m)$ such that $A$ accepts $\$d_1w_1e_1$d_2w_2e_2$\$ \cdots \$d_mw_me_m\$. We then compute the intersection $A_2$ of $A$ with an NFA $A_Q$ that checks that, for each regular relation atom in $Q$ of the form $R(\pi_{i_1}, \ldots, \pi_{i_n})$, such that $R$ is of arity $> 1$, the tuple $(w_1, \ldots, w_n)$ belongs to $R$. The size of $A_Q$ is exponential, and thus, the size of $A_2$ is double exponential. Further, it can easily be proved that $Q$ is not contained in $Q'$.
iff $A_2$ accepts at least some string. This can be done in EXPSpace by an “on-the-fly” construction of $A_2$.

8. EXTENSIONS

We now look at various ways of going beyond the class of ECRPQs. First, we consider an analog of relational calculus by adding negation and arbitrary quantification to the language. After that, we look at conjunctive queries with non-regular relations; we handle linear constraints on lengths of paths, and Parikh-image constraints.

8.1. Adding negation

We now investigate the query evaluation problem for the extension of ECRPQs with negation. Formally, we define the language $ECRPQ^\neg$ over alphabet $\Sigma$ as the set of formulas described by the following grammar:

$$\begin{align*}
\text{atom} & ::= \pi_1 = \pi_2 \mid x = y \mid (x, \pi, y) \mid R(\pi_1, \ldots, \pi_n) \\
\varphi, \psi & ::= \text{atom} \mid \neg \varphi \mid \varphi \land \psi \mid \exists x \varphi \mid \exists \pi \varphi
\end{align*}$$

Here $x, y$ range over the set of node variables, $\pi, \pi_1, \ldots$ range over the set of path variables, and $R$ ranges over the set of regular expressions over alphabets $(\Sigma^*_x)^n$ ($n > 0$) that represent $n$-ary regular relations over $\Sigma$. The language $CRPQ^\neg$ is defined as the restriction of $ECRPQ^\neg$ to formulas that only make use of regular languages. The notions of free and bound variables are standard; we write $\varphi(\bar{x}, \bar{\pi})$ to list free node and path variables explicitly.

The semantics of $ECRPQ^\neg$ is defined in the standard way. Given a graph database $G = (V, E)$, a mapping $\sigma$ from the set of free node variables of $\varphi$ into $V$, and a mapping $\mu$ from the set of free path variables of $\varphi$ into the set of paths in $G$, the notion $(G, \sigma, \mu) \models \varphi$ is defined just as for ECRPQs with the following additional rules:

— the Boolean connectives $\neg$ and $\lor$ have the standard semantics;
— $(G, \sigma, \mu) \models \exists x \varphi$ iff there exists $v \in V$ such that $(G, \sigma_{x \rightarrow v}, \mu) \models \varphi$, where $\sigma_{x \rightarrow v}$ extends the assignment $\sigma$ by letting $\sigma(x) = v$;
— $(G, \sigma, \mu) \models \exists \pi \varphi$ iff there exists a path $\rho$ in $G$ such that $(G, \sigma, \mu_{\pi \rightarrow \rho}) \models \varphi$, where $\mu_{\pi \rightarrow \rho}$ extends the assignment $\mu$ by letting $\mu(\pi) = \rho$.

Given a graph database $G$ and an $ECRPQ^\neg$ formula $\varphi(\bar{x}, \bar{\pi})$, we let $\varphi(G)$ be the set of tuples $(\bar{v}, \bar{\rho})$ such that $(G, \sigma, \mu) \models \varphi$, where $\sigma(\bar{x}) = \bar{v}$ and $\mu(\bar{\pi}) = \bar{\rho}$.

Notice that $ECRPQ^\neg$ and $CRPQ^\neg$ express nontrivial properties of graph databases that are not expressible by means of ECRPQs. For instance, the query $\neg \exists \pi ((x, \pi, y) \land L(\pi))$ defines the set of all pairs $(a, b)$ of nodes such that no path between them is labeled by a string from language $L$.

Combined complexity. The problems $ECRPQ^\neg$-EVAL and $CRPQ^\neg$-EVAL are defined exactly as the query evaluation problems in Section 6.2, except that the input query is from the extended language. Again we see a significant difference between regular languages and regular relations in queries. The complexity jumps in both cases, but while $CRPQ^\neg$-EVAL can be solved in single-exponential time, $ECRPQ^\neg$ queries cannot be evaluated in time bounded by a fixed stack of exponents.

Theorem 8.1.

— The problem $CRPQ^\neg$-EVAL is PSpace-complete.
— The problem $ECRPQ^\neg$-EVAL is decidable, but non-elementary.
proof. We start by proving the first part of the theorem. Hardness follows from Proposition 6.8 since the language CRPQ \(^{-}\) allows for path variable repetition. Next we prove membership.

Let \( G = (V,E) \) be a \( \Sigma \)-labeled graph database and \( \varphi(\bar{v}, \#) \) be a CRPQ \(^{-}\) formula. Further, let \( \bar{v} \) be a tuple of nodes in \( G \) such that \( |\bar{v}| = |\#| \) and \( \# \) is a tuple of paths in \( G \) such that \( |\#| = |\pi| \). Further, assume that \( L_1, \ldots, L_m \) are all the regular expressions mentioned in \( \varphi \). Our goal is to define a PSPACE procedure that checks whether \( (\bar{v}, \#) \in \varphi(G) \). In order to do that, we first have to introduce some new terminology.

Let \( \tau \) be a first-order (FO) vocabulary \( (\text{Nodes}, \text{Paths}, \text{Endpoints}, L_1, \ldots, L_m) \), where \( \text{Nodes}, \text{Paths}, \) and \( L_i \) (\( 1 \leq i \leq m \)) are unary relation symbols, and \( \text{Endpoints} \) is a ternary relation symbol. We define, from \( G \), an FO structure \( M_G \) over \( \tau \) as follows: The domain of \( M_G \) is the disjoint union of \( V \) and all the paths that belong to \( G \). (Notice that each node in \( V \) is also a path in \( G \), but here we consider them to be different objects. That is, each \( v \in V \) appears separately as a node and a path in the domain of \( M_G \).)

The interpretation of \( \text{Nodes} \) in \( M_G \) contains all those elements of the domain that are nodes. The interpretation of \( \text{Paths} \) in \( M_G \) contains all those elements of the domain that are paths. The interpretation of the ternary relation \( \text{Endpoints} \) in \( M_G \) contains all those paths in \( G \) whose label satisfies the regular expression \( L_i \).

Let \( \varphi_{\tau} \) be the FO formula over vocabulary \( \tau \) obtained from \( \varphi \) by simultaneously replacing (1) each subformula of the form \( \exists x \theta \) (for \( x \) a node variable) with \( \exists x (\text{Nodes}(x) \land \theta) \), (2) each subformula of the form \( \exists \pi \theta \) (for \( \pi \) a path variable) with \( \exists \pi (\text{Paths}(\pi) \land \theta) \), and (3) each atomic formula of the form \( (x, \pi, y) \) with \( (\text{Nodes}(x) \land \text{Nodes}(y) \land \text{Paths}(\pi) \land \text{Endpoints}(x, \pi, y)) \).

Clearly, \( (v, \#) \in \varphi(G) \) iff \( (\bar{v}, \#) \) belongs to the evaluation of \( \varphi_{\tau} \) over \( M_G \). (Notice that \( M_G \) cannot be effectively constructed from \( G \) since the set of paths in \( G \) is potentially infinite, and, thus, \( M_G \) is also potentially infinite. However, it is possible to prove that there exists a finite substructure \( M_{G,v,\#} \) of \( M_G \) such that \( (v, \#) \) belongs to the evaluation of \( \varphi_{\tau} \) over \( M_G \) iff it belongs to the evaluation of \( \varphi_{\tau} \) over \( M_{G,v,\#} \). We show how to define \( M_{G,v,\#} \) next.

Assume that the quantifier rank of \( \varphi_{\tau} \) is \( k \geq 0 \), where as usual the quantifier rank of an FO formula \( \theta \) is the depth of nested quantification in \( \theta \). Let \( L \subseteq \{L_1, \ldots, L_m\} \). We say that a path \( v \) in \( G \) satisfies \( L \) if the label of \( \pi \) satisfies \( L \), for each \( L \in L, \) and does not satisfy \( L' \), for each \( L' \in \{L_1, \ldots, L_m\} \setminus L \). (Notice that for each path in \( G \) there is one, and only one, subset \( L \) of \( \{L_1, \ldots, L_m\} \) that it satisfies.) For each pair \( (v, v') \) of nodes in \( V \), and for every \( L \subseteq \{L_1, \ldots, L_m\} \), let \( c_{L,v,v'} \geq 0 \) be the minimum between \( k + |\#| \) and the number of paths in \( G \) that go from \( v \) to \( v' \) and satisfy \( L \). We arbitrarily pick, for each pair \( (v, v') \) of nodes in \( V \) and for each \( L \subseteq \{L_1, \ldots, L_m\} \), \( c_{L,v,v'} \) distinct paths \( \rho_{L,v,v'}^{1}, \ldots, \rho_{L,v,v'}^{c_{L,v,v'}} \) from \( v \) to \( v' \) that satisfy \( L \).

We define the structure \( M_{G,v,\#} \) as follows: Its domain contains all the nodes of \( V \), each path \( \# \) that belongs to the tuple \( \# \), and every path of the form \( \rho_{L,v,v'}^{i} \), where \( L \subseteq \{L_1, \ldots, L_m\} \), \( v, v' \in V \) and \( 1 \leq i \leq c_{L,v,v'} \). The interpretation of \( \text{Nodes} \) in \( M_{G,v,\#} \) contains all nodes in the domain. The interpretation of \( \text{Paths} \) in \( M_{G,v,\#} \) contains all those elements of the domain that are paths. The interpretation of the ternary relation \( \text{Endpoints} \) contains all tuples of the form \( (v, \#) \), where \( v, v' \in V \) and \( \# \) is a path in the domain that goes from \( v \) to \( v' \) in \( G \). Finally, the interpretation of \( L_i \) (\( 1 \leq i \leq m \)) in \( M_{G,v,\#} \) contains all those paths in the domain of \( M_{G,v,\#} \) for which its label satisfies \( L_i \).

By using a standard Ehrenfeucht-Fraïssé argument it is possible to prove the following:
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CLAIM 8.1.1. The structures \((M_G, \bar{v}, \bar{\rho})\) and \((M'_G, \bar{v}, \bar{\rho})\) are indistinguishable by FO sentences of quantifier rank \(\leq k\).

Proof (Sketch): We show that the duplicator has a winning strategy in the \(k\)-round Ehrenfeucht-Fraïssé game played on \((M_G, \bar{v}, \bar{\rho})\) and \((M'_G, \bar{v}, \bar{\rho})\). The duplicator’s response to a spoiler move in round \(i \leq k\) is (inductively) defined as follows (we assume without loss of generality that the spoiler never repeats moves, i.e. in no round does the spoiler choose an element that has already been chosen by either player in previous rounds):

- If the spoiler’s move in round \(i\) is a node in either of the two structures, then the duplicator responds by mimicking the spoiler’s move on the other structure;
- If the spoiler’s move in round \(i\) is a path \(\rho\) in \(\bar{\rho}\) in either of the two structures, then again the duplicator responds by mimicking the spoiler’s move on the other structure;
- If the spoiler plays a path \(\rho\) from node \(v\) to \(v'\), in either of the two structures, such that \(\rho\) satisfies \(L \subseteq \{L_1, \ldots, L_m\}\) and \(\rho\) is not a path in \(\bar{\rho}\), then the duplicator responds with any path from \(v\) to \(v'\) in the other structure that (1) satisfies \(L\), (2) does not belong to \(\bar{\rho}\), and (3) has not been previously chosen in the game. Notice that it is always possible for the duplicator to choose such a path, since for each pair of nodes \(v, v' \in V\) and for each \(L \subseteq \{L_1, \ldots, L_m\}\), the number of paths from \(v\) to \(v'\) that satisfy \(L\) and that do not belong to \(\rho\) is the same up to \(k\).

It is not hard to see that duplicator’s response defined in this way always preserves a partial isomorphism between the two structures. This implies that the duplicator has a winning strategy in the \(k\)-round Ehrenfeucht-Fraïssé game played on \((M_G, \bar{v}, \bar{\rho})\) and \((M'_G, \bar{v}, \bar{\rho})\), and, thus, by well-known results, that the structures are indistinguishable by FO sentences of quantifier rank \(\leq k\).

The previous claim shows that \((\bar{v}, \bar{\rho}) \in \varphi(G)\) if and only if \((\bar{v}, \bar{\rho})\) belongs to the evaluation of \(\varphi_\tau\) over \(M'_{G, \bar{v}, \bar{\rho}}\). Thus, a straightforward approach to check whether \((\bar{v}, \bar{\rho}) \in \varphi(G)\) would be to construct \(M'_{G, \bar{v}, \bar{\rho}}\) and then evaluate \(\varphi_\tau\) over it. The problem with this approach is that \(M'_{G, \bar{v}, \bar{\rho}}\) could be of exponential size, and, thus, impossible to construct in polynomial space. It will be necessary to follow a different approach then.

Assume that \(\varphi_\tau\) is given in prenex normal form, i.e. \(\varphi_\tau\) is of the form \(Q_1 \cdots Q_m \exists y_1 \cdots \exists y_m \alpha(\bar{x}, \bar{y}, y_1, …, y_m)\), where each \(Q_i\) is either \(\exists\) or \(\forall\) and \(\alpha\) is quantifier-free (if \(\varphi_\tau\) is not in prenex normal form, we can convert it in polynomial time into an equivalent formula in prenex normal form). We follow a usual \(\text{PSPACE}\) argument to evaluate \(\text{FO}\) formulas on structures. The main problem with this is that some of the elements in \(M'_{G, \bar{v}, \bar{\rho}}\) are paths and have to be treated as such. Thus, it is necessary to define a way of coding paths in polynomial space.

In our case, each path will be coded with an \textit{address}, that is a string over a finite alphabet. The address of a path \(\rho\) can be intuitively explained as follows:

- It starts with a new symbol \(\rho\), that states that this is the address of a path;
- the address continues with the encodings of the two endpoints \(v\) and \(v'\) of the path (separated with some delimiter); this part of the address uses \(O(\log_2 |V|)\) space;
- afterwards, the address contains an encoding of the subset \(L\) of \(\{L_1, \ldots, L_m\}\) that \(\rho\) satisfies; this encoding is a string of length \(m\) over alphabet \(\{0, 1\}\) such that its \(i\)-th symbol is 1 iff \(L_i \in L\);
- then the address contains an encoding of the integer \(i \leq k + |\bar{\rho}|\) such that \(\rho = \rho^i|L_1, v, v'\); this encoding uses \(O(\log_2 (|\varphi| + |\rho|))\) space.
Clearly, the address of a path defined in this way can be specified using at most polynomial space.

We show next how the problem of checking whether \((\bar{v}, \bar{\rho})\) belongs to the evaluation of \(\varphi_\tau\) over \(M'_{G,v,\bar{\rho}}\) can be solved in polynomial time by an alternating Turing machine. This will finish the proof of the theorem, since the class of problems that can be solved in polynomial time by alternating Turing machines coincides with the class of problems that can be solved in PSPACE.

The alternating machine proceeds as follows. It first replaces in \(\varphi_\tau\) each variable \(x\) in \(\bar{x}\) with the encoding of the corresponding node \(v\) of \(\bar{v}\). It then replaces each variable \(\pi\) in \(\bar{\pi}\) with the encoding (address) of the corresponding path \(\rho\) in \(\bar{\rho}\). Then the machine reads the formula \(\varphi_\tau\) from left-to-right. Each time it encounters an existential quantifier \(\exists y_i\), it enters an existential state, and each time it encounters a universal quantifier \(\forall y_i\), it enters a universal state. In each case, the machine “guesses” the interpretation of \(y_i\), as the encoding of a node or a path \(c(y_i)\) in the domain. Finally, the machine verifies that \(\alpha(\bar{v}, \bar{\rho}, c(y_1), \ldots, c(y_m))\) holds, and if that is the case it accepts. We show next that the latter can be done in polynomial time. Notice that this implies that the whole process can be performed in polynomial time.

We start with the case of the atomic formulas in \(\alpha\). In order to check whether the element assigned to a variable belongs to the interpretation of \(\text{Nodes}\) in \(M'_{G,v,\bar{\rho}}\), we only have to check that the encoding of this element does not start with a \(p\). In order to check whether the element belongs to the interpretation of \(\text{Paths}\), it is sufficient to check that its encoding starts with a \(p\). In order to check whether the elements \(a, b, c\) assigned to variables \(x, \pi, y\), respectively, are such that \(\{a, b, c\}\) belongs to the interpretation of \(\text{Endpoints}\), we only have to check that \(b\) is the encoding of a path, \(a\) and \(c\) are encodings of nodes, and that \(b\) is a path from \(a\) to \(c\). Finally, in order to check whether the element \(a\) assigned to a variable belongs to the interpretation of \(L_i\), \((1 \leq i \leq m)\), we only have to check that \(a\) is a path (i.e., its encoding starts with \(p\)) and the bit that corresponds to \(L_i\) in the encoding of the subset \(L\) of \(\{L_1, \ldots, L_m\}\) that satisfies \(a\) is set to 1.

Thus, the value of the atomic formulas involved in \(\alpha(\bar{v}, \bar{\rho}, c(y_1), \ldots, c(y_m))\) can be computed in polynomial time. But \(\alpha\) is a polynomial size Boolean combination of atomic formulas, and, thus, the value of \(\alpha(\bar{v}, \bar{\rho}, c(y_1), \ldots, c(y_m))\) can be computed in polynomial time from the values of the atomic formulas. We conclude that computing the value of \(\alpha(\bar{v}, \bar{\rho}, c(y_1), \ldots, c(y_m))\) can be done in polynomial time.

There is, however, one small issue that requires explanation in order for the previous procedure to work properly. Assume that the procedure “guesses” the interpretation of a variable \(y_i\) in \(\varphi_\tau\) to be the encoding of a path in \(G\) from \(v\) to \(v'\) that satisfies \(\tau \subseteq \{L_1, \ldots, L_m\}\). Then it is necessary to check that, if the encoding implies that this path is \(\bar{\rho}_{\tau,v,v'}\), then \(i \leq c_{\tau,v,v'}\). In order to do so, the procedure needs to check, in a subroutine, whether there exist \(i\) different paths from \(v\) to \(v'\) that satisfy \(\tau\). The next claim shows that this can be done in polynomial space, which finishes the proof of the theorem.

**Claim 8.1.2.** For each pair \(v, v' \in V\), subset \(L\) of \(\{L_1, \ldots, L_m\}\) and \(i \leq k + |\bar{\rho}|\), one can check in PSPACE whether there exist \(i\) distinct paths in \(G = (V, E)\) from \(v\) to \(v'\) that satisfy \(\tau\).

**Proof (Sketch):** First, let \(A_{v,v'}\) be the automaton over alphabet \(\{v\} \cup (\Sigma_\bot \times V)\) defined as follows. The set of states is the disjoint union of \(V\) with a new state \(s\). The initial state of \(A\) is \(s\) and the final state is \(v'\). Further, the transition relation of \(A\) is defined as follows: (1) For every edge \((v_1, a, v_2) \in E\) there is a transition in \(A\) from \(v_1\) to \(v_2\) labeled
(a, v_2), (2) for every node v_1 \in V there is a transition from v_1 to v_1 in A labeled (\perp, v_1), and (3) there is a transition in A from s to v labeled v. Intuitively, A_{v, v'} accepts exactly those strings of the form v(a_1, v_1)(a_2, v_2)\cdots(a, v') such that v_{a_1}v_{a_2}v_{a_3}\cdots v' is a path in G from v to v', when we allow paths to loop arbitrarily many times on \perp-labeled nodes.

Let A_{v, v'} be the automaton over alphabet \{v^i \mid i \in \mathbb{N}\} defined as follows: The set of states is V^i \cup \{s^i\}, the initial state is s^i and the final state is (v')^i. There is a transition in A from s = (u_1, \ldots, u_i) to w = (w_1, \ldots, w_i) labeled \ell = (t_1, \ldots, t_i) iff there is a transition labeled t_\ell from u_\ell to w_\ell in A_{v, v'} for each 1 \leq \ell \leq i. Clearly, A_{v, v'} is of exponential size but the size of each one of its states is polynomial. Further, it is decidable in polynomial time whether there exists a transition labeled \ell from state s to w in A_{v, v'}.

Define now an automaton A_{v, v}' that is the restriction of A_{v, v'} to those strings v'(w_1, \ldots, w_i) of alphabet \{v^i \cup (\Sigma \times V)^i\} that satisfy the following:

- For each 1 \leq \ell \leq i, if for some 1 \leq j < m it is the case that w_j = (\perp, v_1), for some v_1 \in V, then for each k \leq m it is the case that w_k = (\perp, v_1).

- For each 1 \leq \ell, p \leq i, if \ell \neq p then the strings vw_\ell \cdots w_m and vw_p \cdots w_m over alphabet \{v^i \cup (\Sigma \times V)^i\} are different.

The first condition says that each projection of a string accepted by A_{v, v}' represents a path in G from v to v' that loops only on v' and only at the end of the path. The second condition ensures that any two distinct projections of a path accepted by A_{v, v}' represent different strings.

It is not hard to prove that the language accepted by A_{v, v}' is nonempty iff there exist i distinct paths in G from v to v'. Further, it is also not hard to see that A_{v, v}' is of exponential size but the size of each one of its states is polynomial; and it is decidable in polynomial time whether there exists a transition labeled \ell from state s to state q' in A_{v, v}'.

Let A_{L} be the automaton that accepts all those strings \bar{w} over \Sigma such that \bar{w} satisfies L, for each L \in \mathcal{L}, and does not satisfy L, for each L' \in \{L_1, \ldots, L_m\} \setminus \mathcal{L}. Notice that the size of A_{L} is exponential in the size of \varphi, but each one of the states of A_{L} is polynomial in the size of \varphi. Further, it is decidable in polynomial time whether there is a transition labeled \bar{a} from a state \bar{r} to a state \bar{r}' of A_{L}.

Let Q be the set of states of A_{v, v}' and R be the set of states of A_{L}. We define a new automaton A_{L, v, v}' over alphabet \{v^i \cup (\Sigma \times V)^i\} as follows: The set of states of A_{L, v, v}' is Q \times R, the initial state is (q_0, r_0, \ldots, r_i), where q_0 and r_0 are the initial states of A_{v, v}' and A_{L}, respectively, and the final states are those of the form (q_f, r_f, \ldots, r_f), where q_f and r_f are final states of A_{v, v}' and A_{L}, respectively. Further, the automaton A_{L, v, v}' has a transition from state (q, r_1, \ldots, r_i) to (q', r_1', \ldots, r_i') \in Q \times R, labeled \bar{w} = (w_1, \ldots, w_i) iff (1) there is a transition from q to q' in A_{v, v}' labeled \bar{w}, (2) if \bar{w} = v^i then r_1 = r_2, for each 1 \leq j \leq i, and (3) if \bar{w} = (a_1, v_1), \ldots, (a_i, v_i) \in (\Sigma \times V)^i, then the following holds: (a) if a_j = \perp (1 \leq j \leq i) then r_j = r_j', and (b) if a_j \neq \perp (1 \leq j \leq i) then there is a transition labeled a_j from r_j' to r_j' in A_{L}. Notice again that the size A_{L, v, v}' is exponential in the size of \varphi, but each one of the states of A_{L, v, v}' is polynomial in the size of \varphi. Further, it is decidable in polynomial time whether there is a transition labeled \bar{w} from a state (q, r) to a state (q', r') of A_{L, v, v}'.

It is not hard to prove that the language accepted by A_{L, v, v}' is nonempty iff there exist i distinct paths in G from v to v' that satisfy L. The former can be easily checked.
in polynomial space using a standard “on-the-fly” verification procedure. This finishes the proof of the claim. □

This completes the proof of the first part of the theorem.

Now we prove the second part of the theorem. We only prove decidability since the non-elementary lower bound will follow from the second part of Theorem 8.2. The argument uses essentially the same kind of proof techniques applied in Section 5 to construct a compact representation of the set of answers to an ECRPQ. That is, we show that for every ECRPQ formula one can construct an automaton that represents the set of “answers” to the formula for a given interpretation of the free node variables.

**Claim 8.1.3.** Let $\varphi(x, \pi)$ be an ECRPQ formula, $G = (V, E)$ a $\Sigma$-labeled graph database, and $\bar{\nu}$ be tuple of nodes in $G$ such that $|\bar{\nu}| = |\bar{x}|$. It is possible to effectively construct an automaton $A^{(\bar{G}, \varphi)}_{\Sigma}$ over alphabet $V^{|\pi|} \cup (\Sigma_{\bot})^{|\pi|}$ that accepts precisely the set $\varphi(G, \bar{\nu}) = \{ \rho \mid (\bar{\nu}, \rho) \in \varphi(G) \}$.

It is not hard to see that Claim 8.1.3 implies decidability of the ECRPQ evaluation problem. Indeed, an algorithm that checks whether $(\bar{\nu}, \rho)$ belongs to $\varphi(G)$ can proceed as follows: It first constructs $A^{(\bar{G}, \varphi)}_{\Sigma}$ from $G = (V, E)$, $\bar{\nu}$ and $\varphi$. Then it constructs the string $\bar{\omega}$ over alphabet $V^{|\pi|} \cup (\Sigma_{\bot})^{|\pi|}$ that represents the tuple $\rho$ (this can be done in polynomial time). Finally, the algorithm checks whether $\bar{\omega}$ is accepted by $A^{(\bar{G}, \varphi)}_{\Sigma}$. If the latter is the case, the procedure accepts.

Now we prove Claim 8.1.3. Let $\Sigma$ be a finite alphabet, $G = (V, E)$ a $\Sigma$-labeled graph database, $\varphi(x, \pi)$ an ECRPQ formula over alphabet $\Sigma$ and $\bar{\nu}$ a tuple of nodes in $G$ such that $|\bar{\nu}| = |\bar{x}|$. We first show how to construct the automaton $A^{(\bar{G}, \varphi)}_{\Sigma}$ for the case when $\varphi$ is an atom, i.e. an ECRPQ formula over $\Sigma$ that is of the form $x = y$, $\pi = \pi'$, $(x, \pi, y)$ or $R(\pi_1, \ldots, \pi_n)$, where $R$ is a regular relation over $(\Sigma_{\bot})^n$ ($n \geq 0$) that represents an $n$-ary regular relation over $\Sigma$.

—Assume first that $\varphi$ is $x = y$. Then $\bar{\nu}$ is of the form $(v, v') \in V \times V$. If $v = v'$, we set $A^{(\bar{G}, \varphi)}_{\Sigma}$ to be the automaton that accepts all strings over alphabet $V \cup \Sigma$. If $v \neq v'$ we set $A^{(\bar{G}, \varphi)}_{\Sigma}$ to be the automaton that accepts no string over the alphabet $V \cup \Sigma$.

—Assume second that $\varphi$ is $(x, \pi, y)$. Then $\bar{\nu}$ is of the form $(v, v') \in V \times V$. Let $V = \{u_1, \ldots, u_m\}$ and let $U = \{u_1, \ldots, u_m\}$ be a disjoint copy of $V$. The automaton $A^{(\bar{G}, \varphi)}_{\Sigma}$ is defined as follows: (1) $V \cup U \cup \{ f \}$ is the set of states, where $f$ is a node neither in $U$ nor in $V$; (2) for every edge $(v_i, a, v_j) \in E$, the automaton has a transition labeled $a$ from state $v_i$ to state $v_j$ and a transition labeled $v_j$ from $v_i$ to $v_j$; (3) the automaton has a transition from $f$ to $v$ labeled $v$; (4) the initial state is $f$; and (5) the final state is $v'$.

—Assume third that $\varphi$ is $R(\pi_1, \ldots, \pi_n)$, where $R$ is a regular relation over $(\Sigma_{\bot})^n$ ($n \geq 0$) that represents an $n$-ary regular relation over $\Sigma$. Then $\bar{\nu}$ is the empty tuple. Let $A$ be the automaton that recognizes $R$. Then take $A'$ to be the NFA $A \times \bigcup_{(u, v) \in G^n} G^n(u, v)$ over alphabet $(\Sigma_{\bot})^n$. The states of $A'$ are of the form $(q, \bar{u})$, where $q$ is a state of $A$ and $\bar{u}$ is a node in $G^n$. It is not hard to construct (in particular, using techniques that are similar to the ones in the previous item) from $A'$ an automaton $A''$ over alphabet $V^n \cup (\Sigma_{\bot})^n$ that accepts exactly those strings $\bar{u}_0 \bar{u}_1 \cdots \bar{u}_m$ such that for some sequence $q_0 \cdots q_m$ of states in $A$, it is the case that $(q_0, \bar{u}_0) \cdots (q_m, \bar{u}_m)$ is an accepting run of $A'$ over $\bar{u}_1 \cdots \bar{u}_m$.

In this case we set $A^{(\bar{G}, \varphi)}_{\Sigma}$ to be $A''$. 
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— Assume finally that \( \varphi \) is \( \pi_1 = \pi_2 \). Then \( \bar{v} \) is the empty tuple.

We construct \( \mathcal{A}_\varphi^{\langle G, \emptyset \rangle} \) as follows. Take \( \bigcup_{(u, u') \in G^2 \times G^2} G^2(u, u') \) and construct from it (using techniques similar to the ones in the previous items) an automaton \( \mathcal{A} \) over alphabet \( V^2 \cup (\Sigma^\perp)^2 \) that accepts exactly those strings \( v_0 a_1 v_1 \cdots a_m v_m \) such that \( \bar{v}_0 \cdots \bar{v}_m \) is an accepting run of \( \bigcup_{(u, u') \in G^2 \times G^2} G^2(u, u') \), i.e. \( \bar{v}_0 a_1 v_1 \cdots a_m v_m \) is a path in \( G^2 \). Finally, let \( \mathcal{A}' \) be the restriction of \( \mathcal{A} \) to the alphabet \( \{ (s, s) \mid s \in V \cup \Sigma^\perp \} \).

In this case we set \( \mathcal{A}_\varphi^{\langle G, \emptyset \rangle} \) to be \( \mathcal{A}' \).

It is straightforward to see that the following is the case: Let \( \varphi(x, \bar{x}) \) be an atomic ECRPQ \(^*\) formula, \( G = (V, E) \) a graph database, and \( \bar{v} \) be tuple of nodes in \( G \) such that \( |\bar{v}| = |x| \). The automaton \( \mathcal{A}_\varphi^{\langle G, \emptyset \rangle} \), as defined above, can be effectively constructed from \( \varphi, G \) and \( \bar{v} \). Further, \( \mathcal{A}_\varphi^{\langle G, \emptyset \rangle} \) accepts precisely the set \( \varphi(G, \bar{v}) \).

Now we show the construction of \( \mathcal{A}_\varphi^{\langle G, \emptyset \rangle} \) for the rest of the cases. In all these cases, the construction is given recursively:

— If \( \varphi \) is \( \neg \psi(x, \bar{x}) \) then \( \mathcal{A}_\varphi^{\langle G, \emptyset \rangle} \) is defined as the automaton that accepts the complement of \( \mathcal{A}_\psi^{\langle G, \emptyset \rangle} \).

— If \( \varphi \) is \( \psi(x, \bar{x}) \land \theta(x, \bar{x}) \) then \( \mathcal{A}_\varphi^{\langle G, \emptyset \rangle} \) is the intersection of \( \mathcal{A}_\psi^{\langle G, \emptyset \rangle} \) and \( \mathcal{A}_\theta^{\langle G, \emptyset \rangle} \).

— If \( \varphi \) is \( \exists y \psi(x, y, \bar{x}) \) then \( \mathcal{A}_\varphi^{\langle G, \emptyset \rangle} \) is defined as \( \bigcup_{\forall \bar{v} \in V} \mathcal{A}_\psi^{\langle G, \forall \bar{v} \rangle} \).

— If \( \varphi \) is \( \exists \pi \psi(x, \bar{x}, \pi') \) then \( \mathcal{A}_\varphi^{\langle G, \emptyset \rangle} \) is defined as the projection of \( \mathcal{A}_\psi^{\langle G, \emptyset \rangle} \) over the component that represents \( \pi \).

From here on the proof of the claim is almost straightforward, using the atomic case and induction. □

**Data complexity.** We now turn to data complexity, with the graph database as the sole input. That is, we look at problems CRPQ \(^-\) EVAL(\( \varphi \)) and ECRPQ \(^-\) EVAL(\( \varphi \)), for each query \( \varphi \). Again we see a significant gap between allowing regular languages and relations. In the former case, the complexity matches that of the CRPQs, while in the latter case the problem is non-elementary. That is, neither the combined nor the data complexity of the problem of evaluating queries in ECRPQ \(^-\) can be bounded by a stack of exponentials.

**Theorem 8.2.**

— For each CRPQ \(^-\) formula \( \varphi \), the problem CRPQ \(^-\) EVAL(\( \varphi \)) is in NLOGSPACE.

— There is a finite alphabet \( \Sigma \) and a family \( \{ \varphi_k \}_{k \in \mathbb{N}} \) of Boolean ECRPQ \(^-\) formulas over \( \Sigma \) such that, for all \( k \in \mathbb{N} \), checking whether a \( \Sigma \)-labeled graph database \( G \) satisfies \( \varphi_k \) necessarily requires \( k \)-fold exponential time.

**Proof.** It is not hard to see that the PSPACE algorithm used in the first part of the proof of Theorem 8.1 (to show an upper bound on the complexity of CRPQ \(^-\) EVAL) can be performed in NLOGSPACE if we assume the formula to be fixed. This shows that CRPQ \(^-\) EVAL(\( \varphi \)) is in NLOGSPACE, for each CRPQ \(^-\) formula \( \varphi \).

Now we prove the second part. We only need to prove the following lemma.

**Lemma 8.3.** Fix the FO vocabulary \( \sigma = \langle <, U \rangle \), where \( < \) is binary and \( U \) is unary. Let \( C_k \) stand for the class of all FO formulas over \( \sigma \) in prenex-normal form with quantifier type \( (\forall \exists)^k \). Then there exists a fixed ECRPQ \(^-\) formula \( \varphi_k \) such that satisfiability of \( C_k \) formulas over \( \sigma \)-structures is exponential-time reducible to checking whether an input graph database \( G \) over \( \Sigma \) satisfies \( \varphi_k \).
In fact, since there exists a small constant \( \varepsilon \in \mathbb{N} \) such that satisfiability of \( C_k \) formulas over \( \sigma \)-structures is not solvable in \((k - \varepsilon)\text{-EXPTIME}\) [Robertson 1974; Stockmeyer 1974], this lemma immediately gives the second part of Theorem 8.2.

We proceed with the proof of the above lemma. Each candidate \( \sigma \)-structure \( M = \langle \{1, \ldots, n\}; <, U \rangle \) for \( C_k \) formulas can be represented as a string \( \bar{w} = w_1 \ldots w_n \) over alphabet \( \{0, 1\} \). However, since we are only allowed to construct a fixed \( ECRPQ \)-formula \( \varphi_k \) independent of the input \( C_k \) formulas, we can only embed the information on quantifier type in the input formula in \( \varphi_k \); we will have to embed the remaining information on the input \( C_k \) formula within the graph database \( G \). To this end, since the quantifiers in \( C_k \) formulas quantify over string positions, we will “annotate” binary strings with this piece of information, which will then be checked by a fixed regular relation in the formula in \( \varphi_k \) with the help of the non-fixed graph database \( G \). Annotated strings will be represented over the alphabet \( \{0, 1, \Box, \bigcirc\} \).

We illustrate our annotation schemes by an example. Suppose that the input is a \( C_1 \) formula \( \forall x_1 \exists x_2 \exists y_1 \exists y_2 \psi \), where \( \psi \) is quantifier-free, and the input string is \( \bar{w} = 01000101 \). We think of the input formula as a game with three rounds: (1) player \( \forall \) annotates two (not necessarily distinct) positions of \( \bar{w} \) with \( x_1 \) and \( x_2 \), (2) player \( \exists \) annotates two (not necessarily distinct) positions of \( \bar{w} \) with \( y_1 \) and \( y_2 \), and (3) check that the annotated string satisfies \( \psi \). At the beginning of round 1, the annotated string is

\[
\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
\bigcirc & \Box & \bigcirc & \Box & \bigcirc & \Box & \bigcirc & \Box
\end{array}
\]

Notice that the number of \( \Box \) next to a bit 0 or 1 is 4, which corresponds to the number of variables in the input formula. Suppose that player \( \forall \) assigns \( x_1 \) (resp. \( x_2 \)) to position 1 (resp. 4). Then we cross the first box next to the bit at position 1 and the second box next to the bit at position 4, resulting in the following annotated string:

\[
\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
\bigcirc & \Box & \bigcirc & \Box & \bigcirc & \bigcirc & \bigcirc & \bigcirc
\end{array}
\]

Suppose that player \( \exists \) assigns \( y_1 \) (resp. \( y_2 \)) to position 6 (resp. 1). Then we cross the box again appropriately, resulting in the following annotated string:

\[
\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
\bigcirc & \bigcirc & \bigcirc & \bigcirc & \Box & \bigcirc & \bigcirc & \bigcirc
\end{array}
\]

From the above example, we see that the number of rounds of the game depends only on the number of quantifier alternations (i.e. the value of \( k \) in \( C_k \)), not on the number of variables in the input \( C_k \) formula. In the general case of a formula in \( C_k \) of the form

\[
\forall x_1 \exists y_1 \ldots \forall x_k \exists y_k \psi,
\]

where \( \psi \) is quantifier-free, the \( C_k \)-game consists of \( 2k + 1 \) rounds, with rounds \( 2i - 1 \) and \( 2i \) (i.e. \( 1 \leq i \leq k \)) corresponding to the annotation of \( i \)-th block \( \forall x_i \exists y_i \) of quantifiers in the formula, and round \( 2k + 1 \) for checking whether the annotation satisfies \( \psi \).

Therefore, we proceed with the proof of Lemma 8.3 as follows. The alphabet \( \Sigma \) of edge labels is defined as:

\[
\Sigma := \{0, 1, \Box, \bigcirc, \ell\},
\]

where \( \ell \) is a fresh distinguished symbol. The formula \( \varphi_k \) that we construct uses path variables \( \{\pi_i\}_{i=1}^{2k+1} \) such that \( \pi_1 \) captures the annotated string at the beginning of round 1, and \( \pi_i \) (\( 2 \leq i \leq 2k + 1 \)) captures the annotated string at the end of round \( i - 1 \). The way in which \( \pi_i \) is quantified in the formula \( \varphi_k \) will depend on the parity of \( i \). More
precisely, we define \( \varphi_k \) as follows:

\[
\theta_k(y, \pi) := (y = y) \land (\pi = \pi)
\]

\[
\theta_i(y, \pi_2i-1) := \exists x \left( \ell(y, x) \land \forall z \forall \pi_2i \left( (x, \pi_2i, z) \land R(\pi_2i-1, \pi_2i) \rightarrow \exists u \exists y \exists \pi_2i \left( \ell(z, u) \land (u, \pi_2i+1, y) \land R(\pi_2i, \pi_2i+1) \land \theta_{i+1}(y, \pi_2i+1) \right) \right) \right) \quad (1 \leq i \leq k)
\]

\[
\varphi_k := \exists x \exists y \exists \pi_1 \left( (x, \pi_1, y) \land R'(\pi_1) \land \exists z \exists u \exists \pi_2 \left( \ell(z, u) \land (u, \pi_3, y) \land R(\pi_2, \pi_3) \right) \right).
\]

where \( R(\pi, \pi') \) is a regular relation checking "consistencies" between \( \pi \) and \( \pi' \) in the following sense (we denote by \( \pi[i] \) the \( i \)-th letter of \( \lambda(\pi) \)):

1. \( |\pi| = |\pi'| \),
2. for each \( i \in \mathbb{N} \), if \( \pi[i] = 0 \), then \( \pi'[i] = 0 \)
3. for each \( i \in \mathbb{N} \), if \( \pi[i] = 1 \), then \( \pi'[i] = 1 \)
4. for each \( i \in \mathbb{N} \) if \( \pi[i] = 0 \) then \( \pi'[i] \in \{0, 1\} \), and
5. for each \( i \in \mathbb{N} \), if \( \pi[i] = 1 \), then \( \pi'[i] = 1 \)

and \( R'(\pi) \) is the regular language \( (\{0, 1\} \cdot \square)^* \) that checks that the label of \( \pi \) represents a potential initial annotation of a string.

For example, whenever \( k = 1 \), we obtain the formula \( \varphi_1 \) defined as:

\[
\exists x \exists y \exists \pi_1 \left( (x, \pi_1, y) \land R'(\pi_1) \land \exists z \exists u \exists \pi_2 \left( \ell(z, u) \land (u, \pi_3, y) \land R(\pi_2, \pi_3) \right) \right).
\]

At this point, observe that \( \varphi_k \) is independent of the input \( C_k \) formula. We now need to take into account the input formula in the graph database \( G \) that we construct. Suppose that the input formula \( \psi \in C_k \) is

\[
\forall x_1 \exists y_1 \ldots \forall x_k \exists y_k \psi
\]

where \( \psi \) is quantifier-free. Let \( r_i := |x_i| \) and \( t_i := |y_i| \). Let \( r := \sum_{i=1}^{k} r_i \) and \( t := \sum_{i=1}^{k} t_i \).

We construct the graph database \( G \) from the disjoint \( 2k + 1 \) graph databases \( G_1, \ldots, G_{2k+1} \) defined below. Each graph database \( G_i \) has a predetermined source node \( c_i \) and a predetermined sink node \( c_i' \) such that the set of paths from \( c_i \) and \( c_i' \) will be used to restrict the range of the paths where the path variable \( \pi_i \) in the formula \( \varphi_k \) can be witnessed. For convenience, when defining \( G_i \) we allow the use of regular expressions over \( \Sigma \), as there is a standard polynomial-time translation from regular expressions to NFAs.

The graph databases \( G_1, \ldots, G_{2k+1} \) are defined as follows:

1. The graph \( G_1 \) is defined by the regular expression \( (\{0, 1\} \cdot \square)^* \). That is, the set of the labels of paths that go from \( c_1 \) into \( c_1' \) in \( G_1 \) is precisely the set of strings that satisfy \( (\{0, 1\} \cdot \square)^* \), or, in other words, that represent annotations of strings in the first round of the \( C_k \)-game for \( \psi \).
2. The graph \( G_{2i} (1 \leq i < k) \) is defined by the regular expression that defines all those strings in \( (\{0, 1\} \cdot \square \cdot \square + \square)^* \) that, in addition, satisfy the following: For each \( 1 \leq j \leq \sum_{h=1}^{i} r_h + \sum_{h=1}^{i-1} t_h \), exactly one box located \( j \) positions to the right of an occurrence of \( 0 \) or \( 1 \) is \( \square \), and for each \( \sum_{h=1}^{i} r_h + \sum_{h=1}^{i-1} t_h < j \leq r + t \), each box located \( j \) positions from a 0 or a 1 is \( \square \).
That is, \( G_{2i} \) (1 ≤ \( i \) ≤ \( k \)), seen as an NFA with initial state \( c_{2i} \) and final state \( c'_{2i} \), defines exactly those strings that represent valid annotations of strings in the \( \mathcal{C}_k \)-game for \( \psi \) precisely after stage \((2i-1)\) of the game has been played. Indeed, each variable that appears in the first \((i-1)\) blocks \( \forall x_1 \forall y_1 \cdots \forall x_{i-1} y_{i-1} \) is assigned to a unique position in the annotated string (represented by the fact that for each \( 1 \leq j \leq \sum_{h=1}^{i-1} r_h + \sum_{h=1}^{i-1} t_h \), exactly one box located \( j \) positions to the right of an occurrence of 0 or 1 is \( \square \), each quantifier in \( x \), is assigned to a unique position in the annotated string (represented by the fact that for each \( \sum_{h=1}^{i-1} r_h + \sum_{h=1}^{i-1} t_h < j \leq \sum_{h=1}^{i-1} r_h + \sum_{h=1}^{i-1} t_h \), exactly one box located \( j \) positions right of an occurrence of 0 or 1 is \( \square \), and no other variable is assigned to a position in the string (represented by the fact that for each position located \( j \) positions to the right of a 0 or a 1 is \( \square \)), where \( \sum_{h=1}^{i} r_h + \sum_{h=1}^{i} t_h < j \leq r + t \).

(3) The graph \( G_{2i+1} \) (1 ≤ \( i \) < \( k \)) is defined by the regular expression that defines all those strings in \(((0+1) \cdot [\square + \square]^*)^*\) that, in addition, satisfy the following: For each \( 1 \leq j \leq \sum_{h=1}^{i} r_h + \sum_{h=1}^{i} t_h \), exactly one box located \( j \) positions to the right of an occurrence of 0 or 1 is \( \square \), and for each \( \sum_{h=1}^{i} r_h + \sum_{h=1}^{i} t_h < j \leq r + t \), each box located \( j \) positions from a 0 or a 1 is \( \square \).

That is, \( G_{2i+1} \) (1 ≤ \( i \) < \( k \)), seen as an NFA with initial state \( c_{2i+1} \) and final state \( c'_{2i+1} \), defines exactly those strings that represent valid annotations of strings in the \( \mathcal{C}_k \)-game for \( \psi \) precisely after round \( 2i \) of the game has been played. Indeed, each variable that appears in the first \( i \) blocks \( \forall x_1 \forall y_1 \cdots \forall x_{i} y_{i} \) is assigned to a unique position in the annotated string (represented by the fact that for each \( 1 \leq j \leq \sum_{h=1}^{i} r_h + \sum_{h=1}^{i} t_h \), exactly one box located \( j \) positions right of an occurrence of 0 or 1 is \( \square \), and no other variable is assigned to a position in the string (represented by the fact that for each position located \( j \) positions from a 0 or a 1 is \( \square \)), where \( \sum_{h=1}^{i} r_h + \sum_{h=1}^{i} t_h < j \leq r + t \).

(4) Finally, we define the graph \( G_{2k+1} \) to be the intersection of the language defined by \(((0+1) \cdot [\square + \square]^*)^*\) and the regular language of annotated strings satisfying \( \psi \), for which there is a standard exponential-time construction of NFA from FO logic (recall that \( \psi \) is quantifier-free). That is, \( G_{2k+1} \), when seen as an NFA with initial state \( c_{2k+1} \) and final state \( c'_{2k+1} \), accepts precisely the annotations of strings that satisfy \( \psi \). As we shall see later, with the help of \( \varphi_k \) we can enforce that these correspond to valid annotations of strings in the \( \mathcal{C}_k \)-game for \( \psi \) precisely after round \( 2k + 1 \) of the game has been played.

The graph database \( G \) is constructed from \( G_1, \ldots, G_{2k+1} \) by adding an \( \ell \)-labeled edge from \( c_i \) into \( c_{i+1} \), for each \( 1 \leq i \leq 2k \), as shown in the following figure:

Clearly, each \( G_i \) can be constructed in exponential time from the \( \mathcal{C}_k \) formula \( \psi_i \), and hence \( G \) can also be constructed in exponential time.

To conclude, it is not hard to prove that there is a binary string \( \bar{w} \) that satisfies \( \psi \) if and only if \( G \models \varphi_k \), where \( G \) is as constructed above from \( \psi \). Indeed, assume first that \( G \models \varphi_k \). Then \( G \models \exists x \exists y \exists z \pi_1((x, \pi_1, y) \land R'(\pi_1) \land \theta_1(y, \pi_1)) \), and \( \theta_1(y, \pi_1) \) is of the form \( \exists z (t(y, z) \land \cdots) \). Since \( \pi_1 \) has to satisfy \( R \), this implies that \( \pi_1 \) can only be witnessed.
in \( G \) by a path \( \rho_1 \) inside \( G_1 \). Further, since there is an outgoing edge labeled \( \ell \) from the endpoint of \( \rho_1 \), this path can only go from \( c_1 \) into \( c'_1 \) (and hence \( x \) and \( y \) can only be witnessed in \( G \)) by nodes \( c_1 \) and \( c'_1 \), respectively. Thus, the label of \( \rho_1 \) represents the annotation of a string \( \bar{w} \) at the beginning of round 1 of the game for \( \Psi \) (that is, the “annotated” string belongs to the language defined by \( ( (0 + 1)^{\ell + 1})^* \)). We claim that \( \bar{w} \) satisfies \( \Psi \), and hence that \( \Psi \) is satisfiable inside the class of \( \sigma \)-structures. We explain below why this is the case.

One can prove the claim by a simple but rather cumbersome inductive argument. We omit this argument for the sake of readability and rather provide its underlying intuition. Since \( G \models \theta_1(c'_1, \rho_1) \), it means that

\[
G \models \exists x \left( \ell(c'_1, x) \land \forall z \forall \pi_2((x, \pi_2, z) \land R(\rho_1, \pi_2) \rightarrow \exists u \exists y \exists \pi_3(\ell(y, u) \land (u, \pi_3, y) \land R(\pi_2, \pi_3) \land \theta_2(y, \pi_3)) \right).
\]

Thus, variable \( x \) in the previous formula can only be witnessed in \( c_2 \). Then for every node \( z \) and every path \( \rho_2 \) that goes from \( c_2 \) to \( z \) in \( G \) and is in the relationship \( R \) to \( \rho_1 \) the following holds:

- \( z \) has an outgoing edge labeled \( \ell \) to a node \( u \);
- there is a node \( y \) such that there is a path \( \rho_2 \) from \( u \) to \( y \) that is in the relationship \( R \) to \( \rho_2 \); and
- \( G \models \theta_2(y, \rho_3) \), in particular, \( G \models \exists x \ell(y, x) \).

Notice that there is a unique node \( z \) in \( G \) such that \( G \models \exists \pi_2(c_2, \pi_2, z) \land R(\rho_1, \pi_2) \).

This node is precisely \( c'_2 \) and \( \pi_2 \) is any path \( \rho_2 \) from \( c_2 \) into \( c'_2 \) that encodes precisely the same binary string \( \bar{w} \) as \( \rho_1 \). The reason is that since \( R(\rho_1, \rho_2) \) holds, \( \rho_2 \) must encode the same binary string as \( \rho_1 \). Further, \( \rho_2 \) does not mention the letter \( \ell \), and hence it can only be witnessed in \( G \) inside \( G_2 \). Moreover, \( \rho_2 \) has the same length as \( \rho_1 \), and, thus, its last node can only be \( c'_2 \). Since \( \rho_2 \) goes from \( c_2 \) into \( c'_2 \) it encodes a proper annotation of the variables \( x_1 \) over \( \bar{w} \).

Hence for every path \( \rho_2 \) that encodes a proper annotation of \( x_1 \) over \( \bar{w} \), there is a path \( \rho_3 \) that starts in \( c_3 \) and that is in the relationship \( R \) to \( \pi_2 \). Thus, for the same reasons given in the previous paragraph, \( \rho_3 \) goes from \( c_3 \) into \( c'_3 \) inside \( G_3 \), and it encodes the same binary annotation of \( x_1 \) over \( \bar{w} \) than \( \rho_2 \), but this time extended with a proper annotation of \( y_1 \).

Summing up, we have that for every proper annotation \( x_1 \) over \( \bar{w} \) there exists a proper annotation of \( y_1 \) over \( \bar{w} \), encoded by path \( \rho_3 \), such that \( G \models \theta_2(c'_3, \rho_3) \). By continuing this process iteratively, we can conclude that for every proper annotation of \( x_1 \) over \( \bar{w} \) there exists a proper annotation of \( y_1 \) over \( \bar{w} \), such that ... for every annotation of \( x_k \) over \( \bar{w} \) there exists a proper annotation of \( y_k \) over \( \bar{w} \), and that this final annotation of a string is encoded in the path \( \rho_{2k+1} \) that witnesses the variable \( \pi_{2k+1} \) in \( G \). But by following essentially the same arguments used above, one can show that \( \pi_{2k+1} \) can only be witnessed in \( G \) by a path \( \rho_{2k+1} \) that goes from \( c_{2k+1} \) into \( c'_{2k+1} \) in \( G_{2k+1} \). This path must encode a valid annotation of \( \bar{w} \) that satisfies \( \Psi \). Therefore, we conclude that \( \Psi \) satisfies \( \Psi \).

The opposite direction, that is, that \( G \models \varphi_k \) follows from the fact that \( \varphi \) is satisfiable in the class of \( \sigma \)-structures, can be proved with a similar argument. \( \square \)

We know of course that the containment problem is undecidable for ECRPQ\(^{-}\)s, and thus for ECRPQ\(^{-}\) queries. We remark that even a simpler satisfiability problem, asking whether for a Boolean ECRPQ\(^{-}\) query \( \varphi \) there is a graph database \( G \) such that
8.2. Adding non-regular relations

A well-known class viewed as a natural extension of regular relations is the class of rational relations. Binary rational relations can be viewed as sets of pairs \((s, s')\) of strings over \(\Sigma\) such that \(s'\) is a possible output of a nondeterministic transducer on \(s\).

However, a standard PCP reduction shows the following:

**Proposition 8.4.** If rational relations are allowed in place of regular relations in ECRPQs, then the query evaluation problem becomes undecidable.

**Proof.** We reduce from the following version of the correspondence problem, which is known as PCP. Given two equally long ordered lists \(a_1, a_2, \ldots, a_n\) and \(b_1, b_2, \ldots, b_n\) of strings over alphabet \(\Sigma\), decide whether there exists a sequence of indices \(i_1, i_2, \ldots, i_k\) such that \(1 \leq i_j \leq n\) (\(1 \leq j \leq k\)) and \(a_{i_1}a_{i_2} \cdots a_{i_k} = b_{i_1}b_{i_2} \cdots b_{i_k}\).

Assume without loss of generality that \(\Sigma\) is disjoint from \(\mathbb{N}\). Corresponding to every input \(a_1, a_2, \ldots, a_n\) and \(b_1, b_2, \ldots, b_n\) of PCP over alphabet \(\Sigma\), we define the following:

- An alphabet \(\Sigma(n) := \Sigma \cup \{1, 2, \ldots, n\}\);
- a regular language \(R_{a,n} := \{a_i \cdot i \}^*\);
- a regular language \(R_{b,n} := \{b_j \cdot j \}^*\);
- for each \(\Sigma' \subseteq \Sigma(n)\), a binary rational relation \(R_{\Sigma'}\) that contains all pairs \((w_1, w_2)\) of strings over \(\Sigma(n)\) such that \(w_1\) is precisely the restriction to the alphabet \(\Sigma'\) of the string \(w_2\).

We now define a Boolean ECRPQ \(Q\), that makes use of rational relations over alphabet \(\Sigma(n)\), as follows:

\[
\text{Ans}(w) \leftarrow \bigwedge_{1 \leq i \leq 4} (x_i, \pi_1, y_i), R_{a,n}(\pi_1), R_{b,n}(\pi_2), R_{\{1,2,\ldots,n\}}(\pi_3, \pi_1),
\]

\[
R_{\{1,2,\ldots,n\}}(\pi_4, \pi_2), \pi_4 = \pi_3, R_\Sigma(\pi_5, \pi_1), R_\Sigma(\pi_6, \pi_2), \pi_5 = \pi_6,
\]

and a graph \(G\), that is exactly the graph \(G_\Sigma^{\Sigma(n)}\) that is used in the proof of the hardness part of Theorem 6.3. That is, for each node \(v \in G_\Sigma^{\Sigma(n)}\) and string \(w \in \Sigma(n)\), there is a path \(\rho \in G_\Sigma^{\Sigma(n)}\) that starts at \(v\) and such that \(\lambda(\rho) = w\).

It is now straightforward to prove that \(G \models Q\) iff there is a solution for the PCP problem for the given input. This shows that the problem of query evaluation for ECRPQs that make use of rational relations is undecidable. \(\square\)

Hence, we need to work with weaker extensions. We now look at two such examples.

**Linear constraints on the number of occurrences of events.** It is common to have preferences for one event over another when querying graph databases. For example, when planning an itinerary from London to Sydney, a Singaporean might want to find a sequence of flights with Singapore Airlines for at least 80% of the entire journey duration. In this case, only the ratio on the number of occurrences of events matter, not the order in which they occur. We will now extend ECRPQs with linear constraints on the number of occurrences of events. Suppose that we deal with graph databases over the alphabet \(\Sigma = \{a_1, \ldots, a_k\}\). Then, ECRPQs with linear constraints...
on the number of occurrences of events are of the form:

\[ \text{Ans}(\bar{z}, \bar{x}) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq t} R_j(\bar{w}_j), \ A\ell \geq \mathbf{b}, \]  

(7)

where \( \text{Ans}(\bar{z}, \bar{x}) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq t} R_j(\bar{w}_j) \) is a ECRPQ as in (2), and

- \( A \) is a \( h \times (k : m) \) matrix over \( \mathbb{Z} \), for some \( h > 0 \);
- \( \mathbf{b} \) is a vector in \( \mathbb{Z}^h \); and
- \( \ell = (\ell_{1,1}, \ldots, \ell_{1,k}, \ldots, \ell_{m,1}, \ldots, \ell_{m,k}) \).

The semantics is extended as follows: each \( \ell_{i,j} (1 \leq i \leq m \text{ and } 1 \leq j \leq k) \) is interpreted as the number of occurrences of event (symbol) \( a_j \) in the path \( \pi_i \). The last clause of the query is true if \( A\ell \geq \mathbf{b} \) under this interpretation. In an analogous way we define the class of CRPQs with linear constraints on the number of occurrences of events.

Before proving our main results on CRPQs and ECRPQs extended with linear constraints on the number of occurrences of events, let us first revisit the above example on finding an itinerary from London to Sydney with Singapore Airlines for 80% of the entire journey duration. One way to achieve this is to represent a graph database of flights in such a way that each \( a_i \)-labeled edge constitutes a small fixed fraction (e.g., 10 minutes) of a flight with the airline \( a_j \). If our graph database has cities as nodes and “full” flights as edges, we could introduce “intermediate” nodes and edges to indicate time information. In fact, supposing that \( a_1 \) indicates flights with Singapore Airlines, we could replace \( a_2, \ldots, a_k \) with the event label \( a_2 \) to indicate “flights with airlines other than Singapore Airlines”. The desired query is expressible as a CRPQ with linear constraints on the number of occurrences of events as follows:

\[ \text{Ans()} \leftarrow (\text{London, } \pi_1, \text{Sydney}), (a_1 - 4a_2 \geq 0). \]  

**Theorem 8.5.**

- The combined complexity of ECRPQs with linear constraints on the number of occurrences of events is \( \text{PSPACE}\)-complete.
- The combined complexity of CRPQs with linear constraints on the number of occurrences of events is \( \text{NP}\)-complete.
- For both classes of queries, data complexity is in \( \text{NLOGSPACE} \).

Thus, from the point of view of overall complexity, adding comparisons on the number of occurrences of events is free, as it does not increase the complexity of ECRPQs and CRPQs.

**Proof.** We start by proving the second part of the theorem. To this end, we need the notion of Parikh images of string languages. Fix an ordering of the alphabet \( \Sigma = \{a_1, \ldots, a_k\} \) of the language under consideration, say, \( a_1 < \ldots < a_k \). Given a string \( w \) over \( \Sigma \), the **Parikh image** \( \text{par}(w) \) of \( w \) is a tuple \((|w|_{a_1}, \ldots, |w|_{a_k}) \in \mathbb{N}^k \), where \( |w|_{a_i} \) counts the number of occurrences of \( a_i \) in the string \( w \). The **Parikh image of a language** \( L \) over \( \Sigma \) is simply the set \( L_{\text{par}} := \{\text{par}(w) : w \in L\} \subseteq \mathbb{N}^k \). We will also use the linear time translation by Verma et al. [2005] from a given NFA \( \mathcal{A} \) to an existential Presburger formula \( \varphi_{\mathcal{A}}(x_1, \ldots, x_k) \) capturing the Parikh image of the language \( L \) of \( \mathcal{A} \), i.e., for each tuple \( n \in \mathbb{N}^k \) it is the case that \( n \in L_{\text{par}} \) iff the formula \( \varphi_{\mathcal{A}}(n) \) holds.

Let us assume that the input consists of a formula \( \varphi \) of the form

\[ \text{Ans}(\bar{z}, \bar{x}) \leftarrow \bigwedge_{i=1}^m (x_i, \pi_i, y_i), \bigwedge_{r=1}^t L_r(\omega_r), \ A\ell \geq \mathbf{b}, \]  

where \( A \) is a \( h \times (k : m) \) matrix over \( \mathbb{Z} \), for some \( h > 0 \);
- \( \mathbf{b} \) is a vector in \( \mathbb{Z}^h \); and
- \( \ell = (\ell_{1,1}, \ldots, \ell_{1,k}, \ldots, \ell_{m,1}, \ldots, \ell_{m,k}) \).

The semantics is extended as follows: each \( \ell_{i,j} (1 \leq i \leq m \text{ and } 1 \leq j \leq k) \) is interpreted as the number of occurrences of event (symbol) \( a_j \) in the path \( \pi_i \). The last clause of the query is true if \( A\ell \geq \mathbf{b} \) under this interpretation. In an analogous way we define the class of CRPQs with linear constraints on the number of occurrences of events.

Before proving our main results on CRPQs and ECRPQs extended with linear constraints on the number of occurrences of events, let us first revisit the above example on finding an itinerary from London to Sydney with Singapore Airlines for 80% of the entire journey duration. One way to achieve this is to represent a graph database of flights in such a way that each \( a_i \)-labeled edge constitutes a small fixed fraction (e.g., 10 minutes) of a flight with the airline \( a_j \). If our graph database has cities as nodes and “full” flights as edges, we could introduce “intermediate” nodes and edges to indicate time information. In fact, supposing that \( a_1 \) indicates flights with Singapore Airlines, we could replace \( a_2, \ldots, a_k \) with the event label \( a_2 \) to indicate “flights with airlines other than Singapore Airlines”. The desired query is expressible as a CRPQ with linear constraints on the number of occurrences of events as follows:

\[ \text{Ans()} \leftarrow (\text{London, } \pi_1, \text{Sydney}), (a_1 - 4a_2 \geq 0). \]  

**Theorem 8.5.**

- The combined complexity of ECRPQs with linear constraints on the number of occurrences of events is \( \text{PSPACE}\)-complete.
- The combined complexity of CRPQs with linear constraints on the number of occurrences of events is \( \text{NP}\)-complete.
- For both classes of queries, data complexity is in \( \text{NLOGSPACE} \).

Thus, from the point of view of overall complexity, adding comparisons on the number of occurrences of events is free, as it does not increase the complexity of ECRPQs and CRPQs.

**Proof.** We start by proving the second part of the theorem. To this end, we need the notion of Parikh images of string languages. Fix an ordering of the alphabet \( \Sigma = \{a_1, \ldots, a_k\} \) of the language under consideration, say, \( a_1 < \ldots < a_k \). Given a string \( w \) over \( \Sigma \), the **Parikh image** \( \text{par}(w) \) of \( w \) is a tuple \((|w|_{a_1}, \ldots, |w|_{a_k}) \in \mathbb{N}^k \), where \( |w|_{a_i} \) counts the number of occurrences of \( a_i \) in the string \( w \). The **Parikh image of a language** \( L \) over \( \Sigma \) is simply the set \( L_{\text{par}} := \{\text{par}(w) : w \in L\} \subseteq \mathbb{N}^k \). We will also use the linear time translation by Verma et al. [2005] from a given NFA \( \mathcal{A} \) to an existential Presburger formula \( \varphi_{\mathcal{A}}(x_1, \ldots, x_k) \) capturing the Parikh image of the language \( L \) of \( \mathcal{A} \), i.e., for each tuple \( n \in \mathbb{N}^k \) it is the case that \( n \in L_{\text{par}} \) iff the formula \( \varphi_{\mathcal{A}}(n) \) holds.

Let us assume that the input consists of a formula \( \varphi \) of the form

\[ \text{Ans}(\bar{z}, \bar{x}) \leftarrow \bigwedge_{i=1}^m (x_i, \pi_i, y_i), \bigwedge_{r=1}^t L_r(\omega_r), \ A\ell \geq \mathbf{b}, \]  

where \( A \) is a \( h \times (k : m) \) matrix over \( \mathbb{Z} \), for some \( h > 0 \);
- \( \mathbf{b} \) is a vector in \( \mathbb{Z}^h \); and
- \( \ell = (\ell_{1,1}, \ldots, \ell_{1,k}, \ldots, \ell_{m,1}, \ldots, \ell_{m,k}) \).

The semantics is extended as follows: each \( \ell_{i,j} (1 \leq i \leq m \text{ and } 1 \leq j \leq k) \) is interpreted as the number of occurrences of event (symbol) \( a_j \) in the path \( \pi_i \). The last clause of the query is true if \( A\ell \geq \mathbf{b} \) under this interpretation. In an analogous way we define the class of CRPQs with linear constraints on the number of occurrences of events.
a graph database $G$ over the alphabet $\Sigma = \{a_1, \ldots, a_k\}$, and a mapping $\nu$ from node variables $z$ to nodes in $G$, and path variables $\chi$ to paths in $G$. An NP procedure $M$ for checking whether $(\nu(z), \nu(\chi)) \in \varphi(G)$ works as follows. First, $M$ guesses an assignment $\sigma$ to the node variables $x_i$ and $y_i$, while making sure that $\sigma$ agrees with $\nu$. It then constructs in polynomial time an existential Presburger formula $\psi$ with free variables $X = \{x_{i,j}\}_{1 \leq i \leq m, 1 \leq j \leq k}$ such that, for any mapping $\alpha : X \rightarrow \mathbb{N}$, it is the case that $\psi$ is true under $\alpha$ iff $(\nu(z), \nu(\chi)) \in \varphi(G)$ under the assignment $(\sigma, \mu)$, where $\mu$ is some assignment of path variables $\pi_i$’s to paths $\rho_i$ such that $|\rho_i|_{\alpha_j} = \alpha(x_{i,j})$ for each $j = 1, \ldots, k$. Since checking satisfaction of existential Presburger formulas can itself be done by an NP procedure (e.g. see [Scarpellini 1984]), this will prove that the procedure $M$ is an NP procedure. It remains to give the construction of $\psi$.

Without loss of generality, we assume that $m = t$, i.e., each $\pi_i$ appears in the big conjunction $\bigwedge_{r=1}^t L_r(\omega_r)$. That way, we may rewrite $\bigwedge_{r=1}^m L_r(\pi_r)$ as $\bigwedge_{i=1}^m L_i(\pi_i)$. For each $i = 1, \ldots, m$, the procedure $M$ considers whether $\pi_i$ appears in $\chi$. If it does, then it checks in polynomial time that $\sigma(x_i)$ reaches $\sigma(x')$ under the path $\nu(\pi_i)$, and that $\nu(\pi_i) \in L_i$. If the check is not successful, $M$ rejects. If this check is successful, for each $j = 1, \ldots, k$, the variable $\ell_{i,j}$ in $\ell$ is replaced by the number $|\nu(\pi_i)|_{\alpha_j}$ of times $a_j$ appears in $\nu(\pi_i)$. In the case when $\pi_i$ does not appear in $\chi$, the procedure $M$ applies the linear-time translation of Verma et al. [2005] on the NFA $A_i$ obtained via the standard product construction on the graph $G$ construed as an NFA with initial state $\sigma(x_i)$ and final state $\sigma(x'_i)$ and the NFA for $L_i$ yielding an existential Presburger formula $\varphi_i(\ell_{i,1}, \ldots, \ell_{i,k})$ capturing the Parikh image of $A_i$. The desired formula is

$$\exists \ell \left( \bigwedge_{i=1}^m \varphi_i(\ell_{i,1}, \ldots, \ell_{i,k}) \land A \ell \geq b \right).$$

Notice that this formula is of size polynomial in the size of the input. This completes the proof of the second part of the theorem.

In order to prove the first and third parts of the theorem, we will use the notion of reversal-bounded counter automata. A $k$-counter automaton over the alphabet $\Sigma$ is a tuple $A = (Q, X, \Sigma, \delta, q_0, q_F)$ where

— $Q$ is a finite set of control states,
— $X = \{x_1, \ldots, x_k\}$ is a set of $k$ counter variables,
— $q_0 \in Q$ is an initial state,
— $q_F \in Q$ is a final state, and
— $\delta$ is a finite subset of $(Q \times \text{Cons}_{X}) \times \Sigma \times (Q \times \{-1, 0, 1\})^k$, where $\Sigma := \Sigma \cup \{\ell\}$ and $\text{Cons}_{X}$ is the set of “counter tests” of the form $\bigwedge_{i=1}^k x_i \sim_i 0$, where $\sim_i \in \{=, >\}$ for each $i = 1, \ldots, k$.

A configuration of $A$ is a tuple of the form $(q, v) \in Q \times \mathbb{N}^k$, which indicates the state $A$ is in and the values of the $k$ counters. A run $\sigma$ of $A$ is a sequence of configurations

$$(q_0, v_0) \rightarrow_{a_1} \cdots \rightarrow_{a_n} (q_n, v_n)$$

where

— each $q_i \in Q$, and $q_0$ is the initial state,
— $v_0 = 0$, and
— for each $i = 0, \ldots, n - 1$, there exists a transition

$$(q_i, \varphi(\ell), a_i, q_{i+1}, u)$$

such that $\varphi(v_i)$ holds and $v_{i+1} = v_i + u$.  
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The run $\sigma$ is accepting if $q_n$ is the final state $q_F$. In this case, we say that the string $a_1 \ldots a_n$ is accepted by $A$. The language $L(A)$ of $A$ is the set of strings accepted by $A$. For each $r \in \mathbb{N}$, the run $\sigma$ is said to be $r$-reversal-bounded if, for each counter $x_i$, the number of reversals between non-incrementing and non-decrementing modes of the value of $x_i$ in $\sigma$ is at most $r$. For example, if the value of $x_i$ in $\sigma$ is $0, 1, 1, 2, 3, 4, 4, 3, 2, 3$, then the number of reversals of $x$ is $2$ (reversals occur in between the overlined positions).

An $r$-reversal $k$-counter automaton over $\Sigma$ is a tuple $(A, r)$, where $A$ is a $k$-counter automaton over $\Sigma$. The language of $(A, r)$ is simply the set of strings accepted by $A$ with a witnessing run that is $r$-reversal-bounded. When $r$ is understood, we simply refer to $(A, r)$ as $A$.

We proceed to the proof of the first and third parts of the theorem. Suppose that the input consists of a query $\varphi$

$$
\text{Ans}(\bar{z}, \bar{\chi}) \leftarrow \bigwedge_{i=1}^{m}(x_i, \pi_i, x_i'), \bigwedge_{1 \leq j \leq t} R_j(\bar{\omega}_j), A^f \geq b,
$$

a graph database $G$ over $\Sigma = \{a_1, \ldots, a_k\}$, and a mapping $\nu$ from node variables $\bar{z}$ to nodes in $G$, and path variables $\bar{\chi}$ to paths in $G$. We proceed by proving a technical lemma stating a “small model property” of the query $\varphi$.

**Lemma 8.6.** If $(\nu(\bar{z}), \nu(\bar{\chi})) \in \varphi(G)$, then there exists a satisfying assignment of path variables in $\{\bar{\omega}_j\}_{j=1}^t$ of length at most polynomial in $|G| + |\varphi|$ and exponential in $|\varphi|$.

We first show how the first and third parts of the theorem follow from this technical lemma. It suffices to give a nondeterministic polynomial (respectively, logarithmic) space Turing machine $M$ for combined (respectively, data) complexity. Initially, the Turing machine $M$ guesses an assignment $\sigma$ to the node variables, while making sure that $\sigma$ is consistent with $\nu$. Note that $|\sigma| = O(m \log(|G|)) = O(|\varphi| \log(|G|))$ since the nodes in the graphs can be named as numbers written in binary (and so requires only $\log(|G|)$ many bits). The machine $M$ now proceeds to the stage of simultaneously guessing the paths $\{\pi_i\}_{i=1}^m$. To do so, it will “nondeterministically walk through” the graph $G$ (from different starting nodes simultaneously) and the NFAs $\{R_j\}_{j=1}^t$. The machine $M$ has a variable $v_i$ stored on its working tape to remember the “current” node in the path $\pi_i$, initially setting $v_i$ to be $\sigma(x_i)$. Likewise, $M$ has a variable $u_j$ to remember the current state of the NFA $R_j$, initially setting $u_j$ to be the initial state of $R_j$. Additionally, we need to keep track of the following information:

- For each path variable $\pi$ and each symbol $a \in \Sigma$, how many $a$’s have been seen so far in $\pi$.
- The number of input letters that have been read so far.

Walking through this graph and the NFAs is simple; at each iteration stage, we nondeterministically guess a letter in $\Sigma^m$ while making sure that they are consistent with the path assignments in $\nu$, which can be easily done since $M$ keeps track of the number of input letters that have been read so far. After this, we guess the next move for each NFA and the graph $G$ while incrementing the counters appropriately. The simulation stops if any one of the following conditions is satisfied:

1. The number of input letters that have been guessed reaches the maximum limit given by the above lemma.
2. Each variable $v_i$ is set to $\sigma(x'_i)$, each variable $u_j$ is set to the final state of the NFA $R_j$, and the linear constraints evaluated against the variables as recorded in the counters are satisfied.
In the first case, the input formula is false. In the second case, the input formula is true. Since numbers can be represented in binary in the work tape of the Turing machine, this simulation takes space polynomial in $|\varphi|$, and logarithmic in $|G| + |\nu|$. This completes the proof of the first and third parts of the theorem.

We now proceed to the proof of the above technical lemma. Suppose that $(\nu(z), \nu(y)) \in \varphi(G)$, where the ground node variables in $\varphi$ are satisfied by the node valuation $\sigma$. Suppose $\varphi'$ is obtained by dropping the linear constraints $A\ell \geq b$ from $\varphi$. We have shown in the proof of Theorem 6.3 that there exists an NFA $A = (Q, (\Sigma_\perp)^m, \Delta, q_0, q_F)$ capturing $\varphi'(G)$ whose number of states is polynomial in $|G| + |\nu|$ and exponential in $|\varphi'|$. Since the query $\varphi$ has counting constraints, we modify the construction of the automaton $A$ by introducing an unbounded counter $x_{i,j}$ (for each $i = 1, \ldots, m$ and $j = 1, \ldots, k$) for counting the numbers of occurrences of the letter $a_i$ in the path $p_i$ as the NFA $A'$ traverses the input strings $\bar{p} = \rho_1 \otimes \cdots \otimes \rho_m$ over the alphabet $(\Sigma_\perp)^m$ instantiating the path variables $\varphi = (\pi_1, \ldots, \pi_m)$. Note that, in doing so, we do not introduce extra states in $A$; we merely add appropriate counter increments in the original transition relation $\Delta$ in $A$. If we use non-succinct counter automaton representation, the modified transition relation will be of size at most $|\Delta| \times 2^{m+k} \leq |A| \times 2^{m+k}$.

After the entire input string has been fully read and $q_F$ is reached, we need to additionally ensure that $A\ell \geq b$ is satisfied. To this end, let us assume that $q_F$ is a “dead end”, i.e., has no outgoing transition in $\Delta$. Bringing each summand with negative coefficient to the left hand side of the inequality ensures that each summand in the system of inequalities has a positive coefficient. Let us now add to $A$ an extra counter for each side of each inequality, i.e., a total of $2h$ extra counters $y_1, \ldots, y_h$ and $y_1', \ldots, y_h'$ for, respectively, left and right sides of the inequalities. From $q_F$, the automaton $A$ will start decrementing each of the $x_{r,j}$ until all of them are zero. Additionally, while decrementing the counter $x_{i,j}$ by one, for each $r = 1, \ldots, h$ the automaton $A$ adds the absolute value of $A[r, i \times j]$ (i.e. the coefficient of the variable $\ell_{i,j}$ in the $r$th inequality counting the number of occurrences of event $a_i$ in $p_i$) to the new counter $y_r$ or $y'_r$ depending whether or not $A[r, i \times j]$ is positive. Likewise, we need to add the absolute value of $b_r$ to either $y_r$ or $y'_r$ depending whether or not $b_r$ is positive. After all of the $x_{i,j}$ counters have been decremented to zero, we make sure that $y_r \geq y'_r$ holds for each $r = 1, \ldots, h$ by stepping through each pair $y_r$ and $y'_r$ of variables and decrementing $y_r$ and $y'_r$ at the same time making sure at the end we have $y'_r = 0 \land y_r = 0$ or $y'_r = 0 \land y_r > 0$. Notice that the resulting non-succinct counter automaton $A$ is 1-reversal-bounded (i.e. all runs of $A$ are 1-reversal-bounded) and has $2h + mk$ counters. Furthermore, since we assume a binary representation of numbers in the matrix $A$ and vector $b$, the number of states in $A$ is polynomial in $|G| + |\nu|$ and exponential in the size $|\varphi|$ of the input query $\varphi$.

We now make use of the following result related to the Parikh images of non-succinct reversal-bounded counter automata from [To 2010]:

**Proposition 8.7.** Given an $r$-reversal-bounded $k$-counter automaton $B$ with $n$ states over an alphabet of size $m$, the Parikh image of its language can be represented as a disjunction of existential Presburger formulas each of size polynomial in $r + k + m + \log(n)$ with at most $O(rk + m)$ variables.

In this proposition, the (in)equalities inside the Presburger formulas allow arbitrarily many summands on both sides of the (in)equalities, which each summand allows multiplication by an integer constant represented in binary. This proposition is a paraphrase of [To 2010, Proposition 7.5.2], where integer constants are represented in unary. For the sake of completeness, we provide a proof in the appendix. Now, applying this proposition on the counter automaton $A$ that we just constructed, it follows that the Parikh image of the language $L$ of $A$ can be represented as a disjunction of existential Presburger formulas each of size polynomial in $2h + mk + |\varphi| \log(|G| + |\nu|)$.
with at most $O(2h + mk)$ variables. Scarpellini [Scarpellini 1984, Theorem 6 (a)] proved that a satisfiable existential Presburger formula $θ$ with $c$ variables has solutions where each variable is assigned a number that is exponential in $|θ|$ and in $c$. Using this result, it follows that if the Parikh image of $L$ is nonempty, then it contains a tuple $ar{n} = (n_1, \ldots, n_m)$ with each $n_i = \{n_{i,1}, \ldots, n_{i,k}\}$ and each $n_{i,j}$ is polynomial in $|G| + |ν|$ and exponential in $|φ|$. Note that $\sum_{j=1}^{k} n_{i,j}$ equals the length of the path assignment in $Σ^*$ for the path variable $π_i$, witnessing the tuple $\bar{n}$ in the Parikh image of $L$. Therefore, the above lemma immediately follows. □

Theorem 8.5 shows that comparisons on the number of occurrences of events can be added “for free” to ECRPQs, at least in terms of the complexity of query evaluation. A natural question at this point is whether this is also true for the class ECRPQ$^-$. That is, can linear constraints on the number of occurrences of events be added to ECRPQ$^-$ without making query evaluation more expensive? We provide next a strong negative answer to this question. Indeed, we show in Theorem 8.8 that the problem of query evaluation for the class ECRPQ$^-$, extended with a very light form of counting the number of occurrences of events, becomes undecidable. Recall that Theorem 8.1 states, on the other hand, that query evaluation for the class ECRPQ$^-$ is decidable.

**Linear constraints on lengths of paths.** One important application of ECRPQs with linear constraints on the number of occurrences of events is for comparing path lengths. We define a class of CRPQs with linear constraints on lengths of paths as

$$\text{Ans}(\bar{z}, \bar{χ}) = \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq t} L_j(ω_j), \mathbf{A}^\ell \geq \mathbf{b},$$

where $\text{Ans}(\bar{z}, \bar{χ}) = \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq t} L_j(ω_j)$ is a CRPQ as in (1), and

- $\mathbf{A}$ is a $k \times m$ matrix over $\mathbb{Z}$, for some $k > 0$;
- $\mathbf{b}$ is a vector in $\mathbb{Z}^k$; and
- $\ell = (ℓ_1, \ldots, ℓ_m)$.

The semantics is extended as follows: each $ℓ_i$ is interpreted as the length of the path $π_i$, for $i \leq m$. The last clause of the query is true if $\mathbf{A}^\ell \geq \mathbf{b}$ under this interpretation. That is, we extend CRPQs with the ability to add $k > 0$ linear constraints on lengths of paths. Observe that the length of a path $ρ$ in a graph database over the alphabet $Σ = \{a_1, \ldots, a_k\}$ coincides with the sum $\sum_{j=1}^{k} |ρ|_a_j$. This implies that ECRPQs with linear constraints on lengths of paths can be easily expressed as ECRPQs with linear constraints on the number of occurrences of events, but the contrary is not true. Hence the former class of queries can be considered to be a proper restriction of the latter.

In the same way that ECRPQs were extended with negation in Section 8.1, we can add negation to the class of ECRPQs with linear constraints on the lengths of paths. We omit the definition of such an extension for the sake of simplicity, but both the syntax and the semantics can be easily obtained from the corresponding syntax and semantics of the following classes of queries: ECRPQs with linear constraints on the lengths of paths and ECRPQ$^-$. We shall conclude this section by showing that adding both negation and linear constraints on path lengths to ECRPQs yields undecidability, therefore showing the tightness of the extensions that we obtained earlier in this section. In fact, undecidability holds for a fixed formula in this extended query language.

**Theorem 8.8.** There exists a fixed and Boolean ECRPQ query $φ$ with negation and linear constraints on lengths of paths, such that it is undecidable to check whether $φ$ holds in a graph database $G$. 
Proof. The reduction is from the acceptance problem for a fixed and deterministic Turing machine (TM). Suppose that the fixed TM is $M = (\Sigma, \Gamma, Q, \delta, q_0, q_F)$, where $\Sigma = \{0, 1\}$ is the input alphabet, $\Gamma = \Sigma \cup \{B\}$ is the tape alphabet consisting of the input alphabet and the blank symbol B, $Q$ is a finite set of control states, $q_0 \in Q$ (resp. $q_F \in Q$) is the initial (resp. final) state, and $\delta : Q \times \Gamma \to (Q \times \Gamma \times D)$ is the transition function where $D = \{L, R\}$ indicates the direction of the movement of the head of the TM (L for left and R for right). We assume without loss of generality that $q_0 \neq q_F$.

A configuration $C$ of $M$ is a string in the regular language $\Sigma^*Q\Sigma^*B^*$. For convenience, a configuration $vqwB \cdots B$, where $v, w \in \Sigma^*$ and $q \in Q$, may be thought of as follows. The tape of $M$ contains the word $vw$ and the head of $M$ is scanning the last letter of $v$ in state $q$. The length of $C$ is the number of symbols in $C$ that are not in $Q$. A sequence of configurations of $M$ representing a computation of $M$ on an input word $w \in \Sigma^*$ can then be represented as a string of the form $\pi = C_1\#_1\#_2\cdots\#_{\gamma_m}C_m$, where each $\#_i$ is a delimiter symbol with $\gamma_i \in \{L, R\}$, $C_i = q_0wB^*$, the initial configuration of length $n = |w| + k$ (for some $k \geq 0$ depending on $w$), $C_m$ is $q_FB^n$, the final configuration of length $n$ (we assume that on acceptance the tape content is erased), and each $C_i$ is a configuration of $M$ of length $n$. Since the number $k$ is existentially quantified, imposing a space upper bound on the tape of the TM of size $k$ is not a limitation. As we will soon see, the subscript $\gamma_i$ (i.e. left/right) for a delimiter symbol is used to indicate the direction of the movement of the head of the TM. In particular, given a substring $C_i\#_iC_{i+1}$ of $\pi$, we shall use $\gamma_i$ to indicate that the position of the head of the TM in $C_{i+1}$ has moved in the direction $\gamma_i$ with respect to the head of the TM in $C_i$. In the following, we use the symbol $\#$ as an abbreviation (or macro) for the regular expression $(\#_L + \#_R)$.

We now proceed with the reduction. The input to the problem is a string $w \in \{0, 1\}^*$ and the problem is to check whether $w$ is accepted by $M$. We construct a graph $G$ over the alphabet $\Gamma \cup Q \cup \{\#_L, \#_R\}$ and a fixed formula $\varphi$ such that $w$ is in the language of $M$ if and only if $G \models \varphi$. The main trick for the reduction is to "hardwire" $w$ into the graph $G$ and make the formula $\varphi$ guess an accepting computation $\pi$ of $M$ on $w$. Notice that such a computation is a string in the regular language generated by the regular expression

$$E := q_0wB^*\#(\Sigma^*Q\Sigma^*B^*\#)^*q_FB^*.$$  

We will embed $E$ (construed as an NFA) into $G$ as a subgraph with distinguished nodes. In addition to checking that the guessed computation $\pi$ is in $L(E)$, we also need to check that each configuration in $\pi$ has the same length $n$. This can be expressed in the fixed formula $\varphi$ as follows:

1. Let $v_0$ be the longest prefix of $\pi$ of the form $q_0\Sigma^*B^*$. (This will ensure that $v_0$ coincides with the first configuration in $\pi$ before any occurrence of the symbol $\#$. This requires at least three path quantifiers which alternate).

2. Assert that the last configuration $C_{i+1}$ is of length $|v_0|$: if $v$ is the longest prefix of $\pi$ with $\#$ as the last symbol, then $|\pi| - |v| = |v_0|$. (Length $|v_0|$ must be $|w|$).

3. Assert that each intermediate configuration is of length $|v_0|$: for each pair of prefixes $v \prec v'$ of $\pi$ both ending with the symbol $\#$ such that there is precisely one occurrence of the symbol $\#_i$ in the convolution $v \otimes v'$, it is the case that $|v'| - |v| - 1 = |v_0|$. (Length $|v_0|$ must be $|w|$).

4. Assert that for each substring $C_i\#_iC'$ of $\pi$, where $C, C'$ are configurations of $M$, it is the case that the head position in $C'$ is one position to the left/right of the head position in $C$ and agrees with $\gamma_i$. To this end, we universally guess two prefixes $v \prec v'$ of $\pi$ such that (i) $v$ ends with $\#_i$, (ii) the convolution $v \otimes v'$ has precisely one symbol of the form $\#_i$ and (iii) the smallest prefix $v''$ of $\pi$ such that $v' \prec v''$
ends with the symbol # (i.e., the next letter after \( \nu' \) is a delimiter symbol). This means that \( \nu \) ends with \( C\#\), and the suffix of \( \nu' \) that comes after \( \nu \) represents the configuration \( C'\). We shall only show how to express this assertion for the case when the state symbol in \( C \) is not in the left/right-most cell of the tape leaving the reader to handle the exceptions as simple exercises. Let \( u \) and \( u' \) be the longest prefixes of \( \nu \) and \( \nu' \) ending in symbols in \( Q \). In the case when \( \gamma = L \), we assert that \(|u'| = |u| + |v_0| - 1 + 1 \) (note that there is the delimiter symbol #). In the case when \( \gamma = R \), we assert that \(|u'| = |u| + |v_0| + 2 \).

(5) Assert that for each substring \( C\#, C' \) of \( \pi \), where \( C, C' \) are configurations of \( A \), it is the case that the configuration \( C' \) follows from its previous configuration \( C \) (with respect to the transition function \( \delta \)). We first give the rough idea of how to assert this. Suppose that \( abqc \) (resp. \( a'b'q'c' \)) is a substring of \( C \) (resp. \( C' \)), where \( a, a', b, b', c, c' \in \Gamma \) and \( q, q' \in Q \) (of course, we also need to take into account some tedious exceptions, e.g., if \( C \) ends with a state symbol, then we may assume that \( c \) is the symbol #). Leaving the reader to handle the exceptions as exercises, we may assume that all \( a, b, c \) are in \( \Gamma \). Then, we will make the first assertion (A1): either \( \delta(q, b) = (q', c', L) \) and \( \gamma = L \) OR \( \delta(q, b) = (q', a', R) \) and \( \gamma = R \). The second assertion (A2) is that: other symbols in \( C \) must stay the same in \( C' \). The first assertion can be done by guessing two prefixes \( \nu \) and \( \nu' \) of \( \pi \), where \( \nu \) ends with \( C\#\), and \( \nu' \) ends with \( C' \), and constructing a fixed NFA running on the convolution \( v \otimes v' \), i.e., the NFA will need to remember the symbols \( abqc \) and \( a'b'q'c' \) in the finite control and check these against the transition function \( \delta \) as we previously described, while making sure of seeing precisely one occurrence of \( (\#, \#) \) (and no occurrence of \( (\#, \#) \)). The second assertion can be expressed in the same way as the previous item.

Correctness of our reduction is immediate. Observe also that the construction of the formula \( \varphi \) depends solely on the TM \( A \), which is not part of the input. Therefore, the constructed formula \( \varphi \) is fixed and takes constant time to compute. Notice also that the input string \( w \) is now part of the graph database \( G \).

9. COMPARISON WITH OTHER LANGUAGES

The language of ECRPQs was motivated by recent proposals of graph database queries that can compare and output paths. One of them is the language of \( \rho \)-queries [Anyanwu and Sheth 2003], which allows to specify and check properties based on specific semantic associations. It is not possible to directly compare the language of \( \rho \)-queries with the languages of ECRPQs, since the former is defined over a different data model (namely, RDF/S). However, at a high level we can see that ECRPQs have more flexibility when it comes to defining semantic associations among paths. In fact, we can make use of arbitrary regular relations, while \( \rho \)-queries are defined with respect to a predetermined set of similarity measures.

Several other navigational languages for path specifications can be found in the graph database and RDF literature. While many of these languages can check whether the label of a path belongs to a particular regular language, none of them have the facilities for comparing labels of different paths, which is a distinctive feature of the ECRPQs. An example is the language of nested regular expressions [Barceló et al. 2012], which forms the basis of the navigational RDF language nSPARQL [Pérez et al. 2010]. It is not hard to see that nested regular expressions and ECRPQs are incomparable in terms of their expressive power. In fact, while nested regular expressions permit

---

1 Recall that the TM is not part of the input.
complex branching patterns over graph-structured data that are inexpressible in the language of ECRPQs, even the simplest path comparisons are beyond reach for the language of nested regular expressions. The same is true for several other important navigational RDF languages, such as the language of SPARQL extended with regular expression patterns, PSPARQL [Alkhateeb et al. 2009], and its extended version with constraints, CPSPARQL [Alkhateeb et al. 2008].

While the usual RDF query language SPARQL provides limited navigational capabilities over the data, its more recent version, SPARQL 1.1, allows the specification of property paths. These are essentially regular expressions that specify pairs of nodes linked by a path whose label belongs to the expression. While SPARQL 1.1 can specify complex path expressions, in its current form it completely lacks operations for path comparisons. One of the goals of our work is to sufficiently advance the foundations of the query languages that compare paths, in order to draw a clear picture of what could and could not be implemented by the W3C (and others) in the future.

10. SUMMARY
The tables in Figure 1 give a summary of the complexity results; they also include, for comparison, known results on CQs and CRPQs in the first two columns of (a). We use the abbreviation NL for NL\textit{OGSPACE}; ‘c.’ means, of course, that the problem is complete for the class. In the case of data complexity, it means that the problem is in a given class for all queries, and can be hard for the class for some of them. In addition to these complexity results, our technical results also include algorithms for query evaluation and representation of paths in the output as well as results on query containment.
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A. PROOF OF PROPOSITION 3.2 FOR BOOLEAN QUERIES

The alphabet is $\Sigma = \{a, b, c, d\}$ and the query is

$$Q := Ans() \leftarrow \bigwedge_{1 \leq i \leq 3} (x_i, y_i, x_{i+1}, y_{i+1}),$$

$$\hspace{1cm} c(\pi_1), c(\pi_3), d(\pi_1^i), d(\pi_3^i), a^+(\pi_2), b^+(\pi_2'), e_l(\pi_2, \pi_2').$$

Given a $\Sigma$-labeled graph database $G$, this query asks whether there exist nodes $u, v, u', v' \in V$ such that:

(i). $v$ is reachable from $u$ in $G$ by a path $p_1$ labeled in $a^+$;

(ii). $v'$ is reachable from $u'$ in $G$ by a path $p_2$ labeled in $b^+$;

(iii). the length of $p_1$ equals the length of $p_2$;

(iv). there exists a $c$-labeled edge entering $u$ (resp. $v$) in $G$; and

(v). there exists a $d$-labeled edge leaving $u'$ (resp. $v'$) in $G$.

Assume, for the sake of contradiction, that there is CRPQ $Q'$ that is equivalent to $Q$; that is, $Q(G) = true \iff Q'(G) = true$ for every $\Sigma$-labeled graph database $G$. Further, suppose that $Q'$ is of the form $Ans() \leftarrow \bigwedge_{1 \leq i \leq 3} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq 3} L_j(\omega_j)$.

For each $n, p > 0$, let $G_{n, p}$ be the following $\Sigma$-labeled graph database. First, its set of nodes $V$ is

$$\{e_0, e_1, \ldots, e_n, e_{n+1}, f_0, f_1, \ldots, f_p, f_{p+1}\}.$$  

Second, there is an edge in $G$ from $e_j$ to $e_{j+1}$, for each $0 \leq j \leq n$, and from $f_j$ to $f_{j+1}$, for each $0 \leq j \leq p$. Third, the edges $(e_0, e_1)$ and $(e_n, e_{n+1})$ are labeled $c$, the edges $(f_0, f_1)$ and $(f_p, f_{p+1})$ are labeled $d$, each edge $(e_j, e_{j+1})$ is labeled $a$ ($1 \leq j \leq n$), and each edge $(f_j, f_{j+1})$ is labeled $b$ ($1 \leq j \leq p$). Clearly, $Q(G_{n, p}) = true$, for each $n > 1$, and, thus, by assumption, also $Q'(G_{n, p}) = true$.

We denote by $G_{n, p}^e$ and $G_{n, p}^f$ the subgraphs of $G_{n, p}$ induced by $\{e_0, e_1, \ldots, e_{n+1}\}$ and $\{f_0, f_1, \ldots, f_{p+1}\}$, respectively. Recall that $m$ and $t$ are, respectively, the number of atoms in the relational part of $Q$ and the number of regular languages used in $Q$. Let $S \subseteq \{1, \ldots, m\}$. We denote by $S_{reg}$ the subset of $\{1, \ldots, t\}$ that contains all those indexes $i$ such that $\omega_i = \pi_j$, for some $j \in S$. It is not hard to see that for each $S \subseteq \{1, \ldots, m\}$ there exist regular languages $R_S$ and $R_{\bar{S}}$ over $\Sigma$ such that

$$Ans() \leftarrow \bigwedge_{j \in S} (x_j, \pi_j, y_j), \bigwedge_{i \in S_{reg}} L_i(\omega_i)$$

(resp. $\bigwedge_{j \not\in S} (x_j, \pi_j, y_j), \bigwedge_{i \not\in S_{reg}} L_i(\omega_i)$)

evaluates to true over $G_{n, p}^e$ (resp. $G_{n, p}^f$) iff the label of the path from $e_0$ to $e_{n+1}$ in $G_{n, p}^e$ (resp. from $f_0$ to $f_{p+1}$ in $G_{n, p}^f$) belongs to $R_S$ (resp. $R_{\bar{S}}$).
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Let $A_S$ and $A_S^c$ be NFAs recognizing $R_S$ and $R_S^c$, for $S \subseteq \{1, \ldots, m\}$. Let $q$ be the maximum number of states in an automaton of the form $A_S$ or $A_S^c$, for $S \subseteq \{1, \ldots, m\}$. Choose an arbitrary $r > q$. Since $Q'(G_{r,r})$ and $Q_{r,r}$ are formed by the disjoint union of $G_{r,r}'$ and $G_{r,r}''$, there exists an $S^r \subseteq \{1, \ldots, m\}$ such that (1) the evaluation of $\bigwedge_{j \in S^r} (x_j, \pi_j, y_j)$, $\bigwedge_{i \in S_{reg}} L_i(w_i)$ in $G_{r,r}$ is true, (2) the evaluation of $\bigwedge_{j \in S_{reg}} (x_j, \pi_j, y_j)$, $\bigwedge_{i \in S_{reg}} L_i(w_i)$ in $G_{r,r}'$ is also true, and (3) for every two atoms $(x_j, \pi_j, y_j)$ and $(x_{j'}, \pi_{j'}, y_{j'})$ ($1 \leq j, j' \leq m$) that share at least one node variable, it is the case that $(x_j, \pi_j, y_j) \in S^r$ if and only if $(x_{j'}, \pi_{j'}, y_{j'}) \in S^r$. It follows from conditions (1) and (2) that the label of the unique maximal path in $G_{r,r}'$ belongs to $R_{S^r}$, and the label of the unique maximal path in $G_{r,r}''$ belongs to $R_{S_{reg}}$. By using a standard pumping argument there exists $r' > r$ such that the label of the unique maximal path in $G_{r',r}$ belongs to $R_{S_{reg}}$ and the label of the unique maximal path in $G_{r',r}'$ belongs to $R_{S^r}$. From condition (3) it follows that $Q'$ evaluated on $G_{r',r}$ is true, and, thus, that $Q(G_{r',r}) = true$, which is a contradiction.

B. PROOF OF PROPOSITION 6.2.

We only have to prove membership since the query evaluation problem is NP-hard already for the class of conjunctive queries over directed graphs. Let $\Sigma$ be a finite alphabet, $G = (V, E)$ a $\Sigma$-labeled graph database, $Q$ an CRFQ over $\Sigma$ of the form,

$$Ans(\bar{z}, \bar{\chi}) \leftarrow \bigwedge_{1 \leq i \leq m} (x_i, \pi_i, y_i), \bigwedge_{1 \leq j \leq t} L_j(\omega_j),$$

where $\bar{z}$ a tuple of nodes in $G$ such that $|\bar{z}| = |\bar{\chi}|$, and $\bar{\omega}$ a tuple of paths in $G$ such that $|\bar{\chi}| = |\bar{\omega}|$.

A witness for $(\bar{v}, \bar{\rho})$ wrt $Q$ is a triple $(u_1, \ldots, u_m, u_1', \ldots, u_m')$ that satisfies the following:

1. Each $u_i$ and $u_i'$ ($i \in [1, m]$) is a node of $G$ and the pair $((u_1, \ldots, u_m), (u_1', \ldots, u_m'))$ of nodes in $G^m$ is $Q$-compatible.
2. Each $\eta_i$ ($i \in [1, m]$) is a path in $G$ from $u_i$ to $u_i'$.
3. If the variable $z$ is the $j$-th element of $\bar{z}$ and $z = x_i$ (resp. $y_i$), for $i \in [1, m]$, then $u_i$ (resp. $u_i'$) corresponds to the $j$-th element of $\bar{v}$.
4. If the variable $\chi$ is the $j$-th element of $\bar{\chi}$ and $\chi = \pi_i$, for $i \in [1, m]$, then $\eta_i$ corresponds to the $j$-th element of $\bar{\rho}$.
5. For each $1 \leq i \leq m$, $\lambda(\eta_i)$ satisfies each regular expression $L_j$ ($1 \leq j \leq t$) such that $\omega_j = \pi_i$.

It is not hard to see that $(\bar{v}, \bar{\rho}) \in Q(G)$ if and only if there is a witness for $(\bar{v}, \bar{\rho})$ wrt $Q$ and $G$.

It is well known that an NFA $A_I$ that accepts exactly the set strings that satisfy $L_j$ can be constructed in polynomial time from $L_j$, for each $1 \leq j \leq m$. We denote by $Q_j$ the set of states of $A_I$. In particular, $Q_j$ is of polynomial size in $L_j$.

We first prove that if there is a witness for $(\bar{v}, \bar{\rho})$ wrt $Q$ and $G$ then there is a witness in which each path is of length at most $|V| \times \max \{|Q_j| \mid i \in [1, m]\} \times \Sigma + 3$ (by the length of the path we mean the number of nodes from $G$ in the path).

Let $(u_1, \ldots, u_m, u_1', \ldots, u_m', \eta_1, \ldots, \eta_m)$ be a witness for $(\bar{v}, \bar{\rho})$ wrt $Q$ and $G$, and assume for the for $1 \leq i \leq m$ the path $\eta_i = v_1 a_{1} v_2 a_{2} v_3 \cdots v_{\ell_i} a_{\ell_i} v_{\ell_i+1}$ is of length $\ell_i + 1 > |V| \times \max \{|Q_j| \mid i \in [1, m]\} \times \Sigma + 3$. (Notice that $v_1 = u_i$ and $v_{\ell_i+1} = u_i'$). Let $\theta_i : \{0, 1, \ldots, \ell_i\} \rightarrow Q_i$ be an accepting run of $A_i$ over $\lambda(\eta_i)$ (we assume that $\theta_i(0)$ is the initial state of $A_i$). Since $\ell_i + 1 > |V| \times \max \{|Q_j| \mid i \in [1, m]\} \times \Sigma + 3$ there are two integers $1 \leq j < j' \leq \ell_i$ such that $\theta_i(j - 1) = \theta_i(j' - 1)$, $v_j = v_{j'}$, and $a_j = a_{j'}$. Thus, $\eta' = v_1 a_1 v_1 \cdots v_{j-1} a_{j-1} v_j a_j v_{j'} v_{j'+1} \cdots v_{\ell_i} a_{\ell_i} v_{\ell_i+1}$ is also a path from $u_i$ to
to \( u_i' \) that satisfies \( L_i \), and the length of \( \eta_i' \) is strictly less than the length of \( \eta_i \). Thus, 
\[
(\bar{u}_1, \ldots, \bar{u}_m, u_1', \ldots, u_m', \bar{\eta}_1, \ldots, \bar{\eta}_m, \eta_{m+1}, \ldots, \eta_n)
\]
is also a witness for \( (v, \bar{\rho}) \) wrt \( Q \) and \( G \).

By iteratively continuing with this process we will end up with a witness for \( (v, \bar{\rho}) \) wrt \( Q \) and \( G \) in which each path is of length at most \( |V| \times \max \{|Q_i| \mid i \in [1, m]\} \times |\Sigma| + 3 \).

It is now easy to define an algorithm that works in nondeterministic polynomial time and checks whether \( (v, \bar{\rho}) \in Q(G) \). The algorithm first guesses a tuple of the form
\[
(\bar{u}_1, \ldots, \bar{u}_m, u_1', \ldots, u_m', \bar{\eta}_1, \ldots, \bar{\eta}_m),
\]
such that each \( u_i \) and \( u_i' \) (\( i \in [1, m] \)) is a node in \( V \) and each \( \eta_i \) (\( i \in [1, m] \)) is a path from \( u_i \) to \( u_i' \) of length at most \( |V| \times \max \{|Q_i| \mid i \in [1, m]\} \times |\Sigma| + 3 \). Then the algorithm checks whether \( (\bar{u}_1, \ldots, \bar{u}_m, u_1', \ldots, u_m', \bar{\eta}_1, \ldots, \bar{\eta}_m) \) is a witness for \( (v, \bar{\rho}) \) wrt \( Q \) and \( G \). This can easily be done in polynomial time.

C. PROOF OF PROPOSITION 8.7

The proof follows the main ideas used in the proofs of Theorems 6.7 and 8.5, but instead we use a representation of Parikh images by Presburger formulae more complex than unions of arithmetic progressions. Let \( \Gamma \) be an arbitrary \( k \)-letter alphabet, and \( L \) a regular language over \( \Gamma \). Then the Parikh image of \( L \), i.e., \( \text{par}(L) = \{ \text{par}(s) \mid s \in L \} \subseteq \mathbb{N}^k \) is known to be a semi-linear set and thus definable in Presburger arithmetic. According to [Verma et al. 2005], this image is definable by an existential Presburger formula \( \psi_{\text{par}}(x_1, \ldots, x_N) \) which can be computed in polynomial time from an NFA defining \( L \).

Suppose we have an \( m \)-ary regular relation \( R \) over an alphabet \( \Sigma \). Applying the previous observation to the alphabet \( (\Sigma_1)^m \) with \( N = (|\Sigma| + 1)^m \) symbols, we get an existential Presburger formula \( \psi_{\text{par}}^R(x_1, \ldots, x_N) \) for the Parikh image. From this formula we easily obtain another existential formula \( \psi_R(x_1, \ldots, x_N) \), where \( k = |\Sigma| \), which is satisfied on a tuple \( (a_{ij}) \) iff for some \( (s_1, \ldots, s_m) \in R \), it is the case that \( a_{ij} \) is the number of occurrences of the \( j \)th letter of \( \Sigma \) in \( s_i \). Indeed, \( \psi_R \) starts with a block of existential quantifiers \( \exists x_i, \ldots, \exists x_N \) followed by a conjunction of linear constraints stating that \( x_{ij} \) is the sum of \( x_i \)'s corresponding to those symbols in \( (\Sigma_1)^m \) that contain the \( j \)th letter of \( \Sigma \) in the \( i \)th position. Note that for each fixed \( m \), the formula \( \psi_R \) is constructed in polynomial time.

We next proceed as in the proof of Theorem 6.7. For a given ECPRQ in which all relations \( R \) were replaced with \( R_{\text{par}} \), we guess a set of nodes witnessing the query as well as an ordered partition for the set of paths and assume that witnessing paths length-conform to it. Then, again as in that proof, we guess nodes on every path that mark the lengths of smaller paths in the set, and split each variable \( x_{ij} \) into several according to those points. Again, taking as an example an ordered partition \( \{1, 2\} < \{3\} < \{4\} \) for paths \( \pi_1, \pi_2, \pi_3, \pi_4 \), for each \( x_{ij} \) we introduce variables \( x_{ij}'', x_{ij}''' \), and \( x_{ij}''''' \) to indicate the numbers of occurrences of the \( j \)th letter in the portion of the path \( \pi_i \) consisting of the first \( |\pi_i| \) positions, then positions from \( |\pi_i| + 1 \) to \( |\pi_3| \), and finally the remaining positions.

We modify \( \psi_R \) accordingly by quantifying over these new variables and then stating that \( x_{ij} = x_{ij}'' + x_{ij}''' + x_{ij}''''' \), and likewise for all other variables. Note that the resulting modification is still an existential Presburger formula, which is polynomial in size if the arities of relations are fixed.

As before, introducing these intermediate points lets us compare path lengths for equality only, under the assumption that they length-conform to a given ordered partition. We thus reduce the problem to the following. Given nodes \( a_1, \ldots, a_n \) in a graph database, an existential Presburger \( \psi \) formula over variables \( x_{ij}pp \), where \( i, j \leq n \), and \( p \leq |\Sigma| \), and a family \( S \) of subsets of \( \{1, \ldots, n\} \times \{1, \ldots, n\} \), do there exist paths \( \pi_{ij} \) between \( a_i \) and \( a_j \) for \( i, j \leq n \) so that \( \psi \) holds when each \( x_{ij}pp \) is interpreted as the number of occurrences of the \( p \)th letter in \( \pi_{ij} \), and for every \( (i, j) \) and \( (i', j') \) in the same set of
S, the length of the paths between \( a_i \) and \( a_j \) and between \( a_i' \) and \( a_j' \) are the same? We must now show that this problem is solvable in NP.

To do so, for every \( i,j \) we look at the graph as an automaton \((G, a_i, a_j)\) and use the algorithm of [Verma et al. 2005] to produce an existential Presburger formula \( \psi_{ij}(x_{ij1}, \ldots, x_{ijk}) \) for the Parikh image of paths between \( a_i \) and \( a_j \). We then check if the formula

\[
\exists (x_{ijp})_{i,j \leq n, p \leq k} \left( \bigwedge_{i,j=1}^{n} \psi_{ij}(x_{ij1}, \ldots, x_{ijk}) \land \psi([x_{ijp}]_{ijp}) \land \bigwedge_{S \in S} \bigwedge_{(i,j),(i',j')} \left( \sum_{p \leq k} x_{ijp} = \sum_{p \leq k} x_{i'j'p} \right) \right) \tag{8}
\]

is satisfiable. This is an existential formula, and by the above, it is constructible in polynomial time for fixed arities of regular relations. Thus one can check satisfiability in NP. Again, as in the proof of Theorem 6.7, all the guesses can be combined, and the whole algorithm runs in NP.

For data complexity, note that the number of guessed tuples of nodes and partitions is fixed if the query is fixed, and so we need to check a fixed number of formulae of the form (8). Note that in that formula, the number \( n \) comes from the query, and \( k \) is the size of the alphabet, so the number of variables is fixed. Then the formula is reduced to solving integer linear programs in fixed dimension [Lenstra 1983], which therefore implies the \( \text{PTIME} \) bound on data complexity.

The proof for queries of the form \( Q^\text{par}_i \) follows closely the proof of Theorem 8.5. We start by computing in polynomial time automata defining every projection of every regular relation \( R \), followed by applying the algorithm of [Verma et al. 2005] to compute existential Presburger formulae for Parikh images of such automata, and then essentially follow the proof of Theorem 8.5, in which the condition \( A\ell \geq b \) can be replaced by an existential Presburger formula without affecting the complexity. This completes the proof of the proposition.