Incomplete information and certain answers in general data models

Citation for published version:

Digital Object Identifier (DOI):
10.1145/1989284.1989294

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Peer reviewed version

Published In:

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s) and / or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer content complies with UK legislation. If you believe that the public display of this file breaches copyright please contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
Incomplete Information and Certain Answers
in General Data Models

Leonid Libkin
University of Edinburgh

ABSTRACT

While incomplete information is ubiquitous in all data models – especially in applications involving data translation or integration – our understanding of it is still not completely satisfactory. For example, even such a basic notion as certain answers for XML queries was only introduced recently, and in a way seemingly rather different from relational certain answers.

The goal of this paper is to introduce a general approach to handling incompleteness, and to test its applicability in known data models such as relations and documents. The approach is based on representing degrees of incompleteness via semantics-based orderings on database objects. We use it to both obtain new results on incompleteness and to explain some previously observed phenomena. Specifically we show that certain answers for relational and XML queries are two instances of the same general concept; we describe structural properties behind the naïve evaluation of queries; answer open questions on the existence of certain answers in the XML setting; and show that previously studied ordering-based approaches were only adequate for SQL’s primitive view of nulls. We define a general setting that subsumes relations and documents to help us explain in a uniform way how to compute certain answers, and when good solutions can be found in data exchange. We also look at the complexity of common problems related to incompleteness, and generalize several results from relational and XML contexts.

1. Introduction

In most database applications, one has to deal with incomplete data – this fact has been recognized almost immediately after the birth of the relational model. And yet for a long time the treatment of incomplete information did not receive the attention that it deserved. The design of SQL, for example, is notorious for its nulls-related features, which, as [15] nicely put it, are “in some ways fundamentally at odds with the way the world behaves” (a well-known example of such an oddity is that the statements \( |X| > |Y| \) and \( X − Y = \emptyset \) are logically consistent in SQL!). On the theoretical side, foundational research from the 1980s, first by Imielinski and Lipski [35, 26] and then by Abiteboul, Kanellakis, and Grahe [3] provided models of incompleteness appropriate for handling queries in different relational languages, and established the computational costs of the key tasks associated with these models. However, until recently, the topic has seen only sporadic activity.

The situation changed rather dramatically over the past several years though, and handling of incompleteness in databases was brought to the fore of database research. This happened mainly due to a number of new applications such as those dealing with data on the web, integrated data, or data that was moved between different applications. In them, the issue of incompleteness is essential. For example, in data integration and data exchange, nulls values and associated concepts such as representation systems and certain answers play a central role [1, 6, 19, 32]. Representation and querying of uncertain data has also been an active field of study [5, 37]; another active direction that borders incompleteness is handling of probabilistic data [27, 28, 40].

Most of the classical theory of incompleteness has been developed in the relational context, where the key concepts (such as, e.g., certain answers) are well understood. A number of attempts were made in the 1990s to develop a general theory of incompleteness in databases, applicable to multiple data models [9, 10, 34, 36, 39]. This was done by using techniques from semantics of programming languages [22]. The connection is rather natural: in programming semantics, a program is assigned a meaning in an ordered set, where the order describes how partial, or incomplete, a function is. In databases, we deal with domains of objects, rather than functions, but these are still ordered based on the degree of incompleteness.

Those general theories, while achieving some success
with nested relations [33, 34], fell well short of handling incomplete information in more complex data models, notably XML. We shall elaborate on the reasons for it later in the paper. Incompleteness in XML was addressed recently [4, 7, 16], and one issue that required a complete reworking was the concept of certain answers for queries that return XML documents (i.e., the notion of certain information in a family of trees).

Such certain answers were defined in [16] using an approach that, on the surface looked very different from the relational approach. But does it mean that incompleteness in XML is really different from relational incompleteness? And if it is not – as we shall argue – then what is the general theory that encompasses them all and can be applied to other models?

Our main goal is to develop such a general theory of incompleteness in databases, that subsumes in a uniform way existing relational and XML results, is easily extendable to other data models, and is useful in the main applications of incompleteness.

Our theory will again be based on the notion of an information ordering, to represent the degree of an incompleteness of a database object. Unlike investigations from the 1990s, however, we shall use orderings that are closely tied with the semantics of instances that most commonly arise in applications (more precisely, we deal mainly with naïve tables and their analogs). In view of this, we start by examining two different approaches to handling incompleteness: in relational databases, and in XML documents. We reformulate (and in some cases, strengthen) known results to demonstrate the usefulness of information ordering for query answering.

We then present a very general and datamodel-independent framework for handling incompleteness, that allows us to make two conclusions. First, the notions of certainty in relational and XML contexts, while very different on the surface, are really identical, and correspond to computing greatest lower bounds in ordered sets. Second, we find an easily verified criterion for queries that ensures that certain answers can be computed by naïve evaluation, i.e., treating nulls as if they were usual attribute values.

After that, we define the most natural ordering for both relational and XML databases: namely, an object \( x \) is less informative than an object \( y \) if \( x \) denotes more complete objects (indeed, no information means that every instance is possible, so the more objects are possible as the denotation of \( x \), the less informative \( x \) is). These orderings can be characterized in terms of the existence of homomorphisms between instances. This immediately allows us to adapt techniques from graph theory, where lattices of graphs and their cores with respect to homomorphism-based orderings have been studied [24] (note, however, that homomorphisms of database instances are not identical to graph homomorphisms, so some work is required in adapting graph-theoretic techniques). We show how to compute greatest lower bounds for finding certain answers, and use this new view of the problem to answer several open problems about the existence of certain answers for XML queries.

To demonstrate that this approach is not limited to relational or XML data, we consider a general setting, reminiscent of data models in [14, 23, 31]. It separates structural and data aspects of a model, which is, essentially, a colored relational structure, where the color of a node determines the length of a tuple of data values attached to it. In relational databases, the underlying structure is just a set; in XML, it is, as expected, a tree.

It turns out that it is often easier to reason about such general models, deriving particular results (say, for XML) as corollaries. For example, the model immediately makes it clear how to compute lower bounds for certain answers – it is the only solution that “type-checks”. We also look at upper bounds and explain that they are naturally related to building universal solutions in data exchange.

We conclude by studying computational problems typical in the context of incomplete information. As the underlying structure in our general model conveys some schema information, it gives rise to the consistency problem for incomplete objects. We also look at the membership problem: whether a complete instance represents a possible world for an incomplete one. For this problem, we prove a strong generalization of polynomial-time algorithms for both relational [3] and XML [7] cases under the Codd-interpretation of nulls (when each null occurs at most once). Finally, we look at query answering, and provide broad classes of queries for which upper bounds coincide with those for XML, even for much more general data models.

**Organization** In Section 2, we review incompleteness in relational and XML models (stating some new results along the way). In Section 3 we present a general model based on orderings. In Section 4 we study homomorphism-based orderings for relations and XML. In Section 5 we present a general data-model that subsumes relations and XML and study incompleteness in that model. In Section 6 we study most common computational problems associated with incompleteness in this general model. Due to space limitations, complete proofs of all the results are in the appendix.

2. Incompleteness in relations and XML

2.1 Incompleteness in relations

We start with a few standard definitions. We assume two disjoint sets of values: \( C \) of constants, and \( N \) of nulls (which will be denoted by \( \perp \), with sub/superscripts). A relational schema is a set of relation names with associated arities. An incomplete relational instance associates with each \( k \)-ary relation symbol \( S \) a \( k \)-ary relation over \( C \cup N \), i.e., a finite subset of \( (C \cup N)^k \). When the
instance is clear from the context we shall write \( S \) for the relation itself as well.

Such incomplete relational instances are referred to as naïve databases \([2, 26]\); note that a null \( \perp \in \mathcal{N} \) can appear multiple times in such an instance. If each null \( \perp \in \mathcal{N} \) appears at most once, we speak of Codd databases. If we talk about single relations, it is common to refer to them as naïve tables and Codd tables.

The semantics \([D]\) of an incomplete database \( D \) is the set of complete databases it can represent. These are defined via homomorphisms. We write \( \mathcal{C}(D) \) and \( \mathcal{N}(D) \) for the sets of constants and nulls, resp., that occur in \( D \). A homomorphism \( h : D \rightarrow D' \) between two databases of the same schema is a map \( h : \mathcal{N}(D) \rightarrow \mathcal{C}(D') \cup \mathcal{N}(D') \) such that, for every relation symbol \( S \), if a tuple \( u \) is in relation \( S \) in \( D \), then the tuple \( h(u) \) is in the relation \( S \) in \( D' \). As usual, we extend \( h \) to constants by letting \( h(c) = c \) for every \( c \in \mathcal{C} \). The semantics of an incomplete database \( D \), denoted by \([D]\) is then defined as the set of complete databases \( R \) such that there is a homomorphism \( h : D \rightarrow R \).

For example, given a naïve table \( D \) below, the relation shown next to it is in \([D]\), as witnesses by homomorphism \( h(\perp_1) = 4 \), \( h(\perp_2) = 3 \), and \( h(\perp_3) = 5 \):

\[
\begin{array}{ccc}
1 & 2 & \perp_1 \\
\perp_2 & \perp_1 & 3 \\
\perp_3 & 5 & 1
\end{array}
\]

\( D \):

\[
\begin{array}{ccc}
1 & 2 & 3 \\
\perp_1 & \perp_2 & \perp_3 \\
3 & 4 & 5 \\
5 & 1 & 3 \\
7 & 5 & 1
\end{array}
\]

\( R \):

Certain answers and naïve evaluation Given an incomplete database \( D \) and a query \( Q \), one normally tries to compute certain answers:

\[
\text{certain}(Q, D) = \bigcap \{ Q(R) \mid R \in [D] \},
\]

i.e., answers that are true regardless of the interpretation of nulls. The problem of finding certain answers is undecidable for FO queries (as it becomes finite validity), but for positive relational algebra queries there is a simple polynomial-time algorithm, described below.

Define \( Q_{\text{naive}}(D) \) as follows: first, evaluate \( Q \) as if nulls were values (e.g., \( \perp_1 = \perp_1 \), \( \perp_1 \neq \perp_2 \), \( \perp_1 \neq c \) for every \( c \in \mathcal{C} \), and then eliminate tuples with nulls from the result. A classical result from \([26]\) states that if \( Q \) is a union of conjunctive queries, then \( \text{certain}(Q, D) = Q_{\text{naive}}(D) \). We can actually show that this is essentially optimal: one cannot find a larger subclass of FO for which naïve evaluation would compute certain answers.

**Proposition 1.** If \( Q \) is a Boolean FO query and \( \text{certain}(Q, D) = Q_{\text{naive}}(D) \) for all naïve databases \( D \), then \( Q \) is equivalent to a union of conjunctive queries.

Certain answers via preorders Note that each naïve database \( D \) is naturally viewed as a Boolean conjunctive query (CQ) \( Q_D \). For example, the naïve database shown earlier is viewed as a CQ

\[
\exists x_1, x_2, x_3 \ D(1, 2, x_1) \land D(x_2, x_1, 3) \land D(x_3, 5, 1),
\]

that is, each null \( \perp_i \) is replaced by an existentially quantified variable \( x_i \). Likewise, each Boolean CQ \( Q \) can be viewed as a naïve database \( D_Q \) (its tableau).

By viewing incomplete databases as logical formulae, we can restate the definition of the semantics in terms of satisfaction of formulae: \( R \in [D] \) iff \( R \models Q_D \).

We now relate certain answers to two standard preorders (recall that a preorder is a relation that is reflexive and transitive). The first is what we referred to as the information ordering in the introduction: a naïve database \( D_1 \) is less informative than \( D_2 \) if it represents more databases, i.e. \( D_1 \preceq D_2 \) iff \([D_2] \subseteq [D_1]\). Notice that this is a preorder rather than a partial order: if \([D] = [D']\), then both \( D \preceq D' \) and \( D' \preceq D \) hold.

For queries, we have a well-known preorder: containment (denoted, as usual, by \( Q_1 \subseteq Q_2 \)). The following is essentially a restatement of known results:

**Proposition 2.** For a Boolean conjunctive query \( Q \) and a naïve database \( D \), the following are equivalent:

1. \( \text{certain}(Q, D) = \text{true} \);
2. \( D_Q \preceq D \);
3. \( Q_D \subseteq Q \).

This also immediately implies that \( \text{certain}(Q, D) = \bigwedge \{ Q(D') \mid D \preceq D' \} \), where by \( Q(D') \) we mean running a query over an incomplete database as if it were a complete database.

These observations indicate that information ordering and lower bounds have a tight connection to finding certain answers; this will be made much more precise later in the paper.

### 2.2 Incompleteness in XML

Although rather elaborate models of incompleteness for XML exist \([4, 7]\), for our purposes we shall present only a fairly simple model, with nulls occurring as attribute values. This will suffice to explain the main concept used for defining certain answers for XML queries.

The data model is unranked trees, with nodes labeled by letters from a finite alphabet \( \Sigma \). For each letter \( a \in \Sigma \), we have an associated arity \( \text{ar}(a) \) telling us the number of attributes such nodes carry. More precisely, a tree over \( \Sigma \) is defined as \( T = \langle V, E, \lambda, \rho \rangle \), where

- \( \langle V, E \rangle \) is a rooted directed unranked tree, with nodes \( V \) and the child relation \( E \);
- \( \lambda : V \rightarrow \Sigma \) is a labeling function; if \( \lambda(v) = a \) then we refer to \( v \) as an \( a \)-labeled node;
- the function \( \rho \) assigns to each \( a \)-labeled node an \( \text{ar}(a) \)-tuple of data values from \( \mathcal{C} \cup \mathcal{N} \).

An example is shown below. Here the alphabet is \( \{a, b, c\} \), the arity of \( a \) is 2, both \( b \) and \( c \) have arity 1, and data values are shown next to the labels.
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connection (cf. [43]). More precisely, for T we define:
\[
\begin{array}{c}
a(1, \bot_1) \\
b(\bot_1) \\
a(\bot_2, 2) \\
c(\bot_3) \\
c(\bot_2)
\end{array}
\]
If all the data values in \( \rho(v) \) come from \( \mathcal{C} \) and the root is labeled by a designated root symbol \( r \in \Sigma \), then we refer to a complete tree \( T \); otherwise we speak of incomplete trees. The semantics of incomplete trees is again defined by means of homomorphisms which act on both tree nodes and data values.

Given a tree \( T \), we use the notation \( \mathcal{C}(T) \) for the set of constants in \( \mathcal{C} \) that appear as data values in \( T \), and \( \mathcal{N}(T) \) for the set of nulls that appear in it. A homomorphism \( h : T \rightarrow T' \) from a tree \( T = (V, E, \lambda, \rho) \) into a tree \( T' = (V', E', \lambda', \rho') \) is a pair of mappings \( h_1 : V \rightarrow V' \) and \( h_2 : \mathcal{N}(T) \rightarrow \mathcal{C}(T') \cup \mathcal{N}(T') \) such that:

1. if \( (x, y) \in E \) then \( (h_1(x), h_1(y)) \in E' \);
2. if \( x \) is labeled \( a \) in \( T \), then \( h_1(x) \) is labeled \( a \) in \( T' \), i.e., \( \lambda'(h_1(x)) = \lambda(x) \); and
3. the data values of \( h_1(x) \) are the result of \( h_2 \) on the data values of \( x \), i.e., \( \rho'(h_1(x)) = h_2(\rho(x)) \).

As usual, we extend \( h_2 \) to be the identity on constants.

Now the semantics \([T]\) of an incomplete tree \( T \) is defined as the set of all complete trees \( T' \) such that there is a homomorphism \( h : T \rightarrow T' \).

**Certain answers via max-descriptions** To define relational certain answers, we used intersection. But how do we define them for trees – what is an analog of intersection then? Most papers addressing incompleteness in XML only looked at queries returning relations, to find a way around this problem.

For proper XML-to-XML queries, the problem was addressed in [16]. If \( T \) is an incomplete XML tree, and \( Q \) is a query returning XML trees, then certain answers \( \text{certain}(Q, T) \) should be the certain information in the set \( \{Q(T') \mid T' \in [T]\} \). Thus, we need to know how to extract certain information from a collection of XML documents.

For this, it is convenient to use the analogy with naïve tables and CQs, and view trees as both objects and formulas: we say \( T \models T' \) iff there is a homomorphism from \( T' \) to \( T \) (i.e., \( T \) satisfies what is described by an incomplete tree \( T' \); this is the analog of \( D \models Q_{D'} \) we used above to describe when \( D \) is more informative than \( D' \)). In XML, this corresponds to describing incompleteness via tree patterns, as done in, e.g., [4, 7, 8].

Our goal now is to extract the certain information from a set \( T \) of incomplete trees. The proposal of [16] was to view incomplete trees as both models and formulas, and reconstruct a classical model/formulas Galois connection (cf. [43]). More precisely, for \( T \) we define:

- its theory \( \text{Th}(T) = \{ T' \mid \forall T \in T : T \models T' \} \);
- its models \( \text{Mod}(T) = \{ T' \mid \forall T \in T : T' \models T \} \).

Under this view, \( \text{Th}(T) \) describes the certain knowledge conveyed by \( T \). If we want to capture it by an object, we look for a tree \( T \) whose models are the models of the certain knowledge, i.e., \( \text{Mod}(T) = \text{Mod}(\text{Th}(T)) \). Such trees \( T \) were called max-description in [16].

Note that all max-descriptions \( T, T' \) are equivalent, i.e., \( T \models T' \) and \( T' \models T \). The definition of certain answers \( \text{certain}(Q, T) \) in [16] was simply to take a max-description of \( Q([T]) \). It was shown that this agrees perfectly with the relational definition when XML documents model relations. It was also shown that every set of complete XML documents has a max-description, and every finite set of complete or incomplete XML documents has a max-description. In the finite case, these are computable in time polynomial in the total size of \( T \), and exponential in the number of trees in \( T \).

It was left open however whether arbitrary sets (in fact, even computable sets) of XML documents have max-descriptions. We shall answer this soon. To do so, we first build a general theory (which will completely demystify max-descriptions, among other things), and then apply it to relations, trees, and beyond.

## 3. Ordered sets and incompleteness

The notions of certain answers for relational and XML queries, on the surface, appear to be very different. But in reality, they are not; in fact, they are the same. To see this, we now describe a very general framework for handling incompleteness and certain answers. In this framework, all that we are going to assume is the presence of an information ordering on a set of database objects. Even with this, we can reason about certain answers, max-descriptions, query answering, and naïve evaluation.

First, some very basic definitions. A preorder \( \preceq \) is a binary relation that is transitive and reflexive. Associated with the preorder we have an equivalence relation \( x \sim y \) defined by \( (x \preceq y) \land (y \preceq x) \), and the quotient of \( \preceq \) by \( \sim \) is a partial order. We let \( \uparrow x = \{ y \mid x \preceq y \} \) and \( \downarrow x = \{ y \mid y \preceq x \} \). Also \( \downarrow X = \bigcup_{x \in X} \downarrow x \) and likewise for \( \uparrow X \). A lower bound of a set \( X \) is an element \( y \) such that \( y \preceq x \) for all \( x \in X \). A greatest lower bound (glb) of \( X \) is a lower bound \( y \) such that \( y' \preceq y \) whenever \( y' \) is another lower bound of \( X \). It is denoted by \( \bigwedge X \).

Note that in a preorder, \( \bigwedge X \) is an equivalence class wrt \( \sim \), but whenever we do not distinguish between equivalent elements we shall write, slightly abusing notation, \( y = \bigwedge X \). Glb’s need not exist in general.

By a database domain we mean a set \( D \) with a preorder \( \preceq \) on it. The interpretation is as follows: \( D \) is a set of database objects (say, incomplete relational databases or incomplete trees over the same schema), and \( \preceq \) is the
information ordering. That is, we assume that incomplete database objects come with some notion of their semantics \([\cdot]\) (what exactly it is, is immaterial to us in this section; this will become important when we look at concrete models), and the interpretation of the pre-order is, as before \(x \preceq y\) iff \([y] \subseteq [x]\). The associated equivalence relation \(x \sim y\) is simply \([x] = [y]\).

Next, we need to define certain information in a set \(X \subseteq \mathcal{D}\) of objects. If this certain information is represented by an object \(c\), then:

1. \(c\) is less informative than every object in \(X\), since it defines information common to all objects in \(X\); that is, \(c\) is a lower bound of \(X\);
2. if there are two such objects \(c, c'\) and \(c' \preceq c\), then we prefer \(c\) as it has more information.

Thus, we want the most informative object that defines information common to all objects in \(X\), i.e., a maximal element among all lower bounds of \(X\). That is, the certain information in the set \(X\) is \(\bigwedge X\), the glb of \(X\).

If we look at relational databases without nulls (which arise as elements of \(Q([D])\)), then the semantic ordering for them is \(\subseteq\). Thus, for any collection \(\mathcal{X}\) of complete databases, we have \(\bigwedge \mathcal{X} = \bigcap_{D \in \mathcal{X}} D\) (i.e., in the case of relations certain answers are obtained as intersections).

Certain information defined by max-descriptions does not at first seem to be related to greatest lower bounds; nonetheless, we show that this is precisely what it is.

**Max-descriptions deconstructed** As we did with naïve databases and XML trees, we can view objects as partial descriptions. Then \(x \models y\) is just \(y \preceq x\): an object \(x\) satisfies every description that is less informative than itself. Therefore, \(\text{Mod}(x) = \uparrow x\) and \(\text{Th}(x) = \downarrow x\); these are extended to sets, as usual, by \(\text{Mod}(X) = \bigcap_{x \in X} \text{Mod}(x)\) and similarly for \(\text{Th}\).

The definition of certain information in a set \(X\) used in [16] (in the XML context) was a max-description of \(X\): an object \(x\) such that \(\text{Mod}(x) = \text{Mod}(\text{Th}(x))\).

**Theorem 1.** Given a subset \(X\) of a database domain \(\mathcal{D}\), an element \(x\) is a max-description of \(X\) iff \(x = \bigwedge X\). In particular, a max-description of a set exists iff its greatest lower bound exists.

So max-descriptions are precisely glb’s. The XML case was not different after all: for both relations and XML, the certain information in a set of objects is its glb.

**Certain answers for queries** We can now use the notion of certain information in a set of objects to define certain answers to queries. An abstract view of a query is as follows. For each schema \(\sigma\), we have a domain \(\mathcal{D}_\sigma\) of database objects of that schema, as well as a preorder \(\preceq_\sigma\) on it (if clear from the context which relation \(\preceq_\sigma\) we refer to, we write just \(\preceq\)). A query is then a mapping \(Q: \mathcal{D}_\sigma \to \mathcal{D}_\tau\) between two domains. If we have a set \(X \subseteq \mathcal{D}_\sigma\) of objects, then \(Q(X) = \{Q(x) \mid x \in X\}\), and certain answers to \(Q\) over \(X\) are defined as

\[
\text{certain}(Q, X) = \bigwedge Q(X).
\]

There is a simple recipe for finding certain answers when a query \(Q\) is monotone, i.e., when \(x \preceq_\sigma y\) implies \(Q(x) \preceq_\tau Q(y)\).

A basis of \(X \subseteq \mathcal{D}\) is a set \(\mathcal{B} \subseteq X\) such that \(\uparrow \mathcal{B} = \uparrow X\). The following simple observation was already made in some concrete cases (like incompleteness in XML [16]):

**Lemma 1.** If \(Q\) is monotone and \(\mathcal{B}\) is a basis of \(X\), then \(\text{certain}(Q, X) = \bigwedge \mathcal{B}\).

Hence, if we can find a finite basis \(B = \{b_1, \ldots, b_n\}\) of \(X\), then we can compute certain answers \(\text{certain}(Q, X)\) as \(Q(b_1) \land \ldots \land Q(b_n)\). Thus, in such a case it is essential to be able to compute the glb of two (and hence finitely many) elements. The meaning of monotonicity depends on the exact interpretation of the information ordering; this will be addressed in detail in Section 4.

While cases of finite but non-singleton bases do arise in applications [16], most often one computes certain answers over sets \(X\) of the form \([x]\). In the very general ordered setting, one way of defining the semantics is by \([x] = \uparrow x\), i.e., an object represents all objects which are more informative than itself. Then Lemma 1 implies:

**Corollary 1.** \(\text{certain}(Q, [x]) = Q(x)\) for a monotone \(Q\).

It says that certain answers can be computed by simply evaluating \(Q\) on \(x\). However, in many models the semantics is more refined than just \(\bigwedge Q([x])\), and is based on complete objects that do not have null values. We now study how to incorporate those into our setting.

**Complete objects**

We extend our setting with the notion of complete objects, i.e., objects without nulls, and explain the properties that lead to naïve evaluation of queries. Database domains with complete objects are structures of the form \((\mathcal{D}, \preceq, \mathcal{C})\) where \(\preceq\) is a preorder and \(\mathcal{C} \subseteq \mathcal{D}\) is a set of objects we view as those having no nulls. To state some basic requirements for these sets, we look at their behavior in the standard models, i.e., in naïve tables.

1. For each object \(x\), the set \(\downarrow\text{cpl}x = \{x \cap \mathcal{C}\} \) of more informative complete objects is not empty (guaranteeing well-defined semantics).
2. For each object \(x\), there is a unique maximal complete object \(\pi_{\text{cpl}}(x)\) under \(x\) (think of a relation obtained by removing all the rows with nulls from a naïve table). The function \(\pi_{\text{cpl}}\) is monotone, and the identity on \(\mathcal{C}\). In the standard terminology, this means that \(\pi_{\text{cpl}} : \mathcal{D} \to \mathcal{C}\) is a retraction.
3. There are complete objects in \(\downarrow\text{cpl}y - \downarrow\text{cpl}x\), unless \(x\) is less informative than \(y\). In essence, it says that there are sufficiently many complete objects.
These conditions are satisfied in the standard domains, such as naïve databases or XML documents with nulls. In those domains we define the semantics of $x$ as $\uparrow_{\text{cpl}}x$, the set of complete objects above a given object. It follows immediately from the definition that this notion of the semantics agrees with the ordering.

**Lemma 2.** If $(D, \preceq, C)$ is a database domain with complete objects, then $x \preceq y$ iff $\uparrow_{\text{cpl}}y \subseteq \uparrow_{\text{cpl}}x$.

We denote the glb in the restriction $(C, \preceq)$ (when it exists) by $\bigwedge_{\text{cpl}}$. This gives us the notion of certain answers based on complete objects, for a query $Q : D \rightarrow D'$ that send complete objects to complete objects. It is the glb of the answers to $Q$ over complete objects dominating the input:

$$\text{certain}_{\text{cpl}}(Q, x) = \bigwedge_{\text{cpl}} Q(\uparrow_{\text{cpl}}x).$$

We say that certain answers are computed by naïve evaluation if $\text{certain}_{\text{cpl}}(Q, x) = \pi_{\text{cpl}}(Q(x))$: in other words, they are obtained by running $Q$ and then finding the complete approximation of the result.

For relations, these are of course the familiar concepts, as $\text{certain}_{\text{cpl}}(Q, x)$ is exactly $\{\{Q(R) \mid R \in [D]\}$, and $\pi_{\text{cpl}}(Q(D))$ is $Q_{\text{naïve}}(D)$.

To provide a criterion for checking whether certain answers can be computed by naïve evaluation, we say that a function $f : D \rightarrow D'$ between two database domains with complete objects $C$ and $C'$ has the *complete saturation property* if it maps complete objects to complete objects and the following conditions hold:

- if $f(x) \in C'$ then $f(c) = f(x)$ for some $c \in \uparrow_{\text{cpl}}x$;
- if $f(x) \not\in C'$ and $f(x) \not\in c' \in C'$, then $f(c)$ and $c'$ are incompatible for some $c \in \uparrow_{\text{cpl}}x$.

Intuitively, $\uparrow_{\text{cpl}}x$ has enough complete objects to witness different relationships that involve $f(x)$.

**Theorem 2.** For every query that is monotone and has the complete saturation property, certain answers are computed by naïve evaluation.

Over relational databases, complete saturation is very easy to check for unions of CQs, providing an alternative proof that the naïve evaluation works for them (see Section 4). Note, however, that Theorem 2 is not limited to any language, as it identifies a structural property behind naïve evaluation.

### 4. Homomorphism-based ordering

We now apply the general theory to relational databases with nulls and to incomplete XML trees. In both cases, the ordering was based on the semantics: $D_1 \preceq D_2$ iff $[D_2] \subseteq [D_1]$ and likewise for trees. There is a simple way to characterize this ordering:

**Proposition 3.**  
- If $D, D'$ are naïve databases over the same schema, then $D \preceq D'$ iff there is a homomorphism from $D$ to $D'$.
- If $T, T'$ are XML documents over the same alphabet, then $T \preceq T'$ iff there is a homomorphism from $T$ to $T'$.

Hence, we deal with a well-established notion, and the ordering corresponds to a concept studied in fields such as graph theory [24] and constraint satisfaction [30]. This raises two questions: how does it relate to orderings previously studied in connection with incompleteness, and what can we get from known results, in particular in graph theory? We now address those.

**Information ordering and other orderings**

As mentioned in the introduction, orderings have been used to provide semantics of incompleteness in the past [9, 10, 34, 36, 39]. A typical ordering (say, for relational model) would be defined as follows. For two tuples over constants and nulls we let $(a_1, \ldots, a_m) \subseteq (b_1, \ldots, b_m)$ if, for each such $i$, either $a_i$ is a null, or both $a_i$ and $b_i$ are the same constant (i.e., each null is less informative than each constant). This would be lifted to sets by $X \subseteq Y$ iff there is a homomorphism $f$ from $Y$ to $X$.

In general, $\subseteq$ cannot coincide with $\preceq$, as testing the existence of a homomorphism is NP-complete, and $\subseteq$ is easily testable in quadratic time. But they do coincide for Codd databases (where nulls cannot be reused).

**Proposition 4.** If $D$ and $D'$ are Codd databases, then $D \preceq D'$ iff $D \subseteq D'$.

Thus, the orderings used back in the 1990s were well suited for the Codd interpretation of nulls, but not the most commonly used naïve interpretation, which arises in applications such as integration and exchange of data.

**The lattice of cores**

Orderings induced by homomorphisms are well known in graph theory. We look at graphs $G = (V, E)$, where $V$ is a set of nodes and $E$ is a set of (directed) edges. We write $G \preceq G'$ if there is a homomorphism $h : G \rightarrow G'$, i.e., a map $h : V \rightarrow V'$ such that $(x, y) \in E$ implies $(h(x), h(y)) \in E'$. We use the same notation $\preceq$ as before, but it will always be clear from the context which homomorphisms we talk about. Clearly $\preceq$ is a preorder, and the associated equivalence relation $G \sim G'$ is given by $\text{core}(G) = \text{core}(G')$. Recall that the core of a graph $G$ is the smallest subgraph $G_0$ of $G$ such that there is a homomorphism from $G$ to $G_0$; the core is unique up to isomorphism [24].

When restricted to cores, $\preceq$ defines a lattice with the glb $\wedge$ and the least upper bound $\vee$ given by [24]

- $G \wedge G' = \text{core}(G \times G')$, and
- $G \vee G' = \text{core}(G \bigcup G')$ ($\bigcup$ is the disjoint union).

In general, $G \times G'$ is an element of the equivalence class defining $G \preceq G'$, and $G \bigcup G'$ is an element of the equivalence class defining $G \wedge G'$. 


There are many facts known about this lattice; many of them stem from the classical result of Erdős [18] that there are graphs of arbitrarily large chromatic number and odd girth (the minimum length of an odd cycle). Since the former is monotone with respect to $\leq$ and the latter is antimonotone, this lets one construct arbitrary antichains and dense chains inside $\leq$. In fact, a very deep result [25] says that every countable partial order is embeddable into $\leq$.

However, “database homomorphisms” and “graph homomorphisms” are not the same. In naïve databases, homomorphisms are only defined on nulls, but their range is unrestricted. In XML, they are pairs of mappings, one on tree nodes, and the other on nulls. Thus, we cannot use standard graph-theoretic results, but of course we can adapt them.

**Lower bounds for naïve databases** We have seen that lower bounds are essential for computing certain answers. We now show how to compute the glb of two naïve tables (the construction extends to databases, simply by doing it relation-by-relation). The construction, as suggested by graph-theoretic results, is essentially a product that accounts for the different roles of nulls and constants.

Let $R, R'$ be two naïve tables over the same set of attributes. Take any 1-1 mapping that assigns every pair $(x, y) \in \mathcal{C} \cup \mathcal{N}$ a null $\bot_{x,y}$ that does not belong to $\mathcal{N}(R) \cup \mathcal{N}(R')$. As instances $R, R'$ will always be clear from the context, we simply write $\bot_{x,y}$ instead of the more formal but cumbersome $\bot_{x,y,R,R'}$. Then, for two tuples $t = (a_1, \ldots, a_m)$ and $t' = (b_1, \ldots, b_m)$, we define

$$t \otimes t' = (c_1, \ldots, c_m) : c_i = \begin{cases} a_i & \text{if } a_i = b_i \in \mathcal{C} \\ \bot_{a_i,b_i} & \text{otherwise} \end{cases}$$

**Proposition 5.** The set $\{t \otimes t' \mid t \in R, t' \in R'\}$ is $R \land R'$, i.e., a glb of $R$ and $R'$ in the preorder $\leq$.

Thus, for every finite collection $\mathcal{X}$ of naïve tables, $\bigwedge \mathcal{X}$ exists. In fact, measuring $\|\mathcal{X}\|$ as the total number of tuples in all relations $R \in \mathcal{X}$, one can easily use the inequality between the arithmetic and geometric means to derive that for $\mathcal{X}$ with $n$ tables, $|\bigwedge \mathcal{X}| \leq (\|\mathcal{X}\|/n)^n$, for $\bigwedge$ constructed in Proposition 5. Results of [16] can also be adapted to show that even $\text{core}(\bigwedge(\mathcal{X}))$ is necessarily exponential in the number of relations in $\mathcal{X}$.

What about infinite collections? Recall that in the case of XML, the existence of glb’s (called at that time max-descriptions) for arbitrary collections was an open problem. We now show that in general, for arbitrary collections (even recursive ones), glb’s need not exist.

**Theorem 3.** There is an infinite family $\mathcal{X}$ of naïve tables such that $\bigwedge \mathcal{X}$ does not exist (in fact, there are uncountably many such families). Furthermore, there exist (countably many) recursive families $\mathcal{X}$ of relational databases such that $\bigwedge \mathcal{X}$ does not exist.

**Proof sketch.** For the first statement, we use the fact that $(\mathbb{Q}, \langle \rangle)$ can be embedded into the lattice of cores. If we look at naïve tables that only contain nulls, we have an embedding of $(\mathbb{Q}, \langle \rangle)$ into the ordering $\leq$. If each set has a glb, the Dedekind-MacNeille completion of $(\mathbb{Q}, \langle \rangle)$ would be embeddable into the (countable) set of naïve tables, which is impossible by the cardinality argument (this also shows that the number of sets without a glb is uncountable).

For the second statement, we show that the family of directed cycles whose length is a power of two does not have a glb.

**Lower bounds for XML** First, observe that the notion $T \models T'$ used in [16] to define certain answers is precisely $T \leq T'$ (the existence of homomorphisms) and thus, by Theorem 1, max-descriptions for XML as defined in [16] are the glb’s in the ordering $\leq$. Now by coding naïve tables as XML documents (for each tuple there is a child of the root, whose attribute values are the values in the tuple), and using Theorem 3, we answer the open question from [16].

**Corollary 2.** There are recursive collections $\mathcal{X}$ of XML documents (of depth 2) for which $\bigwedge \mathcal{X}$ does not exist.

We shall have more to say about glb’s for XML documents in the next section. For now, we offer one comment on the interaction between glb’s and sibling-ordering in XML documents. Note that all the work on computing certain answers in XML was done for unordered documents. It turns out that if we add sibling-ordering, then glb’s do not exist even for finite collections, which justifies restricting to unordered documents for handling certain answers to queries.

**Proposition 6.** There are ordered XML trees $T, T'$ such that $T \land T'$ does not exist.

**Proof sketch.** Both $T$ and $T'$ have a root and two children, labeled $a$ and $b$, but ordered differently. It is easy to show that $T \land T'$ does not exist.

**Naïve evaluation under $\preceq$** Theorem 2 stated two sufficient conditions for queries to admit naïve evaluation: monotonicity and complete saturation property. We now see what they mean for relational databases wrt to the semantic ordering $D \preceq D' \iff [D'] \subseteq [D]$. Note that monotonicity wrt this ordering is not the usual database notion of monotonicity which uses the partial order $\subseteq$: instead, it corresponds to preservation under homomorphisms. The complete saturation property, it turns out, is very easy to check for unions of CQs.

**Proposition 7.** Every union of conjunctive queries is monotone and has the complete saturation property with respect to $\preceq$.

**Proof.** Monotonicity wrt $\preceq$ (i.e., preservation under homomorphisms) is well known for unions of CQs. To show complete saturation, let $Q$ be a union of UCQs. If $Q(D)$ does not have nulls, then, for $h$ that maps all
nulls in $D$ into distinct constants different from those in $D$, by genericity we get $Q(h(D)) = h(Q(D)) = Q(D)$. For the second property, take a complete $R \not\subseteq Q(D)$, assume that $Q(D)$ has nulls, and let $h$ be a 1-1 map that sends nulls to constants not present in $D$ and $R$. Take the complete database $h(D) \supseteq D$. By genericity, $Q(h(D)) = h(Q(D)) \not\subseteq R$. If $R \subseteq Q(h(D))$ then again by genericity $R = h^{-1}(R) \subseteq h^{-1}(Q(h(D))) = Q(D)$, a contradiction which proves complete saturation.

Together with Theorem 2 this gives an alternative proof of the classical result that certain answers for unions conjunctive queries can be obtained by na"ive evaluation. Note that Theorem 2 is a general result that is not restricted to FO queries, as it states a structural condition behind na"ive evaluation.

A remark about CWA. We worked with the Open World Assumption (OWA) here: the ordering $\leq$ is defined as the existence of an into homomorphism. The Closed World Assumption corresponds to the existence of an onto homomorphism $h : D \to D'$; in this case we write $D \leq_{\text{CWA}} D'$. We now offer one comment on the relationship between this ordering, and orderings corresponding to CWA that were considered in the past. Typically (see [9, 34]), to model CWA, one used the Plotkin ordering [22] for sets, defined as $X \sqsubseteq Y$ iff $\forall x \in X \exists y \in Y : x \sqsubseteq y$ and $\forall y \in Y \exists x \in X : x \sqsubseteq y$, to lift the ordering on tuples to the ordering on sets. We saw that $\sqsubseteq$ coincides with $\leq$ over Codd databases. Will $\leq_{\text{CWA}}$ coincide with $\sqsubseteq$ under the same restriction?

It turns out that they do not coincide, but they are very close. Recall that a relation $S \subseteq A \times B$ satisfies Hall’s condition iff $|S(U)| \geq |U|$ for every $U \subseteq A$ (this is the requirement for the existence of a perfect matching).

**Proposition 8.** Over Codd databases, $D \leq_{\text{CWA}} D'$ iff $D \sqsubseteq D'$ and $\sqsubseteq^{-1}$ satisfies Hall’s condition.

5. Incompleteness in general data models

To further understand incompleteness in relational, XML, and potentially other models, we need to provide algorithms for computing glb’s for certain answers, and to understand the basic computational properties associated with incompleteness (i.e., membership, query answering, consistency). The most general setting provided in Section 3 is too general for reasoning about such concrete tasks, and especially their complexity, and in Section 4 we handled relational and XML cases separately, as they had usually been handled in the literature. But we show now that this artificial separation is not necessary and we can derive many results simultaneously for a variety of data models.

Of course looking for general data models subsuming many others is nothing new in database theory, and several have been proposed (e.g., [14, 23, 31]). What we do here is similar in spirit (and in fact closest to [14]), and the model is well-suited to talk about relations in XML in one common framework.

The basic idea is simple: databases and documents have a structural part (e.g., trees for XML) and data part (tuples of attributes attached to tree nodes). The number of attributes attached to a node is determined by the label of that node. This model also subsumes relations, as the simplest case: the structural part is just a set, as we are about to see.

5.1 Generalized databases and information ordering

We now formalize this as follows. A generalized schema $\mathbb{S} = (\Sigma, \sigma, ar)$ consists of a finite alphabet $\Sigma$, a relational vocabulary $\sigma$, and a function $ar : \Sigma \to \mathbb{N}$. To define databases, we assume sets $\mathcal{C}$ of constants and $\mathcal{N}$ of nulls, as before, as well as a set $\mathcal{V}$ of nodes to describe the structural part. A generalized database over $\mathbb{S}$ is then $\mathcal{D} = (M, \lambda, \rho)$ where

- $M$ is a finite $\sigma$-structure over $\mathcal{V}$;
- $\lambda$ is a labeling of elements of $M$ in $\Sigma$, and
- $\rho$ assigns to each node $\nu$ in $M$ a $k$-tuple over $\mathcal{C} \cup \mathcal{N}$ where $k$ is the arity of the label of $\nu$, i.e., $ar(\lambda(\nu))$.

Both relational and XML databases are special cases of generalized databases. To code a relational database, let $\sigma = \emptyset$ (i.e., $M$ is just a set), and let $\Sigma$ contain relation names, with the same arity as the relations themselves. For example, a relational instance $\{R(1,1), S(\bot_1, \bot_2, 2)\}$ is represented by a set $\{\nu_1, \nu_2\}$ with $\lambda(\nu_1) = R$ and $\lambda(\nu_2) = S$; the arities of $R$ and $S$ are 2 and 3, and $\rho(\nu_1) = (1, \bot_1)$ and $\rho(\nu_2) = (\bot_1, \bot_2, 2)$. For XML, $\sigma$ is a vocabulary for unranked trees (there could be several; in the example in Sec. 2 we used only the edge relation, but one can use other axes such as next-sibling), and generalized databases themselves are trees with attribute tuples attached to nodes (again, as shown in the example in Sec. 2).

We shall write $M_\lambda$ for the colored structure $\langle M, \lambda \rangle$; technically, it is a structure in the vocabulary $\sigma$ expanded with unary relations $P_a$ for each $a \in \Sigma$, whose interpretation is the set of nodes labeled $a$. We also write $(M_\lambda, \rho)$ for a generalized database.

To define the semantics in terms of complete generalized databases (i.e., those not using nulls), we use, as before, homomorphisms between generalized databases. We let $\mathcal{V}(\mathcal{D}), \mathcal{C}(\mathcal{D})$, and $\mathcal{N}(\mathcal{D})$ stand for the sets of vertices, constants, and nulls in $\mathcal{D}$. A homomorphism $h : \mathcal{D} \to \mathcal{D}'$ between $\mathcal{D} = (M_\lambda, \rho)$ and $\mathcal{D}' = (M'_\lambda, \rho')$ is a pair $h = (h_1, h_2)$ of mappings $h_1 : \mathcal{V}(\mathcal{D}) \to \mathcal{V}(\mathcal{D}')$ and $h_2 : \mathcal{N}(\mathcal{D}) \to \mathcal{C}(\mathcal{D}') \cup \mathcal{N}(\mathcal{D}')$ such that:

1. $h_1$ is a usual homomorphism $M_\lambda \to M'_\lambda$;
2. if $\nu \in \mathcal{V}(\mathcal{D})$ and $\nu' = h_1(\nu)$ then $\rho'(\nu') = h_2(\rho(\nu))$.

As always, we extend $h_2$ to be the identity on constants. Observe also that in condition 2, $\nu$ and $\nu'$ have the same
label (since \(h_1\) is a homomorphism) and hence tuples \(\rho(v)\) and \(\rho'(v')\) have the same length. This notion of homomorphism becomes one of the standard notions when we consider relational databases or XML documents.

We now define \([\mathcal{D}]\), the semantics of \(\mathcal{D}\), as the set of all complete generalized databases \(\mathcal{D}'\) such that there is a homomorphism \(h : \mathcal{D} \to \mathcal{D}'\). As usual, the information ordering is

\[
\mathcal{D} \preceq \mathcal{D}' \iff [\mathcal{D}'] \subseteq [\mathcal{D}].
\]

We have a standard characterization of it:

**Proposition 9.** \(\mathcal{D} \preceq \mathcal{D}'\) iff there is a homomorphism \(h : \mathcal{D} \to \mathcal{D}'\).

We now look at constructions of upper and lower bounds wrt the information ordering. The greatest lower bound can be used for computing certain answers, while upper bounds naturally correspond to constructing target instances in data exchange.

### 5.2 Greatest lower bounds for certain answers

We have already argued that we need greatest lower bounds, or glb’s, to compute certain answers to queries. As glb’s of arbitrary sets need not exist in general, we want to compute finite bases of databases and calculate glb’s over the results of queries on such finite bases. Lemma 1 tells us that this will give us certain answers for queries which are monotone wrt the information ordering.

However, simply calculating glb’s as products is not always going to work. For example, the product of two trees is not a tree, so this will not work in the case of XML. In such a case we need glb’s in the subclass of generalized databases for which the structural part is a tree. Generally, if we have a class \(\mathcal{K}\) of structures \(\mathbf{M}_\mathcal{K}\), we need a glb \(\wedge_{\mathcal{K}}\) of \(\mathcal{K}\)-generalized databases, i.e., those generalized databases in which the structural part is restricted to be in \(\mathcal{K}\).

We now show how to construct such a glb using the minimal possible set of assumptions. In fact, in a way it is easier to do the construction in this general setting, without knowing what the concrete structures in \(\mathcal{K}\) are, as the construction is fully guided by the setup: it is the only one that “typechecks”. It consists of two steps: first, compute the lower bound for the structural part, and then add data as we did for relations.

Our minimal assumption is that we have a glb \(\mathbf{M}_\mathcal{K} \wedge \mathbf{M}'_{\mathcal{K}}\) of structures in class \(\mathcal{K}\) (that is, a glb that itself is a member of \(\mathcal{K}\)). Without knowing anything at all about its structure, we can only conclude that \(\mathbf{M}_\mathcal{K} \wedge \mathbf{M}'_{\mathcal{K}} \preceq \mathbf{M}_\mathcal{K} \times \mathbf{M}'_{\mathcal{K}}\), since the latter is a glb without the restriction to \(\mathcal{K}\). That is, there is a homomorphism \(h : \mathbf{M}_\mathcal{K} \wedge \mathbf{M}'_{\mathcal{K}} \to \mathbf{M}_\mathcal{K} \times \mathbf{M}'_{\mathcal{K}}\). Composing \(h\) with first and second projections from \(\mathbf{M}_\mathcal{K} \times \mathbf{M}'_{\mathcal{K}}\) to \(\mathbf{M}_\mathcal{K}\) and \(\mathbf{M}'_{\mathcal{K}}\) gives us homomorphisms

\[
\iota : \mathbf{M}_\mathcal{K} \wedge \mathbf{M}'_{\mathcal{K}} \to \mathbf{M}_\mathcal{K}\quad \text{and} \quad \iota' : \mathbf{M}_\mathcal{K} \wedge \mathbf{M}'_{\mathcal{K}} \to \mathbf{M}'_{\mathcal{K}}.
\]

This provides the construction of \(\mathcal{D} \wedge_{\mathcal{K}} \mathcal{D}'\) of a glb of two \(\mathcal{K}\)-generalized databases. We let

\[
\langle \mathbf{M}_\mathcal{K}, \rho \rangle \wedge_{\mathcal{K}} \langle \mathbf{M}'_{\mathcal{K}}, \rho' \rangle \defeq \langle \mathbf{M}_\mathcal{K} \wedge \mathbf{M}'_{\mathcal{K}}, \rho \odot \rho' \rangle\quad (2)
\]

Here \(\odot\) is the merge operation on tuples (1) we used to define relational glb in Section 4 (technically speaking, it depends on \(\mathcal{D}, \mathcal{D}'\) as the nulls it generates must be outside \(N(\mathcal{D}) \cup N(\mathcal{D}')\), but the instances are always clear from the context). Since \(\iota\) and \(\iota'\) are homomorphisms, the colors of \(\iota(\nu)\) and \(\iota'(\nu)\) are the same, and hence \(\rho(\iota(\nu)) \odot \rho'(\iota'(\nu))\) is well-defined.

**Theorem 4.** For every class \(\mathcal{K}\) of labeled \(\sigma\)-structures that admits glbs, \(\mathcal{D} \wedge_{\mathcal{K}} \mathcal{D}'\) given by (2) is a glb in the class of \(\mathcal{K}\)-generalized databases ordered by \(\preceq\).

When \(\sigma = 0\), i.e., when we deal with relational databases, this yields precisely the construction for relations in Proposition 5.

When \(\mathcal{K}\) is the class of unranked trees (in the vocabulary of the child relations and labels), \(\wedge_{\mathcal{K}}\) is precisely the construction shown for computing certain answers in [16]. The construction of the glb for trees themselves is standard, and is done inductively, level by level, by pairing nodes with the same labels.

### 5.3 Least upper bounds for data exchange

We now cast the well-studied problem of finding solutions in data exchange [6, 19] in our framework, proving a partial explanation why in some cases finding solutions is easy, and in some it is not. We shall present both relational and XML data exchange uniformly, using our notion of generalized databases.

In data exchange, we have a source schema \(\mathcal{S}\), a target schema \(\mathcal{S}'\), and a schema mapping \(\mathcal{M}\) which consists of the rules of the form \(\mathcal{I} \to \mathcal{I}'\), where \(\mathcal{I}\) and \(\mathcal{I}'\) are instances over \(\mathcal{S}\) and \(\mathcal{S}'\), respectively. Given a complete instance \(\mathcal{D}\) over \(\mathcal{S}\), an instance \(\mathcal{D}'\) over \(\mathcal{S}'\) is called a solution for \(\mathcal{D}\) if for every rule \(\mathcal{I} \to \mathcal{I}'\) in \(\mathcal{M}\), and every homomorphism \((h_1, h_2) : \mathcal{I} \to \mathcal{D}\), there exists a homomorphism \((g_1, g_2) : \mathcal{I}' \to \mathcal{D}'\) such that \(g_2\) coincides with \(h_2\) on nulls common to \(\mathcal{I}\) and \(\mathcal{I}'\). A solution \(\mathcal{D}'\) is called universal (or \(\mathcal{K}\)-universal) if there is exists a homomorphism from \(\mathcal{D}'\) to every other solution (or every other solution whose structural part belongs to the class \(\mathcal{K}\)).

It is very easy to check that in the cases of relations and XML, this abstract view coincides precisely with the standard definitions of [6, 19] (in the case of XML, we deal of course with \(\mathcal{K}\)-universal solutions when \(\mathcal{K}\) is the class of trees). To give a concrete example, consider a relational rule (these are known as st-tgds)

\[
S(x, y, u) \to T(x, z), T(z, y).
\]

For a source relational database \(\mathcal{D}_S\) with a ternary relation \(S\) over \(\mathcal{C}\), a target database \(\mathcal{D}_T\) with a binary
relation \( T \) over \( \mathcal{C} \) and \( \mathcal{N} \) is a solution if \( \mathcal{D}_S \) and \( \mathcal{D}_T \) satisfy the sentence \( \forall x, y, u \ (S(x, y, u) \rightarrow \exists z \ (T(x, z) \land T(z, y))) \). We can view the left and right-hand sides of the rule as databases \( \mathcal{J}_S = \{S(x, y, u)\} \) and \( \mathcal{J}_T = \{T(x, z), T(z, y)\} \) over nulls. Then the rule is satisfied if for each homomorphism \( h : \mathcal{J}_S \rightarrow \mathcal{D}_S \) (i.e., a fact \( S(a, b, c) \) in \( \mathcal{D}_S \), where \( h(x) = a, h(y) = b, h(u) = c \)) we have tuples \( T(a, v), T(v, b) \) for some value \( v \): in other words, a homomorphism \( g : \mathcal{J}_T \rightarrow \mathcal{D}_T \) such that \( g(z) = v \), and \( g \) coincides with \( h \) on \( x \) and \( y \). Thus, we indeed deal with the standard concepts from data exchange.

We now show that universal solutions are least upper bounds (lub’s) in the preorder \( \preceq \); these will be denoted by \( \lor \) or \( \lor_\kappa \) when restricted to \( \kappa \)-generalized databases.

We let \( \text{Hom}(\cdot, \cdot) \) denote the set of homomorphisms between two instances. For a source instance \( \mathcal{D} \) and a mapping \( M \), define
\[
M(\mathcal{D}) = \{ h_2(\mathcal{J}') \mid \mathcal{J} \rightarrow \mathcal{J}' \in M, \ (h_1, h_2) \in \text{Hom}(\mathcal{J}, \mathcal{D}) \}.
\]

Intuitively, \( (h_1, h_2) \in \text{Hom}(\mathcal{J}, \mathcal{D}) \) provides an instantiation of a rule in the mapping, and then \( M(\mathcal{D}) \) is the set of single-rule applications of rules in \( M \) to the source \( \mathcal{D} \). Computing those is often the first – and easy – step of building a solution in data exchange. Now we can relate \( M(\mathcal{D}) \) to universal solutions.

**Theorem 5.** For a mapping \( M \) and a source \( \mathcal{D} \), the \( \kappa \)-universal solutions are precisely the elements of the \( \sim \)-equivalence class \( \lor_\kappa M(\mathcal{D}) \).

This result partly explains why in some cases computing solutions in data exchange is easy, and in some it is not. Consider, for example, relational databases without putting any restrictions on them. Then lub’s exist – as we saw before, they are essentially disjoint unions (technically, disjoint unions after renaming of nulls). Indeed, then \( \lor M(\mathcal{D}) \) is what is called canonical universal solution in data exchange (without constraints on the target). Furthermore, the canonical representative of the equivalence class \( \lor M(\mathcal{D}) \) in this case is the core solution in data exchange, that is, precisely \( \text{core}(\lor M(\mathcal{D})) \).

However, if we move to XML, and let \( \mathcal{K} \) be the class of all unranked trees, we immediately encounter the following problem:

**Proposition 10.** Least upper bounds do not always exist in the restriction of \( \preceq \) to labeled unranked trees.

Hence, in the case of XML (especially with additional schema information) and relations with extra target constraints, one needs to find not an lub (as it may not exist) but rather some upper bound. This loss of canonicity in the choice of a solution leads to the necessarily ad-hoc – and varying – choices for solutions, which we see in data exchange literature outside of restricted cases of nicely behaved mappings.

### 6. Computational problems

We now address the complexity of the key computational problems associated with incompleteness. We do it in our general model from Section 5, and show that this form of reasoning allows us to get some results for both relational and XML cases in a uniform way.

The standard problems to consider are \([2, 3, 4, 7, 26]\):

- **Consistency:** does an incomplete database have a completion satisfying some conditions? This problem is commonly considered in the XML context, where schemas are usually more complex. This problem tends to be NP-complete, and in PTIME with suitable restrictions \([7]\).
- **Membership:** does an incomplete database represent a complete one? It is NP-complete for naïve databases and XML documents, and in PTIME in both cases under the Codd interpretation (although the proofs of these facts in \([3, 7]\) use very different techniques).
- **Query answering.** Typically one asks whether a given tuple of values is a certain answer. Complexity tends to range, depending on the language, from undecidable (for sufficiently expressive languages to encode the validity problem) to coNP-complete to PTIME \([3, 7]\).

We now look at these problems in our general setting.

**Consistency**

Let \( \varphi \) be a condition, given by a logical formula, over the structures \( \mathcal{M}_\lambda \). The consistency problem is:

<table>
<thead>
<tr>
<th>PROBLEM:</th>
<th>CONS((\varphi))</th>
</tr>
</thead>
<tbody>
<tr>
<td>INPUT:</td>
<td>a generalized database ( (\mathcal{M}_\lambda, \rho) )</td>
</tr>
<tr>
<td>QUESTION:</td>
<td>is there ( (\mathcal{M}<em>\lambda', \rho') \in [[(\mathcal{M}</em>\lambda, \rho)] ) such that ( \mathcal{M}_\lambda' \models \varphi? )</td>
</tr>
</tbody>
</table>

In general we should avoid undecidable classes of formulae defining structural conditions; indeed, since every generalized database belongs to \([\emptyset]\), the consistency problem checks, in particular, satisfiability of sentences. Even though we only deal with data complexity (\( \varphi \) is fixed), we still prefer to avoid problems whose combined complexity is undecidable.

As a sample result on the complexity of the consistency problem, we consider the well-known decidable case of \( \exists^* \forall^* \)-formulae (i.e., the Bernays-Schönfinkel class, consisting of formulae of the form \( \exists x_1, \ldots, x_k \forall y_1, \ldots, y_m \alpha (\vec{x}, \vec{y}) \), where \( \alpha \) is quantifier-free), and classify the complexity of CONS(\(\varphi\)) based on the exact shape of the quantifier prefix.

**Proposition 11.** If \( \varphi \) is an \( \exists^* \forall^* \) sentence, then CONS(\(\varphi\)) is in NP.
• There is a ∃∀ sentence φ₀ such that CONS(φ₀) is NP-complete.

• If φ is an ∃φ sentence, then CONS(φ) is in PTIME.

Notice that we consider data complexity, i.e., the sentence φ is fixed, so there is no contradiction with the known higher complexity for the satisfiability problem for the Bernays-Schönfinkel class.

Membership

The membership question is whether D′ ∈ [D] for a complete database D′ and an incomplete database D. More generally, we can ask whether D ≤ D′ (which is the membership problem when D′ has no nulls).

Since checking whether D ≤ D′ amounts to checking the existence of a homomorphism from D to D′, we deal with the general constraint-satisfaction problem [30]. Such a problem is in NP, and often NP-complete, even for a fixed D′. One case that is solvable in PTIME in both relational and XML contexts is the case of the Codd interpretation of nulls. The proofs of these results are very different however: for relational Codd tables, [3] reduced the problem to finding matchings in bipartite graphs, and for XML, [7] used an analog of CTL-model-checking algorithms on finite Kripke structures.

Now we provide a uniform explanation. We say that in a generalized database (Mλ, ρ), the function ρ has Codd interpretation if each null occurs as its value at most once.

Theorem 6. For each fixed k > 0, checking whether (Mλ, ρ) ≤ (M′λ, ρ′) can be done in polynomial time if ρ has Codd interpretation, and the treewidth of Mλ is at most k.

Both relational and XML polynomial-time algorithms for the Codd interpretation of nulls are special cases of Theorem 6 when k = 1. This result is not a corollary of the standard results on the tractability of constraint satisfaction problems with bounded treewidth (cf. [20, 30]) due to the presence of data values and special conditions on homomorphisms.

Query answering

To answer questions about the complexity of query answering, we need, of course, a query language for generalized databases. Here we look at a natural analog of FO. For relational databases, we know that query answering is in PTIME for unions of conjunctive queries (i.e., existential positive FO sentences) but undecidable for all of FO [3]. For XML, even for analogs of conjunctive queries on trees [21, 8] the complexity of finding certain answers can be coNP-complete, but this is typically caused by missing structural information or the presence of a schema [7].

Since generalized databases are two-sorted structures, it appears to be natural to consider a two-sorted version of FO. We can however rather easily avoid the cumbersome multi-sorted presentation by considering, for a generalized schema S = (Σ, σ, ar), the logic FO(S, ∼), which is first-order over σ, the labeling predicates, and predicates =_ij (x, y) meaning that the i-th attribute of x equals the j-th attribute of y.

Note that this covers both relational and XML Boolean conjunctive queries (for XML, σ defines the set of axes).

So the natural problem we have is the following, where φ is a sentence of FO(S, ∼):

<table>
<thead>
<tr>
<th>Problem: QA(φ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: a generalized database D</td>
</tr>
<tr>
<td>Question: is QA(φ, D) = true?</td>
</tr>
</tbody>
</table>

We now show that all three cases witnessed for relations and XML – tractability, intractability, and undecidability – are possible.

Theorem 7. • If φ is an existential positive sentence of FO(S, ∼), then QA(φ) is in DLOGSPACE.

• If φ is an existential sentence of FO(S, ∼), then QA(φ) is in coNP. Moreover, there exists a generalized scheme S and an existential sentence φ₀ of FO(S, ∼) so that QA(φ₀) is coNP-complete.

• There exists a generalized scheme S and a sentence φ₁ of FO(S, ∼) so that QA(φ₁) is undecidable.

7. Future work

We briefly outline some directions for future work. Many results in this paper are of generic nature, and it would be nice to understand how they work when they are applied for particular classes of structures. For example, Theorem 7 is stated over the class of all generalized databases, and one would like to see how similar results change when we impose restrictions on the structural part (e.g., require it to be a tree).

We have not looked at constraints, but they are known to cause problems in the presence of incompleteness; in particular, they affect complexity and decidability results [12, 13]. We also would like to see if the structural study of constraints imposed on target instances in data exchange will help determine classes for which least upper bounds, and thus universal solutions, exist; to start with, one can attempt to extract such structural conditions from cases when the chase procedure is known to work (e.g. [19, 17]), or from restricted classes of tgds studied in ontological reasoning [11].

The general model we used in Section 5, while inspired by several other graph-based models, is rather close to the model of [14]. The focus of [14] was rather different from ours, but a more detailed study of the connections with that paper may be warranted.
Finally, all the results here (except Proposition 8) are based on the open world assumption. An ordering can naturally be extracted from the closed world semantics as well, and we plan to study it in the future. Going from OWA to CWA is often known to increase the complexity of the main computational tasks though [41].
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APPENDIX

Proofs

We shall use the following notations throughout the appendix. If $h$ is a homomorphism between two database instances $D$ and $D'$ (i.e., a mapping that sends nulls to constants or nulls) we shall write $D \xrightarrow{h} D'$. When we deal with XML trees or generalized databases where homomorphisms are pairs of mappings $(h_1, h_2)$, the first one on nodes and the second one on nulls, we shall write $\mathfrak{D} \xrightarrow{(h_1, h_2)} \mathfrak{D}'$. When we deal with the usual graph-theoretic homomorphisms (i.e., nodes are sent to nodes), we write $M \xrightarrow{g} M'$ to indicate that $g$ is such a homomorphism between structures $M$ and $M'$.

Proof of Proposition 1

Note that for a Boolean FO query $Q$ (i.e., an FO sentence) $\text{certain}(Q, D) = Q_{\text{naive}}(D)$, is equivalent to the following statement being true:

$$D \models Q \iff \forall D' : \left( \text{if } D \xrightarrow{h} D' \text{ for } h : \mathcal{N} \rightarrow \mathcal{C}, \text{ then } D' \models Q \right)$$

(3)

In the next statement we use the graph-theoretic notion of homomorphisms, rather than database homomorphism. That is, such a homomorphism between two structures $R$ and $R'$ of the same vocabulary over $\mathcal{C}$ is a mapping $g$ from the universe of $R$ to the universe of $R'$ that satisfies the usual condition of a homomorphism (thus, the difference is that it does not need to be the identity on constants, as database homomorphism). Recall that for such homomorphisms we write $R \xrightarrow{g} R'$.

Next, recall that an FO query $Q$ is preserved under homomorphisms (in the finite) if for every finite structure $R$ over $\mathcal{C}$, we have

$$R \models Q \text{ and } R \xrightarrow{g} R' \text{ imply } R' \models Q.$$

(4)

We now show that (3) is true for all naïve databases $D$ if (4) is true for all databases $R$ over $\mathcal{C}$ (of the same schema, of course). By Rossman’s theorem [38], this will imply that $Q$ is equivalent to a union of conjunctive queries.

First assume that (3) is true for all naïve databases $D$. Consider an arbitrary database $R$ over $\mathcal{C}$ such that $R \models Q$, and let $R \xrightarrow{g} R'$. Assume that the universe of $R$ is $\{c_1, \ldots, c_m\}$. Let $\bot_1, \ldots, \bot_m$ be distinct nulls from $\mathcal{N}$, and let $f$ be the map that sends each $c_i$ to $\bot_i$, for $i \leq m$. Let $R_{\bot} = f(R)$. Since $f$ is an isomorphism of first-order structures, we have $R_{\bot} \models Q$. Now consider a mapping $g \circ f^{-1}$ from $R_{\bot}$ to $R'$. This mapping is a (database) homomorphism (since it is only defined on nulls in $R_{\bot}$). Hence applying (3) to $R_{\bot}$ and the homomorphism $R_{\bot} \xrightarrow{f^{-1} \circ g} R'$ we conclude that $R' \models Q$. This proves the first implication.

Now assume (4) is true for all databases $R$ over $\mathcal{C}$. We have to prove that (3) is true for all naïve databases $D$. This of course means proving both directions in (3). First, assume that for a given $D$, we have $D' \models Q$ whenever $D \xrightarrow{h} D'$ for some $h : \mathcal{N} \rightarrow \mathcal{C}$. Let the domain of $D$ contain nulls $\bot_1, \ldots, \bot_n$ and constants $c_1, \ldots, c_m$. Define $h(\bot_i) = c'_i$, for $i \leq n$, where $c'_1, \ldots, c'_n$ are distinct constants different from $c_1, \ldots, c_m$. Let $D' = h(D)$. By the assumption, we have $D \models Q$. But then $D'$ is isomorphic to $D$ as a first-order structure, so we conclude $D \models Q$.

Conversely, let $D \models Q$, where $D$ is a naïve database, and let $D \xrightarrow{h} D'$ for some $h : \mathcal{N} \rightarrow \mathcal{C}$. We have to prove $D' \models Q$. Assume again that the domain of $D$ contain nulls $\bot_1, \ldots, \bot_n$ and constants $c_1, \ldots, c_m$, and let $f(\bot_i) = c'_i$, for $i \leq n$, where $c'_1, \ldots, c'_n$ are distinct constants different from $c_1, \ldots, c_m$. As before, $f(D) \models Q$. Now $f(D)$ is a database over constants, and $h \circ f^{-1}$ is a homomorphism between $f(D)$ and $D'$, that is, $f(D) \xrightarrow{h \circ f^{-1}} D'$. Hence, applying (4), we conclude $D' \models Q$. This concludes the proof of the Proposition.

Proof of Proposition 2

(1) $\Rightarrow$ (2) Assume that $\text{certain}(Q, D)$ evaluates to true, i.e., for every $R$ over $\mathcal{C}$ such that $D \xrightarrow{h} R$, we have $R \models Q$.

To show that $D_Q \models D$, assume that we have some $R$ over constants such that $D \xrightarrow{h} R$. Then $R \models Q$ by the
In both cases we get \( \bigcap \emptyset \). Then either there is no maximal element in it, or there are two or more incomparable maximal elements.

\[ (2) \Rightarrow (3) \] If \( D_Q \leq D \), then by Proposition 3 (proved independently of this one), we have \( D_Q \xrightarrow{h} D \). Since these are tableaux of \( Q \) and \( Q_D \), resp., we conclude \( Q_D \subseteq Q \).

\[ (3) \Rightarrow (1) \] If \( Q_D \subseteq Q \), then there is a homomorphism from the tableau of \( Q \) to the tableau of \( Q_D \), i.e., \( D_Q \xrightarrow{h} D \). Now suppose \( D \xrightarrow{g} R \) for some \( R \) over constants. Then \( D_Q \xrightarrow{g \circ h} R \) which implies \( R \models Q \). Since this is true for an arbitrary \( R \) over constants, we conclude \( \text{certain}(Q, D) = \text{true} \).

**Proof of Theorem 1**

Assume first that \( \bigwedge X \) exists. Since \( \bigwedge X \) is an equivalence class with respect to \( \sim \), and since so is the set of max-descriptions (if it exists), it suffices to show that every element \( u \) in \( \bigwedge X \) is a max-description of \( X \); it will then follow that glb’s and max-descriptions coincide in this case.

Let \( \text{LB}(X) \) denote the set of all lower bounds of \( X \). Then

\[
\text{Mod}(\text{Th}(X)) = \bigcap_{y \in \text{LB}(X)} \uparrow y.
\]

Hence, \( \text{Mod}(\text{Th}(X)) \subseteq \uparrow u \) since \( u \in \text{LB}(X) \). Conversely, if \( y \) is an arbitrary element of \( \text{LB}(X) \), then \( \uparrow u \subseteq \uparrow y \) and thus \( \uparrow u \subseteq (\bigcap_{y \in \text{LB}(X)} \uparrow y) = \text{Mod}(\text{Th}(X)) \). Hence, \( \uparrow u = \text{Mod}(\text{Th}(X)) \) and \( u \) is a max-description.

For the converse we need a simple observation: since by the properties of Galois connections \( X \subseteq \text{Mod}(\text{Th}(X)) \), we have that if \( u \) is a max-description, then \( u \in \text{LB}(X) \). In particular, a max-description \( u \), if it exists, must be in \( (\bigcap_{y \in \text{LB}(X)} \uparrow y) \cap \text{LB}(X) \).

Now assume that \( \bigwedge X \) does not exist and look at the set \( \text{LB}(X) \) of all lower bounds of \( X \). Assume that \( \text{LB}(X) = \emptyset \); then \( \text{Th}(X) = \emptyset \) and \( \text{Mod}(\emptyset) = D \). A max-description, if it existed, would have been the minimal element of \( D \), but such an element does not exist, for otherwise it would have been in \( \text{LB}(X) \). So now suppose \( \text{LB}(X) \) is not empty. Then either there is no maximal element in it, or there are two or more incomparable maximal elements. In both cases we get \( (\bigcap_{y \in \text{LB}(X)} \uparrow y) \cap \text{LB}(X) = \emptyset \), which, by the preceding observation, implies that there is no max-description. This concludes the proof.

**Proof of Lemma 1**

First we show that \( Q(B) \) is a basis of \( Q(X) \). Since \( B \subseteq X \), we have \( \uparrow Q(B) \subseteq \uparrow Q(X) \). Conversely, let \( y \) be \( \uparrow Q(X) \). There is \( x \in X \) such that \( Q(x) \leq y \). Since \( B \) is a basis, we have \( b \preceq x \) for some \( b \in B \). Hence \( Q(b) \preceq Q(x) \preceq y \), showing \( y \in \uparrow Q(B) \). Thus, \( Q(B) \) is a basis of \( Q(X) \), and now it suffices to show that if sets \( Y \) and \( Z \) are such that \( \uparrow Y = \uparrow Z \) then their glb’s coincide (when they exist). This follows from an even stronger fact that the sets of lower bounds of \( Y \) and \( Z \) are the same: if \( y \) is a lower bound of \( Y \) and \( z \in Z \), then \( z \in \uparrow Y \), i.e., for some \( y' \in Y \) we have \( z \geq y' \geq y \), proving that \( y \) is a lower bound for \( Z \). Due to complete symmetry, the lower bounds of \( Y \) and \( Z \) coincide, proving the lemma.

**Proof of Theorem 2**

Let \( D \) and \( D' \) be two database domains with complete objects. By convention, we shall refer to sets of complete objects as \( C \) and \( C' \), resp. We shall use the same symbol \( \preceq \) for ordering as it is always clear from the context which domain one refers to. We also use the notation \( x \mid y \) when two elements are incomparable, i.e. neither \( x \preceq y \) nor \( y \preceq x \) is true.

We start with two observations. First, for each \( x \in D \), the glb \( \bigwedge_{c \preceq x} \uparrow \) exists and equals \( \pi_{\text{cpl}}(x) \). For this, it suffices to show that every lower bound \( c \) of \( \uparrow \) is lower than \( x \) wrt \( \preceq \). This will suffice since \( \pi_{\text{cpl}}(x) \) is the greatest element of \( C \) under \( x \), and since \( \pi_{\text{cpl}}(x) \) itself is a lower bound of \( \uparrow \). So assume now that \( c \) is a lower bound of \( \uparrow \) but \( c \preceq x \). Then there is an element \( y \in \uparrow \) such that \( y \notin \mid \), or, in other words, \( c \not\sim y \). But contradicts the assumption that \( c \) is a lower bound of \( \uparrow \), proving the equation \( \bigwedge_{c \preceq x} \uparrow = \pi_{\text{cpl}}(x) \).

We call a function \( f : D \to D' \) between two database domains with complete objects naive-admissible if it is both monotone and has the complete saturation property. We now show that for every naïve-admissible function \( f \),
certain answers can be found by naïve evaluation; that is,

\[ \bigwedge_{\text{cpl}} f(\downarrow_{\text{cpl}} x) = \pi_{\text{cpl}}(f(x)) \]  \hspace{1cm} (5)

To prove (5), it suffices to show that

\[ \bigwedge_{\text{cpl}} f(\downarrow_{\text{cpl}} x) = \bigwedge_{\text{cpl}} \uparrow_{\text{cpl}} f(x) \]  \hspace{1cm} (6)

since the right-hand side of (6), by the fact proven above, exists, and is equal to \( \pi_{\text{cpl}}(f(x)) \).

We now prove (6). For this, it suffices to show that \( \text{LB}_{\text{cpl}}(f(\downarrow_{\text{cpl}} x)) = \text{LB}_{\text{cpl}}(\uparrow_{\text{cpl}} f(x)) \), where \( \text{LB}_{\text{cpl}}(\cdot) \) refers to the set of lower bounds in the set of complete objects (i.e., \( \text{LB}_{\text{cpl}}(X) = \{ c \mid c \text{ is complete and } c \preceq x \text{ for all } x \in X \} \)). Since \( f(\downarrow_{\text{cpl}} x) \subseteq \uparrow_{\text{cpl}} f(x) \) (as \( f \) is monotone and sends complete objects to complete objects), we have \( \text{LB}_{\text{cpl}}(\downarrow_{\text{cpl}} f(x)) \subseteq \text{LB}_{\text{cpl}}(f(\downarrow_{\text{cpl}} x)) \).

For the converse, suppose \( c \in \text{LB}_{\text{cpl}}(f(\uparrow_{\text{cpl}} x)) \). First assume that \( f(x) \in \mathcal{C}' \). Then, by the complete saturation property, \( f(x) = f(c_1) \) for some \( c_1 \in \uparrow_{\text{cpl}} x \). This implies \( f(x) \in f(\downarrow_{\text{cpl}} x) \) and thus \( c \preceq f(x) \). In particular, this implies that \( c \preceq c' \) for every \( c' \in \downarrow_{\text{cpl}} f(x) \) and thus \( c \in \text{LB}_{\text{cpl}}(f(\downarrow_{\text{cpl}} x)) \).

Hence, it remains to consider the case when \( f(x) \notin \mathcal{C}' \) and \( c \in \text{LB}_{\text{cpl}}(f(\uparrow_{\text{cpl}} x)) \). There are two subcases. The first is when \( c \preceq f(x) \). In that case clearly \( c \) is a lower bound for \( \uparrow_{\text{cpl}} f(x) \). The second subcase is when \( c \) is not less than \( f(x) \), with respect to \( \preceq \). In that case, by the complete saturation property, we get \( c_1 \in \mathcal{C} \) and \( f(c_1) \preceq c \). But then \( f(c_1) \) is a complete object in \( f(\downarrow_{\text{cpl}} x) \) which contradicts the assumption that \( c \) is in \( \text{LB}_{\text{cpl}}(f(\uparrow_{\text{cpl}} x)) \). Hence, this case is impossible, and thus in all the cases we have \( c \in \text{LB}_{\text{cpl}}(f(\downarrow_{\text{cpl}} x)) \), hence proving (6) and (5). This completes the proof.

**Proof of Proposition 3**

We do the proof for the relational case first. Assume we have a homomorphism \( D \xrightarrow{h} D' \). Then, if \( R \) is a database over constants and we have a homomorphism \( D' \xrightarrow{g} R \), then there is a homomorphism \( D \xrightarrow{gh} R \), and thus \( [D'] \subseteq [D] \).

Conversely, assume that \( [D'] \subseteq [D] \). Let the universe of \( D' \) contain nulls \( \perp_1, \ldots, \perp_n \) and constants \( c_1, \ldots, c_m \). Let \( c'_1, \ldots, c'_n \) be constants not mentioned in \( D \) and \( D' \). Consider a mapping \( f \) such that \( f(\perp_i) = c'_i \) for \( 1 \leq i \leq n \), and \( f(c_j) = c_j \) for \( 1 \leq j \leq m \). Then \( D' \xrightarrow{f} f(D') \) (in fact, \( f \) is an isomorphism between \( D' \) and \( f(D') \) viewed as first-order structures). Since \( f(D') \) contains no nulls, this implies \( f(D') \in [D'] \), and thus \( f(D') \in [D] \). Therefore, \( D \xrightarrow{g} f(D') \) for some homomorphism \( g \). Since \( f \) is an isomorphism, this implies that \( f^{-1} \circ g \) is a homomorphism from \( D \) to \( D' \).

The proof for XML trees (and even more general models considered in Section 5) is the same: the direction from \( T \xrightarrow{h} T' \) to \( [T'] \subseteq [T] \) only requires the closure of homomorphisms under composition. For the converse, we proceed as above, and define \( f' = (\text{id}, f) \) to be a homomorphism of trees (i.e., the first component is the identity on tree nodes). The rest of the proof then applies verbatim.

**Proof of Proposition 4**

Let \( D, D' \) be two Codd tables. Assume that \( D \preceq D' \). Then, by Proposition 3, we have a homomorphism \( D \xrightarrow{h} D' \). Since for every tuple \( t \) in \( D \) we have \( t \subseteq h(t) \), this implies \( D \subseteq h D' \).

Conversely, assume that \( D \subseteq h D' \). Let \( D = \{ t_1, \ldots, t_n \} \) and \( D' = \{ s_1, \ldots, s_m \} \). Since \( D \subseteq h D' \), there is a function \( f : \{ 1, \ldots, n \} \rightarrow \{ 1, \ldots, m \} \) such that \( t_i \subseteq s_{f(i)} \) for every \( i \leq n \). If \( t_i = (a_1, \ldots, a_k) \) and \( s_{f(i)} = (b_1, \ldots, b_k) \), then for every \( j \leq k \), if \( a_j \) is a constant, then \( b_j = a_j \). If \( a_j \in \mathcal{N} \), then set \( h(a_j) = b_j \). Since each null occurs just once in \( D \), this function \( h \) is well defined, and by construction it is a homomorphism between \( D \) and \( D' \). Thus, \( D \preceq D' \), proving the proposition.
Proof of Proposition 5

We shall slightly abuse the notation and write \(x \otimes y\) to denote \(x\) if \(x = y \in \mathcal{C}\) or \(\perp_{xy}\) otherwise, and \(R \otimes R'\) to denote \(\{t \otimes t' \mid t \in R, t' \in R'\}\). It will always be clear from the context what the operation applies to.

First, note that the mappings \(h(\perp_{xy}) = x\) and \(h'(\perp_{xy}) = y\) are homomorphisms \(R \otimes R' \xrightarrow{h} R\) and \(R \otimes R' \xrightarrow{h'} R'\) and thus \(R \otimes R'\) is a lower bound for \(\{R, R'\}\).

Conversely, suppose we have a naive table \(D\) such that \(D \preceq R\) and \(D \preceq R'\), i.e., there are homomorphisms \(D \xrightarrow{h} R\) and \(D \xrightarrow{h'} R'\). If \(\perp\) is a null present in \(D\), define \(g(\perp) = h(\perp) \otimes h'(\perp)\). Then, if \((v_1, \ldots, v_m)\) is tuple in \(D\), then \((h(v_1), \ldots, h(v_m))\) is a tuple in \(R\) and \((h'(v_1), \ldots, h'(v_m))\) is a tuple in \(R'\), and thus

\[
(h(v_1) \otimes h'(v_1), \ldots, h(v_m) \otimes h'(v_m)) = (g(v_1), \ldots, g(v_m))
\]

is a tuple in \(R \otimes R'\), which shows that \(g\) is a homomorphism \(D \xrightarrow{g} R \otimes R'\). This shows that \(R \otimes R'\) is a glb of \(R\) and \(R'\).

Proof of Theorem 3

For the first statement, we use the fact that every countable partial order can be embedded into the lattice of cores of graphs [25]. We use this with the order \((\mathbb{Q}, <)\) (which in fact can be embedded into infinitely many intervals in the lattice of cores [24]). In particular, there is a family of graphs \(\mathcal{G}_\mathbb{Q} = \{G_q \mid q \in \mathbb{Q}\}\) such that each \(G_q\) is a core and \(G_q \prec G_{q'}\) iff \(q < q'\). Since each \(G_q\) is finite, the union of all the domains of \(G_q\)’s is countable, and thus we can assume that the nodes of all the \(G_q\)’s come from \(\mathcal{N}\), i.e., we can view graphs in \(\mathcal{G}_\mathbb{Q}\) as naive binary tables.

Now assume that every subset \(\mathcal{X}\) of \(\mathcal{G}_\mathbb{Q}\) has a glb. Then every subset \(\mathcal{X}\) will have a lub as well (which is the glb of \(\{G_q \in \mathcal{G}_\mathbb{Q} \mid q > q'\text{ for all }G_q \in \mathcal{X}\}\)). Hence, the Dedekind-MacNeille completion of \((\mathcal{G}_\mathbb{Q}, <)\), which is isomorphic to the completion of \((\mathbb{Q}, <)\) is embeddable in the preorder of naive tables. Since the latter is countable but the former is not, this implies that there are families \(\mathcal{X}\) without a glb (in fact the same cardinality argument shows that the number of sets without a glb is uncountable).

For the second statement, let \(P_n\) be a directed path of length \(n\), and let \(C_n\) be a directed cycle of length \(n\). We shall assume that their nodes come from \(\mathcal{N}\), i.e., these are naive tables. We first notice that there exist homomorphisms \(P_n \xrightarrow{h} P_m\) whenever \(n < m\), but not the other way around (since \(P_i\)’s are rigid). For directed cycles, we have a homomorphism \(C_{2^m} \xrightarrow{g_m} C_{2^{m-1}}\) for every \(m\). Indeed, let \(C_{2^m}\) contain edges \((\perp_1, \perp_2), (\perp_2, \perp_3), \ldots, (\perp_{2^{m-1}}, \perp_{2^m}), (\perp_{2^m}, \perp_1)\), and let \(C_{2^{m-1}}\) contain edges \((\perp_1, \perp_2), (\perp_2, \perp_3), \ldots, (\perp_{2^{m-1}}, \perp_{2^{m-1}}), (\perp_{2^{m-1}}, \perp_1)\). Then \(g_m\) is given by letting,

\[
g_m(\perp_i) = g_m(\perp_{i+2^{m-1}}) = \perp_i', \quad \text{for each } i \text{ with } 1 \leq i \leq 2^{m-1}.
\]

Since each \(C_n\) is a core, we do not have homomorphisms going the other way (note that it is essential that we use directed cycles here: all undirected cycles of even length are bipartite, and thus have the same core, namely an undirected edge). Therefore, we have

\[
P_1 < P_2 < P_3 < \ldots < P_n < \ldots < C_{2^m} < \ldots < C_8 < C_4 < C_2
\]

We claim that the family \(\{C_{2^m} \mid m > 0\}\) does not have a glb. Assume that it does, and a graph \(G\) is a glb. In particular, \(P_n < G\) for all \(n\), and \(G < C_{2^m}\) for all \(m\). There are two cases.

- Case 1: \(G\) is acyclic. Let \(k\) be the length of the longest path in \(G\); by acyclicity, \(k\) is finite. Then by rigidity \(P_{k+1} \not\cong G\), and thus \(G\) is not a glb for \(\{C_{2^m} \mid m > 0\}\).
- Case 2: \(G\) has cycles. Let \(k\) be the smallest length of a cycle in \(G\). Since there is no homomorphism from \(C_k\) into \(C_{2^k}\) (in fact into any \(C_m\) for \(m > k\)), this means that there is no homomorphism from \(G\) to \(C_{2^k}\), i.e., \(G \not\cong C_{2^k}\), and thus \(G\) is not a glb for \(\{C_{2^m} \mid m > 0\}\).

Hence, \(\{C_{2^m} \mid m > 0\}\) has no glb. In fact the same argument shows that for every \(p \geq 1\), the set \(\{C_{2^{m\cdot p}} \mid m > 0\}\) has no glb, completing the proof. \(\square\)
Proof of Proposition 8

First, assume that \( D \preceq_{CWA} D' \), i.e., there is a one-to-one homomorphism \( h \) from \( D \) to \( D' \). Since \( i \subseteq h(i) \) for every homomorphism \( h \), we have \( D \cong h(D) \). Since every tuple in \( D' \) is in \( h(D) \), we obtain \( D \cong D' \). Thus, there is no homomorphism \( D \not\rightarrow D' \) such that \( g(t) = t' \), contradicting the assumption.

Conversely, assume that \( D \cong D' \) and \( \cong^{-1} \) satisfies Hall’s condition. For each \( D' \), let \( S_{D'} = \{ t \in D \mid t \subseteq t' \} \) (i.e., \( \cong^{-1}(t') \)). Hall’s condition implies that the family \( \{ S_{D'} \mid t' \in D' \} \) has a family of distinct representatives. Let \( s_{D'} \) be the distinct representative of \( S_{D'} \). Notice that \( s_{D'} \subseteq t' \).

We now construct an onto homomorphism \( D \rightarrow D' \) as follows. For each \( s_{D'} \), \( (a_1, \ldots, a_k) \) and \( t' = (b_1, \ldots, b_k) \), then we know from \( D \cong D' \) that there is a tuple \( t'' \in D' \) such that \( t \subseteq t'' \). Then again if \( t = (a_1, \ldots, a_k) \) and \( t'' = (b_1, \ldots, b_k) \), then for each null \( a_i \) we let \( h(a_i) = b_i \); as before, \( h(t) = t'' \). Since each null occurs at most once, this definition of \( h \) is correct, and we showed that it is a homomorphism. Since we have \( h(s_{D'}) = t' \) for every \( t' \in D' \), it is also an onto homomorphism. Thus, \( D \preceq_{CWA} D' \), proving the proposition.

Remark The proof also shows that when \( \cong^{-1} \) satisfies Hall’s condition, \( D \cong D' \) alone (which is a weaker condition than \( D \cong D' \)) implies \( D \preceq_{CWA} D' \). In particular, the following are equivalent: (a) \( D \preceq_{CWA} D' \); (b) \( D \cong D' \) and \( \cong^{-1} \) satisfies Hall’s condition; and (c) \( D \cong D' \) and \( \cong^{-1} \) satisfies Hall’s condition.

Proof of Theorem 4

First notice that \( \mathcal{D} \wedge_{\Sigma} \mathcal{D'} \) is a lower bound of \( \mathcal{D} \) and \( \mathcal{D}' \). Indeed, we have a homomorphism \( \iota : \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda} \rightarrow \mathcal{M} \). Consider the mapping \( h \) that sends each \( \perp_{xy} \) to \( x \). Then \( (i, h) \) is a homomorphism from \( \mathcal{D} \wedge_{\Sigma} \mathcal{D}' \) to \( \mathcal{D} \). Indeed, for each \( \iota \) in \( \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda} \), we have

\[
h(\iota \otimes \rho(\iota)) = h(\iota(v)) \otimes \rho(\iota(v)) = \rho(\iota(v)).
\]

The proof of the existence of \( h' \) such that \( \mathcal{D} \wedge_{\Sigma} \mathcal{D}' \rightarrow h' \mathcal{D}' \) is the same. Hence, \( \mathcal{D} \wedge_{\Sigma} \mathcal{D}' \) is a lower bound of \( \mathcal{D} \) and \( \mathcal{D}' \).

For the converse, we need an auxiliary result first. Define \( \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda} \) as the restriction of \( \mathcal{M} \times \mathcal{M}'_{\lambda} \) to pairs \((\nu, \nu')\) so that \( \lambda(\nu) = \lambda(\nu') \). We claim that it is a glb of \( \mathcal{M} \) and \( \mathcal{M}'_{\lambda} \) in the class of \( \Sigma \)-colored structures (i.e., structures where each node is assigned one label in \( \Sigma \)) . Clearly, it is a lower bound, as the projections serve as homomorphisms.

Now suppose we have a structure \( \mathcal{M}'_{\lambda} \), and homomorphisms \( \mathcal{M} \twoheadrightarrow \mathcal{M} \) and \( \mathcal{M} \twoheadrightarrow \mathcal{M}'_{\lambda} \). Then \( \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda} \), the \( \cap_{\Sigma} \) notation refers to homomorphisms in the graph-theoretic sense, i.e., defined on all elements. In particular, for each \( \nu \) in \( \mathcal{M} \), we have \( \lambda(\nu) = \lambda(\nu') \). Hence, \( (g, g') \) is a homomorphism from \( \mathcal{M} \) to \( \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda} \), which shows that the latter serves as a glb in the preorder of \( \Sigma \)-colored structures. In particular, for an arbitrary \( \Sigma \), we shall have \( \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda} \) since by definition, \( \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda} \) (when it exists) is a \( \Sigma \)-colored structure.

We next define \( \mathcal{D} \wedge_{\Sigma} \mathcal{D}' \) as \( \langle \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda}, \rho \otimes \rho' \rangle \). Here \( \rho \otimes \rho'(\nu, \nu') = \rho(\nu) \otimes \rho(\nu') \); this is of course well-defined since \( \lambda(\nu) = \lambda(\nu') \), and likewise we have a homomorphism from \( \mathcal{D} \wedge_{\Sigma} \mathcal{D}' \) to \( \mathcal{D}' \) using second projections. Suppose now we have \( \mathcal{D} \wedge_{\Sigma} \mathcal{D}' \) such that \( \mathcal{D} \wedge_{\Sigma} \mathcal{D}' \leq \mathcal{D} \) and \( \mathcal{D} \wedge_{\Sigma} \mathcal{D}' \leq \mathcal{D}' \); that is, we have homomorphisms

\[
\langle \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda}, \rho \otimes \rho' \rangle \rightarrow \langle \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda}, \rho \otimes \rho' \rangle \]

and

\[
\langle \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda}, \rho \otimes \rho' \rangle \rightarrow \langle \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda}, \rho \otimes \rho' \rangle.
\]

Then we have a homomorphism \( \langle \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda}, \rho \otimes \rho' \rangle \rightarrow \langle \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda}, \rho \otimes \rho' \rangle \) defined as follows. First, \( g(\nu) = (g(\nu), g(\nu)) \). Since the labels of \( g(\nu) \) in \( \mathcal{M} \) and \( g(\nu) \) in \( \mathcal{M}'_{\lambda} \) are the same, we can define \( h(\nu) = g(\nu) \). It is routine to verify that this defines a homomorphism and thus \( \langle \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda}, \rho \otimes \rho' \rangle \leq \langle \mathcal{M} \cap_{\Sigma} \mathcal{M}'_{\lambda}, \rho \otimes \rho' \rangle \), showing that the latter is a glb in the class of all generalized databases.
Now suppose we have a generalized database $\langle M^{\lambda}_{\lambda}, \rho^{*} \rangle$ such that $M^{\lambda}_{\lambda}$ is in $K$ and both $\langle M^{\lambda}_{\lambda}, \rho^{*} \rangle \preceq D$ and $\langle M^{\lambda}_{\lambda}, \rho^{*} \rangle \preceq D'$ hold. Then, by the above, we have

$$\langle M^{\lambda}_{\lambda}, \rho^{*} \rangle \xrightarrow{(g,h)} \langle M_{\lambda} \sqcup M^{\lambda}_{\lambda}, \rho \otimes \rho' \rangle$$

for some homomorphism $(g,h)$. We also have

$$\langle M_{\lambda} \sqcup K M^{\lambda}_{\lambda}, \rho \otimes \rho' \rangle \xrightarrow{(g',id)} \langle M_{\lambda} \sqcup M^{\lambda}_{\lambda}, \rho \otimes \rho' \rangle$$

since $M_{\lambda} \sqcup K M^{\lambda}_{\lambda} \preceq M_{\lambda} \sqcup M^{\lambda}_{\lambda}$ (the glb in a class cannot be greater than an unrestricted glb). Furthermore, since $M^{\lambda}_{\lambda}$ is in $K$ and both $M^{\lambda}_{\lambda} \preceq M_{\lambda}$ and $M^{\lambda}_{\lambda} \preceq M^{\lambda}_{\lambda}$ hold, we have $M^{\lambda}_{\lambda} \xrightarrow{f} M_{\lambda} \sqcup K M^{\lambda}_{\lambda}$. Combining this with (7) and using the fact that in (8) the homomorphism on values is the identity, we conclude $\langle M^{\lambda}_{\lambda}, \rho^{*} \rangle \xrightarrow{(f,h)} \langle M_{\lambda} \sqcup K M^{\lambda}_{\lambda}, \rho \otimes \rho' \rangle$, showing that the latter is a glb of $\langle M_{\lambda}, \rho \rangle$ and $\langle M^{\lambda}_{\lambda}, \rho' \rangle$ in class $K$.

**Proof of Theorem 5**

Let $D$ be a source instance (in particular, it is an instance without nulls), and let $M$ be a mapping containing rules of the form $\mathcal{I} \rightarrow \mathcal{J}$. We need to prove two facts: first, that $\bigvee_{K} M(\mathcal{D})$ is a solution, and second, that whenever $\mathcal{J}''$ is in $M(\mathcal{D})$ and $\mathcal{D}''$ is a solution, we have $\mathcal{J}'' \preceq \mathcal{D}''$. Indeed, this implies universality of $\bigvee_{K} M(\mathcal{D})$: if $\mathcal{D}''$ is an arbitrary solution in $K$, then $\mathcal{J}'' \preceq \mathcal{D}''$ for all $\mathcal{J}'' \in M(\mathcal{D})$ and hence $\bigvee_{K} M(\mathcal{D}) \preceq \mathcal{D}''$; therefore, there is a homomorphism from $\bigvee_{K} M(\mathcal{D})$ to $\mathcal{D}''$, proving universality.

We first show that $\bigvee_{K} M(\mathcal{D})$ is a solution. Assume, for a rule $\mathcal{I} \rightarrow \mathcal{J} \in M$ that there is a homomorphism $\mathcal{I} \xrightarrow{(h_{1},h_{2})} \mathcal{D}$. Consider the instance $h_{2}(\mathcal{J'})$. Since $h_{2}(\mathcal{J}) \preceq \bigvee_{K} M(\mathcal{D})$, we have a homomorphism $h_{2}(\mathcal{J'}) \xrightarrow{(g,h)} \bigvee_{K} M(\mathcal{D})$. Since $\mathcal{D}$ is a source (i.e., has no nulls), the domains of $h'$ and $h_{2}$ are disjoint, and thus $h = h' \circ h_{2}$ is a homomorphism that extends $h_{2}$. We then have $\mathcal{J'} \xrightarrow{(id,h_{2})} h_{2}(\mathcal{J'}) \xrightarrow{(g,h)} \bigvee_{K} M(\mathcal{D})$ implying $\mathcal{J'} \xrightarrow{(g,h)} \bigvee_{K} M(\mathcal{D})$ with $h$ extending $h_{2}$. This proves that $\bigvee_{K} M(\mathcal{D})$ is a solution.

Finally, we need to show that $\mathcal{J}'' \preceq \mathcal{D}''$ for each $\mathcal{J}'' \in M(\mathcal{D})$ and a solution $\mathcal{D}''$. If $\mathcal{J}''$ is in $M(\mathcal{D})$, then for some $\mathcal{I} \rightarrow \mathcal{J} \in M$ and some homomorphism $\mathcal{I} \xrightarrow{(h_{1},h_{2})} \mathcal{D}$ we have $\mathcal{J}'' = h_{2}(\mathcal{J})$. Since $\mathcal{D}''$ is a solution, there exists a homomorphism $\mathcal{J'} \xrightarrow{(g_{1},g_{2})} \mathcal{D}''$ such that $g_{2}$ coincides with $h_{2}$ on nulls common to $\mathcal{I}$ and $\mathcal{J}'$. Note that since the image of $h_{2}$ contains only constants (as $\mathcal{D}$ is a source), $g_{2}$ is a disjoint union of $h_{2}$ and a homomorphism $h'$ defined on nulls in $\mathcal{J}'$ not present in $\mathcal{I}$. Since we have a homomorphism $\mathcal{J'} \xrightarrow{(id,h_{2})} h_{2}(\mathcal{J})$, this implies that $(g_{1},h')$ is a homomorphism from $h_{2}(\mathcal{J})$ to $\mathcal{D}'$. Thus, $h_{2}(\mathcal{J}) \preceq \mathcal{D}'$, i.e., $\mathcal{J}'' \preceq \mathcal{D}''$. This completes the proof.

**Proof of Proposition 10**

Consider trees $T_{1}$ and $T_{2}$, both having their roots labeled $a$, and one child each: in $T_{1}$ it is labeled $b$, and in $T_{2}$ it is labeled $c$.

Now consider the following trees. In $T'$, we have the root labeled $a$, with two children labeled $b$ and $c$. In $T''$, we have the root labeled $d$, with two children, both labeled $a$, the first of which has a single child labeled $b$, and the other a single child labeled $c$. It is easy to see that $T_{1}, T_{2} \preceq T'$ and $T_{1}, T_{2} \preceq T''$.

Suppose $T$ is a lub of $T_{1}$ and $T_{2}$. Then there are homomorphisms $T_{1} \xrightarrow{g_{1}} T$ and $T_{2} \xrightarrow{g_{2}} T$. Suppose the values of $g_{1}$ and $g_{2}$ coincide on the $a$-labeled nodes of $T_{1}$ and $T_{2}$. Then $T$ contains a copy of $T'$, in which case there is no homomorphism from $T$ to $T''$, i.e., $T \not\preceq T''$, and thus $T$ cannot be an lub of $T_{1}$ and $T_{2}$. If, on the other hand, the values of $g_{1}$ and $g_{2}$ are different on the $a$-labeled nodes of $T_{1}$ and $T_{2}$, then $T$ contains copies of $T_{1}$ and $T_{2}$ which are disjoint. In this case, there must be a common ancestor of $a$-nodes of these copies, which implies that there is no homomorphism from $T$ to $T'$, i.e., $T \not\preceq T'$. Hence, in this case $T$ cannot be an lub of $T_{1}$ and $T_{2}$ either. This shows there is no lub for $\{T_{1}, T_{2}\}$.

**Proof of Proposition 11**

In the proof we shall use abbreviations $\mathcal{D}$ for $\langle M_{\lambda}, \rho \rangle$ and $\mathcal{D}'$ for $\langle M^{\lambda}_{\lambda}, \rho' \rangle$.  
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For the NP upper bound, we show that, if the sentence \( \varphi \) is fixed (and thus \( S \) is fixed as it provides the vocabulary for \( \varphi \)), then if there is \( \mathcal{D}' \in [\mathcal{D}] \) such that \( \mathbf{M}' \models \varphi \), then one can find such \( \mathbf{M}' \) whose size is polynomial in the size of \( \mathbf{M} \) (with polynomial depending only on \( \varphi \)). We do this by capturing the existence of such a \( (\mathbf{M}'^\lambda, \rho') \) by means of satisfiability of an \( \exists^* \forall^* \) sentence whose block of existentials will be of size polynomial in the size of \( \mathbf{M} \).

To construct such a sentence, assume that the universe of \( \mathbf{M} \) consists of nodes \( \nu_1, \ldots, \nu_m \), and let \( \text{Diag}^+[\mathbf{M}_\lambda](x_1, \ldots, x_m) \) be the positive diagram of \( \mathbf{M}_\lambda \) (i.e., whenever \((\nu_1, \ldots, \nu_k)\) is in a relation \( R \) in \( \mathbf{M} \), we add an atom \( R(x_{i_1}, \ldots, x_{i_k}) \), and whenever \( \lambda(\nu) = a \) we add an atom \( P_a(x_i) \); then \( \text{Diag}^+(x_1, \ldots, x_m) \) is the conjunction of all such atoms). We then define

\[
\alpha(\mathbf{M}_\lambda)(\bar{x}) = \text{Diag}^+[\mathbf{M}_\lambda] \land \forall x \forall a, b, c \in \Sigma, a \neq b \big( P_a(x) \land P_b(x) \big);
\]

it says that the labeling in the diagram is proper (i.e., at most one label per node).

Let \( \bot_1, \ldots, \bot_k \) be the nulls, and \( a_1, \ldots, a_p \) be the constants used in \( \mathcal{D} \). Let \( b_1, \ldots, b_k \) be constants different from the \( a_i \)'s. Let \( h \) be a function from \( \bot_1, \ldots, \bot_k \) into \( \{ a_1, \ldots, a_p, b_1, \ldots, b_k \} \).

We define new unary predicates \( V_i(\cdot) \) and \( W_{jr}(\cdot) \) for \( i \leq p \) and \( j \leq p + k \) and \( r \) ranging from 1 to the maximum arity of a symbol in \( \Sigma \) (i.e., the maximum number of attributes a node can carry). The intended interpretation of \( V_i(x) \) (or \( W_{jr}(x) \)) in the homomorphic image \( h(\mathbf{M}_\lambda) \) is that the \( r \)th attribute of \( x \) is \( a_i \) (or the \( j \) element in the list \( \{ a_1, \ldots, a_p, b_1, \ldots, b_k \} \) via applying \( h \)).

We then define \( \text{Diag}^+ [p, h](x_i, \ldots, x_m) \) as the conjunction of all the atoms \( V_i(x_i) \) if the \( r \)th attribute of \( \nu_i \) is \( a_i \), and \( W_{jr}(x_i) \) if the \( r \)th attribute of \( \nu_i \) is \( \bot_q \) such that \( h(\bot_q) = a_j \) for \( j \leq p \) and \( b_{j-p} \) for \( j > p \). We then let \( \beta[p, h](\bar{x}) \) be the conjunction of \( \text{Diag}^+ [p, h] \) and sentences

\[
\forall x \big( P_a(x) \rightarrow \bigwedge_{i \leq p, j \leq p+k, r > \text{ar}(a)} -V_i(x) \land -W_{jr}(x) \big)
\]

for each \( a \in \Sigma \), saying that attributes with numbers exceeding the arity of \( a \) are not defined, and

\[
\forall x \neg \left( \bigvee_{i, j, r} V_i(x) \land W_{jr}(x) \right) \lor \left( \bigvee_{i, i', r} V_i(x) \land V_{i'}(x) \right) \lor \left( \bigvee_{j, j', r} W_{jr}(x) \land W_{j' r}(x) \right)
\]

saying that no node can have two different values assigned to the same attribute.

Now it follows from the construction that the sentence

\[
\psi[\mathcal{D}, h] = \exists \bar{x} \left( \alpha(\mathbf{M}_\lambda)(\bar{x}) \land \beta[p, h](\bar{x}) \right)
\]

is true in a generalized database \( \mathcal{D}' \) without nulls iff there exists a homomorphism \((g, h)\) from \( \mathcal{D} \) into it (simply given by sending \( \nu_i \) to the witness of the existential quantifier \( \exists x_i \)). Thus, \( \psi[\mathcal{D}, h] \land \varphi \) is true in generalized databases \( \mathcal{D}' \) without nulls iff they satisfy \( \varphi \) and there is a homomorphism \((g, h)\) from \( \mathcal{D} \) and \( \mathcal{D}' \).

Now assume we have \( \mathcal{D}' \in [\mathcal{D}] \) with \( \mathbf{M}_\lambda' \) satisfying \( \varphi \). In the homomorphism \( \mathcal{D}' \to \mathcal{D} \) we can always change values in the image of \( h \) so that those which are not present in \( \mathcal{D} \) come from \( \{ b_1, \ldots, b_k \} \) (since \( \mathcal{D} \) has at most \( k \) nulls). Therefore, there is \( \mathcal{D}' \in [\mathcal{D}] \) with \( \mathbf{M}_\lambda' \) satisfying \( \varphi \) iff there is a \( \mathcal{D}' \) satisfying \( \psi[\mathcal{D}, h] \land \varphi \). Note that the latter is an \( \exists^* \forall^* \) sentence, and the number of existential quantifiers in \( \psi \) coincides with the size of the universe of \( \mathcal{D} \) plus the number of existential quantifiers in \( \varphi \) (which is fixed). It is known that if an \( \exists^* \forall^* \) has a model, then it has one in which the size of the universe does not exceed the number of existentially quantified variables. Hence, to solve \( \text{CONS}(\varphi) \), it suffices to guess a structure \( \mathbf{M}_\lambda' \) and a function \( \rho' \) on it with the universe of \( \mathbf{M}_\lambda' \) being at most linear in the size of the universe of \( \mathbf{M} \). Since the schema \( S \) is fixed, the size of the guessed \( \mathcal{D}' \) is polynomial in the size of \( \mathcal{D} \), and since \( \varphi \) is fixed, checking \( \mathbf{M}_\lambda' \models \varphi \) can be done in polynomial time. This shows that the algorithm for solving \( \text{CONS}(\varphi) \) runs in NP.

The remaining two items are easy. First, if \( \Sigma = \{ a \} \) and \( \text{ar}(a) = 0 \) (i.e., there is no labeling and there are no data values), consistency problem asks whether there exists \( \mathbf{M}' \) satisfying \( \varphi \) such that there is a homomorphism from \( \mathbf{M} \) to \( \mathbf{M}' \). Since each relational structure can be described up to isomorphism by an \( \exists^* \forall^* \) sentence, a particular case of the consistency problem is whether there is a homomorphism from \( \mathbf{M} \) into a fixed structure \( \mathbf{M}' \). Considering the vocabulary of graphs, and taking \( \mathbf{M}' \) to be \( K_3 \), we obtain NP-hardness.

Finally, if \( \varphi \) is an existential sentence, \( \text{CONS}(\varphi) \) simply returns true if \( \varphi \) is satisfiable and false otherwise (note that since \( \varphi \) is fixed we check this is constant time). Indeed, if \( \varphi \) is satisfiable, consider a structure \( \mathbf{M}_\lambda' \) that satisfies
it, and define $\rho'$ on it arbitrarily, to obtain a generalized database $\mathcal{D}'$. Then take the input $\mathcal{D}$, and consider an arbitrary $\mathcal{D}' \in \mathcal{D}$. Then the disjoint union of $\mathcal{D}$ and $\mathcal{D}'$ is in $[\mathcal{D}]$ and satisfies $\varphi$. This completes the proof. $\Box$

**Proof of Theorem 6**

Suppose $\mathcal{D} = (\mathcal{M}_\lambda, \rho)$ and $\mathcal{D}' = (\mathcal{M}'_\lambda, \rho')$ are two generalized databases of the same schema, and assume that $\rho$ has Codd interpretation. Recall the definition of $\subseteq$ on tuples over $\mathcal{C} \cup \mathcal{N}$: $(a_1, \ldots, a_m) \subseteq (b_1, \ldots, b_m)$ if, for each $i$, whenever $a_i \in \mathcal{C}$, then $b_i = a_i$. Now define a binary relation $R(\mathcal{D}, \mathcal{D}')$ between the nodes of $\mathcal{M}$ and $\mathcal{M}'$ as follows:

$$\langle \nu, \nu' \rangle \in R(\mathcal{D}, \mathcal{D}') \iff \lambda(\nu) = \lambda'(\nu') \text{ and } \rho(\nu) \subseteq \rho'(\nu').$$

We need the following observation.

**Lemma 3.** $\mathcal{D} \preceq \mathcal{D}'$ iff there is a homomorphism $\mathcal{M}_\lambda \stackrel{h}{\longrightarrow} \mathcal{M}'_\lambda$, such that the graph of $h$ is contained in $R(\mathcal{D}, \mathcal{D}')$.

**Proof of Lemma 3.** First, suppose $\mathcal{D} \preceq \mathcal{D}'$, i.e., we have a homomorphism $\langle \mathcal{M}_\lambda, \rho \rangle \stackrel{(h_1, h_2)}{\longrightarrow} \langle \mathcal{M}'_\lambda, \rho' \rangle$. Then, for each node $\nu$ in $\mathcal{M}$, we have $\rho(\nu) \subseteq \rho'(h_1(n))$ and thus $h_1$ is the required homomorphism between $\mathcal{M}_\lambda$ and $\mathcal{M}'_\lambda$.

Conversely, suppose we find a homomorphism $\mathcal{M}_\lambda \stackrel{h}{\longrightarrow} \mathcal{M}'_\lambda$ whose graph of $h$ is contained in $R(\mathcal{D}, \mathcal{D}')$. Then take any tuple $\bar{a}$ in $\rho(\nu)$ for $\nu$ in $\mathcal{M}$, and let $\bar{b}$ be the tuple (of the same length) $\rho'(h(\nu))$. Since $\bar{a} \subseteq \bar{b}$, we define a mapping $h'$ by mapping $\bar{a}$ into $\bar{b}$. By the definition of $\subseteq$, it only maps nulls to nulls or constants, and since $\rho$ is Codd, it is well-defined. It follows immediately that $(h, h')$ is a homomorphism from $\langle \mathcal{M}_\lambda, \rho \rangle$ to $\langle \mathcal{M}'_\lambda, \rho' \rangle$. This proves the lemma.

Let $A$ and $B$ be two relational structures of the same vocabulary, with universes $A$ and $B$ respectively, which we assume to be disjoint. Let $R$ be a subset of $A \times B$. We say that a homomorphism $A \stackrel{h}{\longrightarrow} B$ is $R$-compatible if the graph of $h$ is contained in $R$. We consider the following problem: Given $A, B$ and $R$ as above, is there an $R$-compatible homomorphism from $A$ to $B$? We denote this by $R$-Hom($A, B$).

We need to show the following.

**Lemma 4.** For each fixed $k$, the problem $R$-Hom($A, B$) can be solved in polynomial time if $A$ has treewidth at most $k$.

For $R = A \times B$ (i.e., no restriction on the homomorphism), this result is of course well-known (cf. [20]). The theorem will immediately follow from Lemmas 3 and 4.

One way of seeing that Lemma 4 is true is to go over the proof of [20, Theorem 13.12], and make sure that everything works when one adds the extra relation $R$ (one needs to redefine the game by restricting the moves of the duplicator to respect $R$, prove its correctness, and show that the fixed-point construction works). Instead of doing it that way, we use a different technique, following [29] and encode the problem as the combined complexity of evaluating conjunctive queries with a fixed number of variables.

Let the universe of $A$ be $\{\nu_1, \ldots, \nu_m\}$. Define new unary predicates $U_0, U_1, \ldots, U_m$ and a new binary predicate $P$ and expand $A$ to a structure $A'$ of the vocabulary expanded with the $U_i$'s and $P$ as follows:

- The universe of $A'$ is the disjoint union of $\{\nu_1, \ldots, \nu_m\}$ and a set $\{\omega_1, \ldots, \omega_m\}$.
- The interpretation of the predicates of $A$ is inherited from $A$.
- The unary predicates are interpreted as follows: $U_0$ as $\{\nu_1, \ldots, \nu_m\}$, and each $U_i$ as $\{\omega_i\}$, for $1 \leq i \leq m$.
- The binary predicate $P$ is interpreted as $\{(\nu_i, \omega_i) \mid 1 \leq i \leq m\}$.

Next we define $B_R$, an expansion of $B$ with the $U_0, U_1, \ldots, U_m$, and $P$ as follows. Assume that the universe of $B$ is $\{\nu'_1, \ldots, \nu'_m\}$. Then:

- The universe of $B_R$ is the disjoint union of $\{\nu'_1, \ldots, \nu'_m\}$ and a set $\{\omega'_1, \ldots, \omega'_m\}$.
- The interpretation of the predicates of $B$ is inherited from $B$.
- The interpretation of $U_0$ is $\{\nu'_1, \ldots, \nu'_m\}$, and the interpretation of $U_i$ is $\{\omega'_i\}$, for each $1 \leq i \leq m$.
- The predicate $P$ is interpreted as $\{(\nu'_i, \omega'_j) \mid (\nu'_j, \nu'_i) \in R\}$.
Lemma 5. \( R\text{-Hom}(A, B) \) has a solution iff there is a homomorphism from \( A' \) to \( B_R \).

Proof of Lemma 5. Assume a homomorphism \( A \xrightarrow{h} B \) is such that its graph is contained in \( R \). Extend it to a mapping \( h' \) from \( A' \) to \( B_R \) by letting \( h'\omega_i = \omega'_i \). Then \( h' \) is a homomorphism. Indeed, we only need to check the preservation of \( P \). Assume that \((\nu_j, \omega_j)\) is in the interpretation of \( P \) in \( A \). Let \( \nu'_j = h(\nu_j) \). We know then that \((\nu_j, \nu'_j) \in R \) and hence \((h'(\nu_j), h'(\omega_j)) = (\nu'_j, \omega'_j) \) is the interpretation of \( P \) in \( B_R \).

Conversely, suppose we have a homomorphism \( A' \xrightarrow{h'} B_R \). Then \( h'(\omega_j) = \omega'_j \) for each \( j \leq m \). Furthermore, the restriction \( h \) of \( h' \) to \( U_0 \) is a homomorphism from \( A \) to \( B \). Thus, we need to show that the graph of \( h \) is contained in \( R \). Assume that \( h(\nu_j) = \nu'_j \). Since \((\nu_j, \omega_j) \in P \), we must have \((h'\nu_j, h'\omega_j) = (\nu'_j, \omega'_j) \in P \) in \( B_R \). By the definition of \( P \), this means that \((\nu_j, \nu'_j) \in R \), i.e., \((\nu_j, h(\nu_j)) \in R \), showing that the graph of \( h \) is contained in \( R \). This proves the lemma.

Thus, to prove Lemma 4, it remains to show that one can check in polynomial time whether there is a homomorphism from \( A' \) to \( B_R \) (note that vocabulary of the new structures is now the size of \( A \) itself). For this, observe that under the assumption that the treewidth of \( A \) is \( k \), the treewidth of \( A' \) is at most \( k + 1 \). Indeed, it suffices to assign each \( \omega_i \) arbitrarily to one of the nodes in the tree decomposition that contains \( \nu_i \). Clearly this preserves the properties of tree decomposition and increases the width by at most 1.

Now we apply the results from \([29]\) showing that the canonical conjunctive query \( Q_{A'} \) of \( A' \) can be expressed in the \( \exists, \wedge \)-fragment of \( FO \) with \( k + 1 \) variables, as the treewidth of \( A' \) is at most \( k + 1 \). Since there is a homomorphism from \( A' \) to \( B_R \) iff \( B_R \models Q_{A'} \), the result now follows from the fact \([42]\) that the combined complexity of evaluating conjunctive queries with a fixed number of variables is in \( PTIME \). This concludes the proof of Lemma 4 and the theorem.

Proof of Theorem 7

We start by giving a precise definition of the notion \( \mathfrak{D} \models \varphi \) when \( \varphi \) is a sentence of \( FO(\mathfrak{S}, \sim) \). Given a generalized schema \( \mathfrak{S} = (\Sigma, \sim, \rho) \), define a relational vocabulary \( \tau_S \) which contains all relations in \( \sigma \), a unary relation \( P_a \) for each \( a \in \Sigma \), and relations \( EQ_{ij} \) for all \( i \neq j \) that do not exceed the maximum arity of \( ar(a) \) of \( a \in \Sigma \). We turn each generalized database \( \mathfrak{D} = (M_A, \rho) \) into a \( \tau_S \) database \( \mathfrak{D}_{EQ} \) as follows:

- The universe of \( \mathfrak{D}_{eq} \) is the universe of \( M \).
- \( \mathfrak{D}_{EQ} \) contains all the \( \sigma \)-relations from \( M \).
- It contains, for each \( a \in \Sigma \), a unary relation \( P_a \) that consists of the nodes labeled \( a \).
- Whenever \( \nu, \nu' \) are two nodes in \( M \), such that \( ar(\lambda(n)) \geq i \) and \( ar(\lambda(j)) \geq i \), and the \( i \)th attribute in \( \rho(\nu) \) equals the \( j \)th attribute in \( \rho(\nu') \), then \( (\nu, \nu') \) is in \( EQ_{ij} \).

So when we write \( \mathfrak{D} \models \varphi \) we mean \( \mathfrak{D}_{EQ} \models \varphi \) (as \( \mathfrak{D}_{EQ} \) is a first-order structure of the same vocabulary as \( \varphi \)). Now we proceed to prove the theorem.

a) Note that each homomorphism \( \mathfrak{D} \xrightarrow{(h_1, h_2)} \mathfrak{D}' \) is also a homomorphism \( \mathfrak{D}_{EQ} \xrightarrow{h_1 \downarrow} \mathfrak{D}_{EQ}' \) (recall that the notation \( \downarrow \) means homomorphism in the graph-theoretic sense). Indeed, if \( (\nu, \nu') \in EQ_{ij} \) in \( \mathfrak{D} \), then the value of the \( i \)th attribute of \( \nu \) and the \( j \)th attribute of \( \nu' \) are the same. Since \( h_1 \) preserves labeling, the number of attributes of \( h_1(\nu) \) and \( h_1(\nu') \) is the same as for \( \nu \) and \( \nu' \), resp., and thus their values (obtained by applying \( h_2 \)) are the same. Hence, \( (h_1(\nu), h_1(\nu')) \in EQ_{ij} \).

Now we conclude that for existential positive queries, certain answers can be found by naïve evaluation. Assume \( \varphi \) is existential positive, and let \( \varphi \) evaluate to true on \( \mathfrak{D} \), i.e., \( \mathfrak{D}_{EQ} \models \varphi \). Assume \( \mathfrak{D}' \in \mathfrak{D} \), that is, there is a homomorphism \( \mathfrak{D} \xrightarrow{(h_1, h_2)} \mathfrak{D}' \). Then \( \mathfrak{D}_{EQ} \xrightarrow{h_1} \mathfrak{D}'_{EQ} \), and since \( \varphi \) is existential positive, we have \( \mathfrak{D}'_{EQ} \models \varphi \), thus showing \( \text{certain}(\varphi, D) = true \).

Conversely, let \( \varphi \) evaluate to false on \( \mathfrak{D} \). Let \( \perp_1, \ldots, \perp_k \) be all the nulls used in \( \mathfrak{D} \), and let \( c_1, \ldots, c_k \) be distinct constants not used in \( \mathfrak{D} \). Let \( \mathfrak{D}' \) be obtained from \( \mathfrak{D} \) by replacing each \( \perp_i \) with \( c_i \), for \( i \leq k \). Then \( \mathfrak{D}_{EQ} = \mathfrak{D}'_{EQ} \) and thus \( \mathfrak{D}'_{EQ} \models \neg \varphi \). Since \( \mathfrak{D}' \in \mathfrak{D} \), this shows \( \text{certain}(\varphi, D) = false \). Summing up, \( \text{certain}(\varphi, D) = true \) iff \( \mathfrak{D}_{EQ} \models \varphi \), which shows that the complexity bound is that of computing \( \mathfrak{D}_{EQ} \) and evaluating a fixed FO sentence over it, i.e., \( \text{DLOGSPACE} \).
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b) Let \( \varphi \) be an existential sentence of \( \text{FO}(S, \sim) \), i.e., it is of the form \( \exists \bar{x} \ \alpha \) where \( \alpha \) is quantifier-free. Assume \( \text{certain}(\varphi, \mathcal{D}) \) evaluates to false. Then we have a homomorphism \( \mathcal{D} \xrightarrow{(h_1,h_2)} \mathcal{D}' \) such that the range of \( h_2 \) is constants, and \( \mathcal{D'}_{\text{EQ}} \not\models \varphi \), i.e., \( \mathcal{D'}_{\text{EQ}} \models \forall \bar{x} \sim \alpha \). Let \( \mathcal{D}''_{\text{EQ}} \) be the restriction of \( \mathcal{D'}_{\text{EQ}} \) to the range of \( h_1 \). Since universal sentences are closed under taking substructures, we conclude \( \mathcal{D}''_{\text{EQ}} \not\models \varphi \). In particular, this tells us that there is a homomorphic image \( \mathcal{D}'' \) of \( \mathcal{D} \) such that \( \mathcal{D''}_{\text{EQ}} \not\models \varphi \). Hence, to check whether \( \text{certain}(\varphi, \mathcal{D}) \) evaluates to false it suffices to guess a homomorphism on \( \mathcal{D} \) and check, in polynomial time, whether the image of the homomorphism satisfies \( \neg \varphi \). This shows that the problem of checking \( \text{certain}(\varphi, \mathcal{D}) = \text{false} \) is in \( \text{NP} \), and thus the problem of checking \( \text{certain}(\varphi, \mathcal{D}) = \text{true} \) is in \( \text{coNP} \).

To show \( \text{coNP} \)-hardness, consider a schema \( S \) in which \( \sigma \) contains a binary relation \( E \), the alphabet has two letters \( a \) and \( b \), with \( ar(a) = 1 \) and \( ar(b) = 3 \). Let \( G \) be an arbitrary undirected graph. We create a generalized database \( \mathcal{D}_G \) as follows. For each node of \( G \), we have a node of \( \mathcal{D}_G \) labeled \( a \). Unique attributes of such nodes are distinct nulls (i.e. if \( G \) has nodes \( \nu_1, \ldots, \nu_m \), then their attributes are \( \bot_1, \ldots, \bot_m \), resp.). Whenever there is an edge between \( \nu \) and \( \nu' \), we add both \( (\nu, \nu') \) and \( (\nu', \nu) \) to \( E \). Finally, we have an additional isolated node \( \nu_0 \) of color \( b \) with attribute values 1, 2, 3.

Let now \( \psi \) be the \( \text{FO}(S, \sim) \) sentence

\[
\forall x \forall y \left( P_a(x) \land P_b(y) \rightarrow (=_{11}(x,y) \lor =_{12}(x,y) \lor =_{13}(x,y)) \right)
\]

saying that the attribute value of every \( a \)-labeled node must be present among attribute values of all \( b \)-labeled nodes. Consider then the sentence

\[
\varphi_0 = \psi \rightarrow \exists x \exists y \left( P_a(x) \land P_b(y) \land E(x,y) \land =_{11}(x,y) \right)
\]

saying that for each database satisfying \( \psi \), there is an edge with the same attribute values of its endpoints. That is, for each graph in which nulls are assigned values present in all \( b \)-nodes, one edge must have the same value assigned to its vertices. This implies that \( \text{certain}(\varphi_0, \mathcal{D}_G) \) evaluates to true iff \( G \) is not 3-colorable, thus proving \( \text{coNP} \)-hardness.

c) The undecidability argument is standard and is already known for relational databases \cite{2, 26}: one simply applies (the proof of) Trakhtenbrot’s theorem. One lets \( \varphi \) code the computation of a universal Turing machine. The input consists of relations coding a Turing machine \( M \) to be simulated, and empty relations, of the vocabulary appropriate for coding traces of \( M \). With this coding, completions will contain the code of \( M \) and either a partial trace, or some relations that do not simulate a trace. The query \( \varphi_1 \) returns false iff the second part of description is a halting trace of \( M \) on the empty input. Modeling this in FO is standard. One minor technicality is that the part of the input coding \( M \) can be extended itself by the OWA. But this is easy to deal with by numbering transitions and having on the side relations coding arithmetic on those numbers, as well as singleton with the maximum number. If in an extension that relation is no longer singleton, \( \varphi_1 \) returns true. This way simulations only happen with transitions of \( M \). Thus, the certain answer on an input coding \( M \) is true iff \( M \) does not halt on the empty input, proving undecidability.

\( \square \)