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This paper assesses an upper bound for the tidal stream power resource of the Pentland Firth. A depth-averaged numerical model of the tidal dynamics in the region is set-up and validated against field measurements. Actuator disk theory is used to model the effect of turbines on the flow, and to estimate the power available for generation after accounting for losses due to mixing downstream of the turbines. It is found that three rows of turbines extending across the entire width of the Pentland Firth and blocking a large fraction of the channel can theoretically generate 1.9 GW, averaged over the spring-neap cycle. However, generation of significantly more power than this is unlikely to be feasible as the available power per additional swept area of turbine is too small to be viable. Our results differ from those obtained using simplified tidal channel models of the type used commonly in the literature. We also use our numerical model to investigate the available power from rows of turbines placed across various sub-channels within the Pentland Firth, together with practical considerations such as the variation in power over the spring-neap tidal cycle and the changes to natural tidal flows which result from power extraction.
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1. Introduction

The Pentland Firth is the strait connecting the Atlantic Ocean to the North Sea between mainland Scotland and the Orkney Isles. The strait is well known to have exceptionally fast tidal currents, and has become a focal point for tidal stream power device developers. The tidal currents, which can exceed 5 m/s, are principally due to the phase difference in water level across the Pentland Firth, established as the tide propagates from the Atlantic Ocean and around the Orkney Isles into the North Sea. However, despite the potential importance of the site to tidal stream power generation, no robust calculation has been made of the power which could be generated from the Pentland Firth. Estimates of how much power might be generated vary considerably from 1 GW averaged over the tidal cycle (Carbon Trust, 2005) to approximately 18 GW at peak flow (Salter & Taylor, 2007). However, the methodology underpinning these estimates has been shown to be flawed (Garrett & Cummins, 2005). More recently Vennell (2013) used a simple tidal channel model (solely accounting for $M_2$ tides) to analyse various configurations of
turbines in a channel loosely based on the Pentland Firth and suggested that a feasible
development might have a peak available power of 1.8GW.

The main purpose of this paper is to calculate an upper bound on the power which
may be generated from the Pentland Firth using tidal stream turbines in order to assess
the magnitude of the resource. Our aim is to refine the traditional upper bound estimate
to power generation from a tidal channel, known as the power potential or maximum
time-averaged power that can be extracted from the channel (as defined by Garrett and
Cummins, 2005). To do this we consider the time-averaged available power which can
be removed or generated by discrete rows of turbines deployed across the Pentland Firth,
in which the available power is defined as the fraction of extracted power that can be
removed by tidal turbines. We choose to estimate this available power using a quasi-
inviscid actuator disc model of an ideal tidal turbine, which accounts for the energy loss
due to mixing in the wake of the turbine (see Houlsby et al. (2008); Draper et al. (2010)),
but not other mechanical and electrical losses, or the drag due to the support structure
of the turbine. In adopting this approach we assume that the actuator disc model over-
estimates the available power that an actual turbine may generate for an equivalent drag
or retarding force on the flow.

To calculate both the extractable and available power from the Pentland Firth we use
a depth-averaged numerical model to simulate the tidal hydrodynamics around the north
of Scotland. Rows of tidal turbines in the Pentland Firth are introduced numerically
and we adjust the turbine properties within each row to maximise the power available
for generation (following the approach of Vennell (2010, 2011, 2012a,b)). Different
numbers of rows with different blockage ratios are considered, including rows of turbines
across some of the sub-channels formed by the islands of Swona and Stroma within the
Pentland Firth.

Through explicitly modelling available power in this way it is possible to calculate
the extra power that is removed by each additional row of turbines placed in the Pentland
Firth. Given that the additional power increment typically tails off as further rows of
turbines are added (Vennell, 2010), a law of diminishing returns applies limiting the
number of additional rows of turbines that is likely to be feasible in the Pentland Firth.
The cumulative generation from the rows up to this limit is therefore a more useful
upper bound estimate of the power potential of a tidal channel, and will be necessarily
lower than the traditional estimate of power potential based only on extracted power.
Estimation of the revised upper bound is the main focus of this paper.

To determine whether or not an additional row of turbines is feasible in practice, it is
necessary to carry out a full economic analysis that includes the capital and recurrent
costs of the tidal turbines. However, since a full economic analysis is likely to be
subjective and is well beyond the scope of the present paper, we use an alternative (and
arguably a more general) approach for assessing the limiting number of turbine rows
based on the metric of time-averaged power per swept area of turbine. Our reasoning is
that for deployment of a tidal turbine to be feasible it must at least generate a quantity of
power per swept area that is larger than that of a typical offshore wind turbine, since the
latter will be significantly cheaper due to lower loading and easier maintenance.
2. Numerical model

(a) Numerical scheme

To simulate tidal flows in the Pentland Firth we solve the shallow water equations using the discontinuous Galerkin (DG) version of ADCIRC (Kubatko et al., 2006, 2009). This numerical scheme has been previously verified and validated for various applications such as modelling tidal flows and storm surges (Dawson et al., 2011). Our choice of numerical model is built on the fact that depth-averaged models have been shown by many authors to provide a reasonable representation of tidal dynamics on the continental shelf (e.g. (Parker, 1991)). However, we also note that there are certain physical phenomena which the shallow water equations model poorly. An examination of some of the resulting limitations is given by Stansby (2006). In particular, depth-integrated schemes do not correctly capture the dynamics of turbulent mixing in the wake of headlands or islands where the flow is sheared significantly in the horizontal plane. Depth-integrated schemes are also unable to capture velocity variations in the vertical direction due to secondary flows which may form around the same coastal features, or from separation in the vertical plane near to abrupt bathymetric features. These flow features can, of course, affect larger scale mixing and will lead to deviations between actual depth-averaged velocities and those predicted by a depth-averaged model. Because of these limitations, particular care must be taken when interpreting the results from depth-averaged models. In the present analysis it is very likely that the physics may not be modelled correctly at all locations within the Pentland Firth. Nevertheless, the present model does show reasonable agreement with field data at various locations within the Firth (described in Section 3).

(b) Details of numerical model

Figure 1 shows the overall computational mesh used to model the Pentland Firth. Figure 2 presents detail of the mesh in the vicinity of the Firth itself. To simplify the meshing and to allow for efficient computation the coastline was straightened in places and small connecting channels removed where the cross-sectional area was less than 1% that of the main strait. The grid resolution varied from 150 m in the Pentland Firth to 20 km beyond the continental shelf. No wetting and drying was implemented, and so minor modifications to the shoreline were made to ensure elements did not become dry – the model was found to be insensitive to these modifications. The bathymetry data were purchased from Seazone. For the Pentland Firth and Orkney Islands, ‘survey’ data were provided at a spatial resolution of $2.78 \times 10^{-4}$ degrees ($\sim 30$ m). Elsewhere in the domain, data interpolated from charts were supplied at a resolution of $1.7 \times 10^{-3}$ degrees ($\sim 180$ m). At all locations, the bathymetry is much more finely resolved than the mesh.

The location of the open boundary is based on the analysis by Adcock et al. (2011). The offshore boundary is forced (i.e. prescribed) using elevation components taken from the model of le Provost et al. (1998). As pointed out by Garrett & Greenberg (1977) prescription of the elevation at the boundary is wrong in principle as any changes to the tidal dynamics within the model should be allowed to cause a change at the free surface at the boundary. However, if the disturbance to the natural tidal dynamics at the boundary is small (and the boundary does not excite resonance in any of the principal tidal constituents or their harmonics; see Rainey (2009)) the error will be negligible. This was found to be the case here – even when the flow rate through the Pentland
Figure 1. Mesh used for numerical simulation superimposed on image from Google Earth.

Figure 2. Detail of mesh used for numerical simulation superimposed on image from Google Earth.
Firth was reduced to 25% of the natural value (as would occur in an unrealistically large deployment of tidal devices) the change in current at the boundary was less than 3% at any location (and at 90% of the boundary nodes the change was less than 0.5%). Moreover, the model has also been run with boundaries extending roughly half the distance from the Pentland Firth compared to those shown in Figure 1. The power estimates predicted by the smaller domain model were very close to those obtained using the larger domain model. Thus we are confident that no significant error has been introduced by our choice of location and treatment of the ocean boundary.

The drag resistance on the flow due to bed friction is given by

\[ F = \frac{1}{2} C_d \rho A_b \| u \|, \]

where \( A_b \) is the horizontal area of the sea bed, \( \rho \) is density and \( u \) the depth-averaged velocity vector. Here a constant value of bed friction coefficient was prescribed such that \( C_d = 0.005 \). Section 3 b describes the rationale behind this choice. The value is similar to that used by Baston & Harris (2011) but smaller than that used by Easton et al. (2012) who used a different convention for the drag coefficient. It should be stressed that the bed friction value is very much model-dependent, and is a function of various numerical parameters such as grid size. Section 8a examines the sensitivity of the resource assessment to the bed friction parameter.

(c) Inclusion of tidal turbines

Tidal turbines are represented in the model as a line discontinuity in elevation following the method of Draper et al. (2010) (see also Figure 3). This method relates the water level downstream of a homogenous row of turbines (once local mixing in the wake of a turbine has taken place) to the water level upstream, and describes a momentum ‘sink’ representative of the force (equal and opposite) applied by the turbine to the flow. If this force per unit length along the fence is defined as \( T \), it can be shown from continuity and conservation of momentum that the depth change \( \Delta h \) at any point along the fence is given by:

\[
\frac{1}{2} \left( \frac{\Delta h}{h} \right)^3 - \frac{3}{2} \left( \frac{\Delta h}{h} \right)^2 + \left[ 1 - Fr^2 \left( \frac{T}{\rho h u^2} \right) \right] \frac{\Delta h}{h} - Fr^2 \frac{T}{\rho h u^2} = 0, \tag{2.1}
\]

where \( Fr = u/\sqrt{gh} \) is the local Froude number, and \( h \) and \( \bar{u} \) are, respectively, the water depth and depth-averaged velocity normal to the fence at the location of the point.

The available power generated by the device producing this force is estimated using actuator disc theory (Houlsby et al., 2008). Using this approach the force per unit length of fence, \( T \), and the total power extracted by the turbines per unit length of fence, \( P_e \), are written as

\[ T = \frac{C_T B}{2} \rho h u^2, \tag{2.2} \]

and

\[ P_e = \rho g u \frac{\Delta h}{h} \left( 1 - Fr^2 \frac{1 - \frac{1}{2} \left( \frac{\Delta h}{h} \right)^2}{\left( 1 - \frac{\Delta h}{h} \right)^2} \right), \tag{2.3} \]

where the blockage ratio, \( B \), is defined as the proportion of the cross-section of the channel swept by turbines, and \( C_T \) is a local thrust coefficient for the turbine. The local thrust coefficient can be written functionally as \( C_T(Fr, B, \alpha_4) \) where \( \alpha_4 \) is the wake velocity coefficient and is defined as the ratio of the velocity in the near wake of the turbine to that immediately upstream of the turbine (see Figure 3).
The available power \( P_a \) is a fraction of the extracted power and is given to good approximation by:

\[
P_a \approx \alpha_2 \left(1 - \frac{1}{2} \frac{\Delta h}{h}\right) P_e,
\]

where \( \alpha_2 \) is the ratio of the velocity of the fluid as it passes through the turbine to the velocity upstream.

The numerical implementation and verification of this procedure into the DG ADCIRC code is described by Serhadlioglu et al. (2013). In this implementation of tidal turbines, the blockage is based on that at mean sea level – i.e. the area of the turbine remains the same, causing a small change in blockage over the tidal cycle as the water level rises and falls. The Froude number is high in shallow water areas where the flow is very fast. For high blockage ratios, this can lead to the flow bypassing the turbine becoming supercritical (Whelan et al., 2009; Draper, 2011). To prevent this, the turbine size was reduced in shallow water areas where the depth was less than 12 m (in practice these areas are probably too shallow to have turbines deployed), with the turbine size set to zero for depths less than 5 m. Typically this adjustment reduced the swept area of turbines by less than 1%.

This study considers rows of turbines distributed across several locations as depicted in Figure 4. The locations have been chosen as favourable for deployment of tidal stream devices noting that no thorough optimisation of these locations has yet been undertaken. The first three rows of turbines are located across the narrowest section of the Pentland Firth in the three sub-channels formed between the islands of Swona and Stroma (B1, B2, B3, C1, C2, C3, D1, D2, D3). Hydrodynamically these appear optimal as the kinetic flux is largest and so fewer turbines are required to generate a given amount of power. Ample distance has been left between the rows to avoid wake-turbine interaction and to allow for maintenance. It may be possible (particularly in the shallower Inner Sound (B1, B2, B3)) to have more rows than considered here. Rows of turbines are also considered between Hoy and mainland Scotland (A1, A2).
The analysis is not dependent on a particular geometry of turbine within the rows, but rather the cross-sectional area they occupy. Converting this cross-sectional area to a number of turbines requires an assumption about the type of turbine, since a horizontal axis water turbine (see for example McAdam et al., 2010) will occupy a very different area per turbine than an axial flow device. However, to enable interpretation of the blockage ratios adopted herein, the blockage ratio for axial flow turbines deployed side-by-side across the channel width is taken to be

$$B = \frac{\pi D^2}{4h} = \frac{\pi D}{4h}$$

(2.5)

where $D/h$ is the ratio of device diameter, $D$, to local water depth, $h$. Consequently blockages of 0.1 and 0.4 correspond to devices occupying between at least 13% and 50% of the local water depth, respectively.

We do not consider non-homogenous deployment of turbines, as discussed in Nishino & Willden (2012). This is because non-homogenous deployments are likely to have lower basin efficiency for a given turbine area and turbine force, and so are likely to generate less available power.

3. Model validation

Before the tidal devices were inserted, the numerical model was refined and predicted water surface elevations and tidal currents compared with field observations. To facilitate this validation, in each computational run the model was allowed to spin up from still water conditions for 1.5 days or more prior to recording any numerical results. Spinning
Figure 5. $M_2$ water level amplitude across domain (m). The measurements used in the validation are shown (white circles with cross) along with the locations used for estimating the head difference across the Pentland Firth (P1 and P2).

<table>
<thead>
<tr>
<th>Lat</th>
<th>Long</th>
<th>Observed amplitude</th>
<th>Observed Phase</th>
<th>Model amplitude</th>
<th>Model Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSTG S4</td>
<td>59.78</td>
<td>-4.65</td>
<td>0.83</td>
<td>228</td>
<td>229</td>
</tr>
<tr>
<td>OSTG S5</td>
<td>60</td>
<td>-2.967</td>
<td>0.69</td>
<td>252</td>
<td>255</td>
</tr>
<tr>
<td>OSTG J53</td>
<td>58.62</td>
<td>-2.433</td>
<td>0.75</td>
<td>323</td>
<td>326</td>
</tr>
<tr>
<td>OSTG J54</td>
<td>58.93</td>
<td>-1.25</td>
<td>0.66</td>
<td>323</td>
<td>324</td>
</tr>
</tbody>
</table>

Table 1. Comparison of $M_2$ water level amplitudes. Amplitude in meters and phase in degrees.

The model for more than a day led to negligible further changes in water surface elevation or depth-averaged velocity.

(a) Water surface elevation

Predicted water surface elevations were analysed using harmonic analysis using the inbuilt code in ADCIRC. Figure 5 shows the amplitude of the $M_2$ tidal constituent elevation throughout the domain. This is in excellent visual agreement with results from other models such as Sinha & Pingree (1997); Kwong & Davies (2001). Agreement for phase and for other tidal components such as $S_2$ (not shown) is equally good.

In assessment of tidal power, it is of prime importance that the correct water level differences across the Pentland Firth be predicted. The model predictions are therefore compared against field data at offshore locations shown in Figure 5. Table 1 shows the excellent agreement between the predicted and observed $M_2$ elevation amplitudes given in Sinha & Pingree (1997). Furthermore, numerical tests demonstrated that the free surface elevation results are relatively insensitive to the choice of bed friction parameter.
Figure 6. Contours of $M_2$ major axis currents predicted by the depth-averaged numerical model. The locations of the ADCP field observations of currents used in the validation are shown. The locations of the turbine rows used in this study are indicated by solid lines.

(b) Tidal currents

To validate the numerical model for tidal currents, model results were compared with measured data of duration 30 days obtained from seabed ADCP gauges deployed at three locations in the Pentland Firth (see Figure 6 for locations). Full details of the methodology and analysis of the field data is given in Gardline Surveys (2001). Unfortunately, only the harmonic analysis products (e.g., tidal constituent amplitude and phase) of this data was available to the authors for the present analysis. Harmonic analysis of ADCP measurements were reported at depths of 9m, 36 or 37 m, and 65 m for each location. The three locations all had mean water depths of approximately 80 m, and so the measurement depths provide a good representation of the variation through the water column. For comparisons against the numerical model predictions in this paper, the $M_2$ and $S_2$ depth-averaged velocities were reconstructed by the authors by fitting a power law profile to the ADCP data at each location, on the assumption that the currents were in phase throughout the water column (which appears to be the case to within measurement noise, based on the phase output of the harmonic analysis). As noted by Godin (1983), time series reconstructed from harmonic analysis can show poor agreement with field measurements. However, the measured data used here typically had a residual variance after removal of harmonic components whose variance was less than 10% that of the raw measurements, limiting the potential for disagreement between the predicted and measured results although we note that a 10% error in velocity would imply a greater than 10% error in kinetic energy flux.

Tables 2 and 3 list the measured data and model predictions of tidal current for $M_2$ and $S_2$ components respectively. Both the magnitude and the phase of the tidal current are sensitive to the bed friction coefficient, in accordance with the analysis of an idealised channel by Garrett & Cummins (2005).

Taken overall, the model reproduces tidal currents which have approximately the same magnitude and phase as the field measurements. No value of bed friction coefficient provides results fully in agreement with the observations. In general, the dominant
<table>
<thead>
<tr>
<th>Location</th>
<th>Observed magnitude (m/s)</th>
<th>$C_d = 0.0025$</th>
<th>$C_d = 0.004$</th>
<th>$C_d = 0.005$</th>
<th>$C_d = 0.0075$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current magnitude</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.70</td>
<td>1.67</td>
<td>1.60</td>
<td>1.54</td>
<td>1.36</td>
</tr>
<tr>
<td>2</td>
<td>2.53</td>
<td>2.75</td>
<td>2.55</td>
<td>2.31</td>
<td>2.02</td>
</tr>
<tr>
<td>3</td>
<td>2.35</td>
<td>2.17</td>
<td>2.09</td>
<td>1.97</td>
<td>1.74</td>
</tr>
<tr>
<td>Phase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>248</td>
<td>243</td>
<td>244</td>
<td>245</td>
<td>244</td>
</tr>
<tr>
<td>2</td>
<td>244</td>
<td>253</td>
<td>253</td>
<td>248</td>
<td>244</td>
</tr>
<tr>
<td>3</td>
<td>251</td>
<td>258</td>
<td>258</td>
<td>251</td>
<td>249</td>
</tr>
<tr>
<td>Eccentricity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.076</td>
<td>0.160</td>
<td>0.035</td>
<td>0.018</td>
<td>0.045</td>
</tr>
<tr>
<td>2</td>
<td>0.025</td>
<td>0.041</td>
<td>0.049</td>
<td>0.033</td>
<td>0.034</td>
</tr>
<tr>
<td>3</td>
<td>0.052</td>
<td>0.020</td>
<td>0.051</td>
<td>0.051</td>
<td>0.062</td>
</tr>
<tr>
<td>Inclination</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>89</td>
<td>88</td>
<td>85</td>
<td>83</td>
<td>83</td>
</tr>
<tr>
<td>2</td>
<td>112</td>
<td>115</td>
<td>114</td>
<td>115</td>
<td>115</td>
</tr>
<tr>
<td>3</td>
<td>134</td>
<td>142</td>
<td>143</td>
<td>143</td>
<td>142</td>
</tr>
</tbody>
</table>

Table 2. Characteristics of observed and predicted $M_2$ currents, the latter for varying bed friction coefficient.

<table>
<thead>
<tr>
<th>Location</th>
<th>Observed magnitude (m/s)</th>
<th>$C_d = 0.0025$</th>
<th>$C_d = 0.004$</th>
<th>$C_d = 0.005$</th>
<th>$C_d = 0.0075$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current magnitude</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.59</td>
<td>0.54</td>
<td>1.60</td>
<td>1.54</td>
<td>1.36</td>
</tr>
<tr>
<td>2</td>
<td>0.98</td>
<td>0.96</td>
<td>2.55</td>
<td>2.31</td>
<td>2.02</td>
</tr>
<tr>
<td>3</td>
<td>0.67</td>
<td>0.72</td>
<td>2.09</td>
<td>1.97</td>
<td>1.74</td>
</tr>
<tr>
<td>Phase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>281</td>
<td>281</td>
<td>281</td>
<td>283</td>
<td>280</td>
</tr>
<tr>
<td>2</td>
<td>291</td>
<td>291</td>
<td>290</td>
<td>287</td>
<td>282</td>
</tr>
<tr>
<td>3</td>
<td>296</td>
<td>296</td>
<td>292</td>
<td>290</td>
<td>285</td>
</tr>
<tr>
<td>Eccentricity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.074</td>
<td>0.020</td>
<td>0.050</td>
<td>0.023</td>
<td>0.029</td>
</tr>
<tr>
<td>2</td>
<td>0.049</td>
<td>0.006</td>
<td>0.030</td>
<td>0.026</td>
<td>0.027</td>
</tr>
<tr>
<td>3</td>
<td>0.070</td>
<td>0.000</td>
<td>0.059</td>
<td>0.042</td>
<td>0.005</td>
</tr>
<tr>
<td>Inclination</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>86</td>
<td>93</td>
<td>89</td>
<td>88</td>
<td>84</td>
</tr>
<tr>
<td>2</td>
<td>125</td>
<td>113</td>
<td>113</td>
<td>115</td>
<td>115</td>
</tr>
<tr>
<td>3</td>
<td>132</td>
<td>139</td>
<td>142</td>
<td>141</td>
<td>142</td>
</tr>
</tbody>
</table>

Table 3. Characteristics of observed and predicted $S_2$ currents, the latter for varying bed friction coefficient.
stream-wise current magnitudes (roughly in the east/west direction) are better matched by a smaller value of bed friction parameter whereas the phases typically present better agreement with higher values of bed friction parameter. In interpreting the best fit, emphasis is placed on the phase of the current as this is less likely to be sensitive to measurement noise or bathymetric errors. As a compromise, a value of bed friction coefficient of 0.005 is selected. However, because of the uncertainty in this parameter the sensitivity of results to the bed friction coefficient is further examined in Section 8 a.

We have also compared the phase of the current to the phase of several impeller current meter readings towards the west end of the Pentland Firth. These show similar agreement to the results presented in Table 2. Unfortunately the measurements were taken close to the sea-bed, so comparison with the magnitude of the measured current would not yield any robust information, since extrapolating this to a depth-averaged current depends on the exact profile of the boundary layer which is unknown.

Finally, the model predictions of currents are in satisfactory agreement with those shown in the Tidal Stream Atlas (Admiralty, 1986) throughout the tidal cycle, and for all the different areas of the Pentland Firth. The only exception to this is in the channel between Swona and South Ronaldsay, where the present model predicts 25% lower velocities than the Tidal Stream Atlas during the flood tide for both spring and neap cycles.

4. Extractable power

An upper bound estimate of power potential for a tidal channel has been derived theoretically by Garrett & Cummins (2005) and shown to agree well with predicted values from numerical models of actual tidal channels (Sutherland et al., 2007; Karsten et al., 2008). Using the same depth-averaged model as used herein, the maximum extractable power in the Pentland Firth due to forcing from the $M_2$ and $S_2$ tides has been calculated by Draper et al. (2013b) to be 4.2 GW averaged over the tidal cycle. This power estimate is slightly larger than the value predicted using the method of Garrett & Cummins (2005); the discrepancy may be attributed to a small increase that occurs in the head difference across the channel when the flow through the Pentland Firth is impeded by turbines. The increase in head is caused by a change to the phase of the tidal elevation either end of the Pentland Firth. This in turn, drives a higher flow through some of the other channels through the Orkney Islands, but it does not cause any appreciable change to the flow to the north of the Orkneys.

In practice it is not possible to remove all extractable power from a tidal channel without an unrealistically large number of rows of tidal turbines, as at a certain threshold the cost of adding these rows is likely to outweigh the incremental benefit in terms of any additional power generation. The following section considers this threshold in the context of the Pentland Firth, and presents a means of estimating the power which can be removed for generation up to the threshold.
5. Available power

(a) Time series analysis methodology

Vennell (2010) has shown that for a given blockage ratio and number of rows of turbines there is an optimal wake velocity coefficient, \( \alpha_4 \), that maximises the available power in a tidal channel. This optimum coefficient depends on the type of tidal channel (i.e. the geometry and natural dynamic balance) and the arrangement of the devices. It is therefore not known \textit{a priori} what value of wake velocity coefficient \( \alpha_4 \) will maximise the available power in the Pentland Firth although the optimum value will lie between the Lanchester-Betz limit (\( \alpha_4 = 1/3 \)) and unity (Vennell, 2010). It is also likely that the optimum \( \alpha_4 \) will change over the spring-neap cycle because, as Draper \textit{et al.} (2013\textit{b}) have shown, the natural dynamic balance of the Pentland Firth varies over the same cycle. To obtain the optimum available power, model simulations were therefore undertaken for a variety of wake velocity coefficients and the time-varying available power computed in each case in order to interpolate a time-varying optimum wake velocity coefficient. More specifically, for each value of wake velocity coefficient the time varying available power was low-pass filtered, so as to average the result over approximately an \( M_2 \) tidal period. Every minute the optimum filtered available power and wake velocity coefficient was then interpolated (using a spline) from the available power estimates obtained for each of the wake velocity coefficients. (This approach assumed that changes in the wake velocity coefficient over the spring-neap cycle are sufficiently small and gradual that only the magnitude of the coefficient, and not its variation, affects the tidal dynamics within the Pentland Firth at any given time.) Finally, the maximum time-averaged available power due to \( M_2 \) and \( S_2 \) tides was calculated by taking the average over half of the spring/neap cycle.

To illustrate the methodology used to analyse the data, consider the case where there are three rows of turbines at B1, B2, B3, C1, C2, C3 and D1, D2, D3 with \( B = 0.4 \). Simulations have been undertaken for \( \alpha_4 = 0.35, 0.45, 0.55 \) and 0.65. Figure 7 (a) shows the raw available power output for \( \alpha_4 = 0.35 \). Figure 7 (b) presents the available power in the first half of the spring-neap cycle after low-pass filtering, for each value of wake velocity coefficient, as a function of time. Figure 7 (c) shows splines fitted to the available power for varying \( \alpha_4 \) at the extremes of spring tide and neap tide. The wake velocity coefficient which maximises the available power through the spring/neap cycle is shown in Figure 7 (d).

It should be noted that the same (time varying) wake velocity coefficient is applied to all turbines in a given simulation. A slightly larger power output might be obtained by using different wake velocity coefficients in different rows (although this is likely to be small for the relatively high optimum values of \( \alpha_4 \) calculated herein; see Vennell (2011)), and indeed different wake velocity coefficients across rows. However, such optimisation is outside the scope of this study.

(b) Turbine rows extending across whole of Pentland Firth

A deployment parameter study has been undertaken concerning the available power when up to five rows of turbines extended across the entire Pentland Firth. Deployments with a single row of turbines are located at B1, C1 and D1 (see Figure 4). Deployments comprising two rows of turbines are considered at B1, B2, C1, C2, D1 and D2. Deployments of three rows of turbines are investigated at B1, B2, B3, C1, C2, C3, D1, D2 and D3. When four or five rows are considered, the turbines are placed at the same
Figure 7. Example analysis over the tidal cycle. (a) Raw available power for $\alpha_4 = 0.35$; (b) Low-pass filtered power for $\alpha_4 = 0.40$ (dot-dash line), $\alpha_4 = 0.45$ (dashed line), $\alpha_4 = 0.55$ (thin line), $\alpha_4 = 0.65$ (solid line) (c) Available power at spring (diamonds) and neap tide (squares) and spline fit; (d) Optimum $\alpha_4$ over tidal cycle.

locations as for the three rows, and also at A1, and A1 and A2. The blockage ratios considered represent moderate ($B = 0.1$), high ($B = 0.25$) and very high ($B = 0.4$) blockage scenarios. In all cases the maximum time-averaged available power quoted is the average value given by the analysis technique described in Section 5a. Table 4 summarises the resulting power estimates, from which it is obvious that the power available for generation increases as additional rows of turbines are added. There is also greater available power, for a given number of rows, when a larger blockage ratio is used. However, there is a diminishing return as additional rows are deployed – two rows of turbines produce less than twice the power of one row of the same turbines (Vennell, 2012a).

To determine the number of rows which might be viable we now adopt the metric of time-averaged available power per swept area of turbine. An advantage of this approach is that results can be placed in context by comparison to a typical offshore wind turbine. For offshore locations around the UK the time-averaged available power of a wind turbine varies from around 0.25 kW/m$^2$ to 1 kW/m$^2$ (DTI, 2004). To be viable, a tidal turbine must deliver substantially greater power per swept area than a wind turbine at the upper end of this range. Figure 8 plots the time-averaged available power per swept area as a function of the total swept area of turbine deployed. In accordance with Table 4, this plot shows that (1) less power is available per swept area as additional rows of turbines are added and (2) for a given total swept area of turbine, it is desirable hydrodynamically to use as high a blockage ratio as possible.

In terms of the power per swept area it is useful to consider how much extra power is available when an additional row of turbines is added. For instance, if a development had three rows with $B = 0.4$ and an additional row was added this would produce only an extra 220 MW over the tidal cycle, meaning that the increase in power per additional
<table>
<thead>
<tr>
<th>No. rows</th>
<th>B</th>
<th>Time-averaged available power (GW)</th>
<th>Incremental power per additional row (GW)</th>
<th>Mean time-averaged power per swept area (kW/m²)</th>
<th>Incremental power time-averaged per swept area (kW/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4</td>
<td>1.01</td>
<td>1.01</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>2</td>
<td>0.4</td>
<td>1.58</td>
<td>0.57</td>
<td>3.4</td>
<td>2.4</td>
</tr>
<tr>
<td>3</td>
<td>0.4</td>
<td>1.94</td>
<td>0.36</td>
<td>2.7</td>
<td>1.4</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>2.16</td>
<td>0.22</td>
<td>2.2</td>
<td>0.75</td>
</tr>
<tr>
<td>1</td>
<td>0.25</td>
<td>0.52</td>
<td>0.52</td>
<td>3.7</td>
<td>3.7</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>0.91</td>
<td>0.39</td>
<td>3.2</td>
<td>2.7</td>
</tr>
<tr>
<td>3</td>
<td>0.25</td>
<td>1.20</td>
<td>0.29</td>
<td>2.7</td>
<td>1.9</td>
</tr>
<tr>
<td>4</td>
<td>0.25</td>
<td>1.49</td>
<td>0.29</td>
<td>2.4</td>
<td>1.6</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>0.17</td>
<td>0.17</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>0.33</td>
<td>0.16</td>
<td>2.9</td>
<td>2.7</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>0.47</td>
<td>0.14</td>
<td>2.6</td>
<td>2.2</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>0.56</td>
<td>0.09</td>
<td>2.2</td>
<td>1.2</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>0.63</td>
<td>0.08</td>
<td>1.9</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Table 4. Computed available power estimates obtained in deployment parameter study. In each case the rows extend across the entire Pentland Firth.

Figure 8. Time-averaged power per swept area as a function of total swept area.
Table 5. Parameter study: mean available power for different number of rows and location of turbines in the Pentland Firth.

<table>
<thead>
<tr>
<th>Rows</th>
<th>B</th>
<th>Mean available power (GW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>0.1</td>
<td>0.011</td>
</tr>
<tr>
<td>C1, D1</td>
<td>0.1</td>
<td>0.159</td>
</tr>
<tr>
<td>B1, C1, D1</td>
<td>0.1</td>
<td>0.171</td>
</tr>
<tr>
<td>B1, B2, B3</td>
<td>0.4</td>
<td>0.10</td>
</tr>
<tr>
<td>C1, C2, C3, D1, D2, D3</td>
<td>0.4</td>
<td>1.76</td>
</tr>
<tr>
<td>B1, B2, B3, C1, C2, C3, D1, D2, D3</td>
<td>0.4</td>
<td>1.94</td>
</tr>
</tbody>
</table>

swept area of turbines is only 0.75kW/m². This is lower than the present 1kW/m² upper limit for an offshore wind turbine, and so it is unlikely that more than 1.9 GW of power would be generated. However, the power per swept area for the first three rows producing a total of 1.9 GW is much greater than that of an offshore wind turbine.

(c) Turbines in sub channels of the Pentland Firth

It may be desirable not to place turbines across the entire channel width of the Pentland Firth in order to leave shipping lanes free, or because of a preference to develop the site in stages so that only certain locations are blocked at a particular time. Draper et al. (2013a) found that the total extractable resource was sensitive to whether the parallel sub-channels formed by the islands of Swona and Stroma are, or are not, blocked by rows of turbines. These results were qualitatively consistent with the findings of Sutherland et al. (2007) for a different tidal channel.

Since one of the first areas of the Pentland Firth which is likely to be developed is the Inner Sound (location B), we choose to investigate the likely interaction between this sub-channel and those to the North of Swona. Table 5 summarises the time-averaged available power predicted by the numerical model when turbines are deployed across B and not across C and D, or across C and D but not B. From Table 5 it is clear that when a single row of low blockage turbines (i.e. \( B = 0.1 \)) is deployed in the Pentland Firth the sum of the power available when turbines are placed solely at B, or at C and D, is nearly identical to the total power available when turbines are simultaneously deployed across all rows. This is simply because a single row at each location leads to minimal disruption to the flow. For three rows of turbines with a much higher blockage of \( B = 0.4 \) there is a larger reduction in the available power (\( \sim 4\% \)) when turbines are not deployed across all rows simultaneously – however this result is of relatively low magnitude. It therefore appears, for a feasible number of turbines, that interaction effects in the Inner Sound will be small. Interaction effects will be slightly more significant at other locations, such as the sub-channel between Swona and Stroma, provided turbines can be installed there.

6. Simplified channel model

This section compares predictions of available power from the depth-averaged simulations against those from a simple channel model. In practice, simplified channel models are increasingly used to estimate available power in parameter studies where
computational speed is particularly important. For example, Vennell (2013) carried out an analysis of the Pentland Firth using such a model.

To develop the simplified model we first follow Garrett & Cummins (2005) and assume that the tidal flow through the Firth can be approximated by a one-dimensional model satisfying the dynamic equation:

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + g \frac{\partial \eta}{\partial x} = -C_d \frac{|u|}{2h} - F,$$

(6.1)

where $u$ is the average cross-sectional velocity at an arbitrary location along the channel, $\eta$ is the elevation above still water level (which is considered to be small relative to the local mean water depth $h$), $t$ is time, $x$ is distance along the channel, $g$ is acceleration due to gravity, $C_d$ is the bed friction coefficient, and $F$ is a force (per unit mass) parameterising tidal devices. Since at any instant there is minimal variation in flow rate along the Pentland Firth (see Draper et al. (2013b)), integrating equation 6.1 along the length of the channel gives

$$g \zeta = c \frac{dQ}{dt} + \left( \lambda_0 + \sum_{i=1}^{N} \frac{C_T B}{2A_i^2} \right) Q |Q|,$$

(6.2)

where $c = \int_0^l A^{-1} \, dx$ and $\lambda_0 = \frac{C_d}{2} \int_0^l h^{-1} A^{-2} dx + A_v^{-2} - A_0^{-2}$. In equation (6.2) $Q(t) = u(x,t)A(x)$ is the flow rate, $A(x)$ is the cross sectional area of the channel (with the subscripts $e$ and 0 representing the exit and inlet to the channel), $C_T$ is the local thrust coefficient, and $B$ is the blockage ratio. Following Vennell (2011), the force parameterising the turbines has been replaced by the force from $N$ rows of homogeneously distributed tidal turbines, each contributing $F = Tw_i$, with $w_i$ the local channel width for the $i$th row (equal to the ratio of the local cross-sectional area to the mean local water depth $A_i/h_i$) and the force $T$ defined by equation (2.2) using actuator disc theory. Lastly $\zeta$ in equation (6.2) is the water level difference across the two ends of the channel and can generally be approximated by a series of tidal constituents (Garrett & Cummins, 2005), so that:

$$\zeta = a_0 \cos(\omega_0 t) + a_1 \cos(\omega_1 t) + \ldots$$

(6.3)

where any phase differences between the constituents are omitted, which is valid for time-averaged power generation. Using just two constituents (i.e. the $M_2$ and $S_2$) to match the numerical simulations, and introducing the non-dimensional variables $Q' = Q\omega_0c/ga_0$, $\lambda'_0 = \lambda_0 ga_0/(\omega_0 c)^2$, $t' = \omega_0 t$, equation (6.2) then becomes

$$\cos(t') + \kappa \cos \left( \frac{\omega_1}{\omega_0} t' \right) = \frac{dQ'}{dt'} + \left( \lambda'_0 + \sigma \sum_{i=1}^{N} \frac{C_T B}{2A_i^2} \right) Q' |Q'|,$$

(6.4)

where $\kappa = a_1/a_0$ is the ratio of constituent amplitudes and $\sigma = ga_0/(\omega_0 c)^2$.

Application of equation (6.4) to model the Pentland Firth requires estimates of the relative amplitude of the tidal constituents, $\kappa$, the dimensionless drag ratio, $\lambda'_0$, and the parameter $\sigma$. The first of these parameters was calculated by Draper et al. (2013b), who evaluated the dynamic head difference across the Pentland Firth between two locations (defined as points P1 and P2 in Figure 5) using the same numerical model used herein and found that the ratio of amplitudes of the $S_2$ and $M_2$ constituents was $\kappa = a_1/a_0 = 0.42/1.32 = 0.32$. To obtain the second parameter we note that Garrett & Cummins
Table 6. Comparison of incremental power per swept area calculated using the simplified model and the depth-averaged numerical model. Blockage ratio in each case is 0.4.

<table>
<thead>
<tr>
<th>Rows</th>
<th>Area, $A_i$ ($\times 10^3$ m$^2$)</th>
<th>Time-averaged available power (GW)</th>
<th>Incremental time-averaged power per swept area (kW/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Simplified model</td>
<td>Depth-averaged model</td>
<td>Simplified model</td>
</tr>
<tr>
<td>1</td>
<td>562</td>
<td>0.61</td>
<td>1.01</td>
</tr>
<tr>
<td>2</td>
<td>583</td>
<td>0.98</td>
<td>1.58</td>
</tr>
<tr>
<td>3</td>
<td>623</td>
<td>1.22</td>
<td>1.94</td>
</tr>
<tr>
<td>4</td>
<td>738</td>
<td>1.36</td>
<td>2.16</td>
</tr>
</tbody>
</table>

(2005) have shown that $\lambda'_0$ is dependent on the phase difference between the flow rate and the elevation difference for the principal tidal constituent. The phase difference simulated by the numerical model is reported by Draper et al. (2013b) to be 49° for the Pentland Firth, so that $\lambda_0 \sim 1$ (using Figure 4 in Garrett & Cummins (2005)). Finally, we estimate $\sigma$ by first determining the $M_2$ peak natural flow rate in our numerical model (which is equal to $1.169 \times 10^6$ m$^3$/s) divided by the dimensionless peak natural flow rate for $\lambda'_0 = 1.0$ calculated by solving equation (6.4) with $N = 0$ and $\kappa = 0$. This ratio gives

$$\frac{Q_{\text{peak}}}{Q'_{\text{peak}}} = \frac{1.169 \times 10^6}{0.807} = \frac{ga_0}{\omega_0 c} = \sqrt{\sigma ga_0}.$$  (6.5)

This gives $\sigma = 1.6 \times 10^{11}$ m$^4$.

We solve equation (6.4) for rows of turbines at each of the locations shown in Figure 4 (using the values of $A_i$ in Table 6). However, since the Froude number in the Pentland Firth is small we simplify our model in the same way as Vennell (2010), and calculate $C_T$ from the actuator disc model of Garrett & Cummins (2007). We again optimise the wake velocity coefficient to maximise the time-averaged available power. As in the depth-averaged model analysis, the same value of wake velocity coefficient is used for all turbines in all rows.

Table 6 summarises the results. The simplified model consistently underestimates the available power relative to the depth-averaged model. This is primarily due to the simplification in the distribution of the current across the Pentland Firth in the simplified model. Figure 6 shows that there are significant variations in the currents across the channel in the depth-averaged model – however these currents are simply averaged in the one-dimensional simplified model. The averaging process leads to the simplified model underestimating the naturally occurring kinetic energy flux and, in turn, the available power for modest deployments of turbines. In fact, the naturally occurring kinetic energy flux in the simplified model is just 75% of that estimated by the depth-averaged model across the first row.

Since the extractable power is not dependent on the naturally occurring kinetic energy flux (but rather on the integrated flow and head loss across the channel) there is good agreement between the channel model of Garrett & Cummins (2005) and more sophisticated models of real sites (Sutherland et al., 2007; Draper et al., 2013b). However, when calculating the available power, the variability in current across the cross-section limits the applicability of simple channel models. Although Vennell’s (2013) analysis of the Pentland Firth using a simplified model gives values of power
consistent with the present depth-averaged model, it should be noted that there were differences in the estimated flow rates making the agreement coincidental.

A further reason for the underestimate of the simple channel model relative to the depth-integrated model is that the former does not account for the small increase in head across the channel when turbines are inserted.

7. Other practical considerations

(a) Variation in power over the Spring-Neap cycle

How the power varies over the spring/neap tidal cycle has important practical consequences for turbine operation and for energy storage (particularly as all tidal developments around Great Britain will be exposed to the same cycle). Table 7 lists the metric of the ratio of the available power averaged over a typical daily cycle at spring tide to the power generated over a similar cycle at neap tide. The ratio varies between 7.0 and 9.7. This significant variation can be explained physically by considering two limiting cases. First, by deploying a small area of turbines in the channel minimal disturbance to the flow is introduced and the power produced is approximately proportional to the kinetic energy flux. Following Garrett & Cummins (2005), and letting $\kappa$ be the ratio of the naturally occurring $S_2$ to $M_2$ tidal components, the kinetic energy flux ratio at spring to neap tide varies as

$$\frac{(1 + \kappa)^3}{(1 - \kappa)^3}$$

(7.1)

The other limiting case is for the total amount of extractable power from a channel between two basins whose water level is unaffected by the dynamics in the channel. In this case, the ratio of extractable power at spring tide to that at neap tide varies as

$$\frac{(1 + 1.5\beta\kappa)}{(1 - 1.5\beta\kappa)}$$

(7.2)

where $\beta$ is between 1 and 9/16 depending on the properties of the channel. For the Pentland Firth, $\kappa \sim 0.35$ and so based on the simplified analysis the predicted ratio of extractable power at spring tide to that at neap tide varies between $\sim 9.0$ (kinetic energy limit) and $\sim 1.8$ to 3.2 (total resource limit, with $\beta = 9/16$ or 1).

The former of the two limits given above is likely to be most relevant to feasible deployments of tidal turbines, and so the power supply from tidal devices is likely to vary significantly over a tidal cycle. This variation must be appreciated by tidal device developers. In certain cases for the Pentland Firth, the ratio of available power at spring tide to that at neap tide is slightly greater than would be expected from the kinetic energy calculation. The results also show that the ratio tends to decrease as a greater swept area of turbines is deployed in the channel, and should ultimately reach the limit defined by equation (7.2). This trend in part occurs because the additional turbines exert an increased retarding force on the flow during a spring tide relative to a neap tide, and this causes a greater reduction in the kinetic energy flux at spring tide than at neap tide.

(b) Changes to the hydrodynamics in the Pentland Firth

The environmental consequences of placing tidal turbines in the Pentland Firth are very important in deciding whether a scheme is viable (see, for example, Shields et al.)
(2009)). Although an in-depth analysis of the environmental changes is beyond the scope of this paper, we do comment on certain major changes to the tidal hydrodynamics.

From the analysis of the extractable power resource presented by Draper et al. (2013b) it can be seen that the major change to the hydrodynamics affects the flow passing through the Pentland Firth. Figure 9 shows the magnitude of the current at location 2 in Figure 6 for different turbine configurations relative to the current in the absence of turbines. From the results it is obvious that to remove the upper-bound quoted above requires that up to a 30% change in tidal currents must be acceptable. The magnitude of the change varies between spring and neap tide and so the presence of turbines will significantly change the higher harmonics in the channel. These effects must be addressed in much more detail before any scheme can be deployed.

8. Discussion

(a) Sensitivity of results to bed friction

The bed friction coefficient is a particularly important parameter in the numerical model. In accordance with previous work on regional modelling, it had been assumed that this bed friction coefficient is constant throughout the domain. In reality, however, the coefficient is likely to vary spatially, directionally and temporally throughout the Pentland Firth, being influenced by local bed topography, bed roughness, local depth, etc. With more comprehensive field measurements of the naturally occurring currents a more detailed picture could be built up of the variations in the bed friction coefficient – though there would inevitably remain uncertainty attached to its actual value.

To test the sensitivity of our results to the choice of bed friction coefficient we considered two cases where the bed friction coefficient is both doubled and halved (and therefore expected to span the likely range of values at any given point). For each value of bed friction coefficient, two configurations of turbines are considered: (1) a single row of low blockage turbines, and (2) four rows of highly blocked turbines. Table 8
Figure 9. Change in the magnitude of the maximum current at location 58°43′01″N003°05′09″W (location 2 in Figure 6) when tidal turbines are deployed to maximise time-averaged available power extraction. One to five rows (arranged as described in section 2c) are considered for \( B = 0.1 \). One to four rows are considered for \( B = 0.25 \) and \( B = 0.4 \) (again in the arrangement described in section 2c).

<table>
<thead>
<tr>
<th>No. rows</th>
<th>( B )</th>
<th>( C_d = 0.0025 )</th>
<th>( C_d = 0.005 )</th>
<th>( C_d = 0.01 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
<td>0.24</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>2.6</td>
<td>2.2</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 8. Sensitivity of available power to bed friction for two different scenarios considered in study

lists the time-averaged available power obtained for each of these cases as the bed friction coefficient is varied. As would be expected, the estimate of available power decreases as the bed friction coefficient increases. For cases with only a small area of turbines, the available power is strongly dependent on the bed friction coefficient. For large-scale deployments of turbines (close to that required for the upper-bound discussed previously), the estimate is relatively less sensitive to the value of bed friction coefficient. Even so, these results suggest that it is important that the bed friction coefficient be determined as accurately as possible in practice when estimating the available power from a particular deployment of turbines. Given the uncertainty (also discussed in Section 2) surrounding the correct value to attribute to the bed friction parameter, it should be emphasised that the estimates given in the present paper should be treated with some caution, although we are confident that the results constitute best estimates.

(b) Other tidal components

The present study is confined to the two principal tidal constituents. Inclusion of other tidal constituents would increase the predicted mean available power. This increase would be larger for a small number of rows of low blockage turbines than for many rows of high blockage turbines. In practice however, it is unlikely that it will be economically feasible to extract much of this extra power because a huge increase in the capacity of both the generators and cabling would be required to extract useful power from the additional components. Even with just \( M_2 \) and \( S_2 \) constituents, the turbines considered herein would produce an average power between \( \sim 0.2 - 0.25 \) times the peak installed
capacity if 100% of the available power were to be converted into electrical power. Increasing the generating capacity so as to utilise the peaks in available power when other components are in phase with the $M_2$ and $S_2$ constituents would reduce the ratio of average power to peak power significantly, and place considerable demands on the performance of tidal devices.

(c) Implications for development strategy

The present strategy for developing the Pentland Firth, and other candidate tidal stream power sites, is to lease areas within the channel to different developers (Crown Estates, 2011). This strategy has been broadly successful for developing wind farms, where there is negligible interaction between different farms. However, the tidal stream resource is fundamentally different and the present paper highlights that the site must be developed as a single regulated unit, if efficient use is to be made of the tidal resource in the Pentland Firth.

Consider the scenario where a first developer has invested in a single row of turbines that are deployed across the whole Pentland Firth with a blockage of 0.4. If the developer assumes that these will be the only turbines in the Pentland Firth, the available power will be $\sim 1$ GW. However, if a second developer places two additional rows of turbines across the channel then the power from the first developer’s turbines will fall to $\sim 0.7$ GW (or less depending on how the second developer operates its turbines). Furthermore, the original row of turbines would have been designed for a higher current than will be the case once the second developer’s row is deployed. This change could be very significant for devices that have been optimized for a particular range of current velocities. For example, where fatigue is critical to the structural design, a small change in the current a turbine encounters can lead to a very significant change to the design life (McAdam, 2011). Thus, in this scenario, the first developer would be generating less power than anticipated, using possibly over-engineered turbines. These considerations become even more important when the turbines do not extend across the entire width of the channel, but are instead restricted solely to the sub channels within the Pentland Firth (Draper et al., 2013b). The example we have given is one in which a later development interferes destructively with an earlier development. In other scenarios the first developer could benefit from a later development. The important point is that individual developments cannot be assessed in isolation.

9. Concluding remarks on power potential of the Pentland Firth

The maximum available power from the Pentland Firth will depend upon the maximum permissible turbine blockage and the minimum incremental power generated per swept area of turbine that is commercially viable for each new row of turbines. These limiting values are open to debate. However, taking the largest viable blockage as 0.4 and the minimum incremental power per swept area as $1 \text{kW/m}^2$ (equivalent to an offshore wind turbine), the estimated maximum available power is about 1.9 GW. To approach this level of power generation, the turbines must extend completely across the Pentland Firth, be able to accommodate large variations in power over the spring-neap cycle, and impose minimal additional drag resistance to the flow beyond that used for power generation. Moreover, changes to the flow rate through the Pentland Firth of up to 30% must also be acceptable. Further refinement of this upper bound requires many further assumptions,
however It is unlikely that a refined estimate will exceed 1.9 GW of electricity, which is already less than half of the maximum extractable power from the site calculated by Draper et al. (2013b).

Acknowledgment

This work was commissioned and funded by by the Energy Technologies Institute as part of the PerAWaT project. The second author kindly acknowledges support from the The Lloyds Register Foundation. The Lloyd’s Register Foundation supports the advancement of engineering-related education, and funds research and development that enhances safety of life at sea, on land and in the air. The suggestion to include section 8c was made by one of the reviewers.

References


Carbon Trust 2005 Phase II UK Tidal Resource Assessment.


Kwong, S. C. M. & Davies, A. M. 2001 A three dimensional model of the M2, S2, N2, K1 and O1 tides in the Faeroe-Shetland Channel. Continental Shelf Research, 21, 1263 – 1297.


