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Abstract
In recent years, there has been a proliferation of theoretical graph models, e.g., preferential attachment and small-world models, motivated by real-world graphs such as the Internet topology. To address the natural question of which model is best for a particular data set, we propose a model selection criterion for graph models. Since each model is in fact a probability distribution over graphs, we suggest using Maximum Likelihood to compare graph models and select their parameters. Interestingly, for the case of graph models, computing likelihoods is a difficult algorithmic task. However, we design and implement MCMC algorithms for computing the maximum likelihood for four popular models: a power-law random graph model, a preferential attachment model, a small-world model, and a uniform random graph model. We hope that this novel use of ML will objectify comparisons between graph models.

1. Introduction
A plethora of random graph models have been proposed which reproduce and explain the various properties of interesting graphs, such as the Internet topology, the link structure of the World Wide Web, citation graphs, social networks and genetic networks in biological systems (Barabási & Albert, 1999), to name a few. Such models are useful both for understanding the nature of complex graphs as well as for simulations that require such graphs. In this paper, we rank some of these models using Maximum Likelihood (ML). The mainstream approach to comparing models for these graphs has been somewhat subjective and very application dependent – comparisons are often based on the model’s capability of reproducing a set of properties observed in the real data, such as the power-law degree distribution or the small-world phenomenon (Medina et al., 2000; Bu & Towsley, 2002; Tangmunarunkit et al., 2002).

Each graph model is specified by a set of parameters and for a fixed parameter setting, the model induces a probability distribution over graphs. Hence it is natural to use ML to rank graph models for a given data set. In particular, we compare the probabilities assigned by the different models and choose the model (and parameters) that assigns the largest probability to actual graph data. This gives a more objective ranking than previous approaches in the sense that it is less property or application specific. However, applying ML in this context is surprisingly tricky.

While ML is a standard principle in model selection, application to graph models brings up two interesting issues. The first is definitional: graphs are abstract objects that are difficult to describe without imposing an ordering on nodes. The second difficulty is computational. For some models, calculating the likelihoods is easy, while for others we design novel algorithms based on Monte Carlo Markov Chains (MCMC). To illustrate the feasibility of our approach on existing models, we implement algorithms for computing ML estimates for four natural models: a power-law random graph model, a preferential attachment model, a small-world model, and a uniform random graph model. Based on experiments on three snapshots of the Internet topology graph, we find that the preferential attachment model ranks highest, while the uniform random graph...
model performs the worst. We note that our algorithms are applicable to other real-world complex networks, including the protein interaction networks and citation networks.

We hope that this novel application of ML will enable a more objective model comparison and the development of improved models. As a byproduct, our algorithms estimate the best parameters of such models. The need for such an estimation procedure may arise when setting parameters for a simulator based on a given model.

2. Ranking Graph Models

We consider stochastic graph models, each of which induces a probability distribution over graphs. In particular, a model $P$ assigns a probability $p(G)$ to every graph $G$. The quantity $p(G)$ is called the likelihood. We score a model by the log-likelihood $-\log p(G)$, which is a more tractable quantity. The Maximum Likelihood Estimate prefers the model with the largest likelihood (and hence the smallest log-likelihood).

One issue that arises in such a scenario is that a graph is a single item and not a set of independent items drawn i.i.d. from some distribution, as is typically assumed in problems such as classification. It is unclear how to naturally divide data into independent training and test sets. Here the choice of likelihood is convenient, as it naturally measures how well a model predicts an entire data set. (Certain models attempt to explain how the data set could have originated. We note that our approach scores the predictive power of the model, not its explanatory power.)

A second issue is node ordering. In our datasets each vertex is specified by a unique number from the set $\{1, \ldots, n\}$ but typically these labels do not bear any information relevant to the generating process. Therefore the models we consider are symmetric in the sense that they generate all vertex labelings (each of the $n!$ permutations of vertex labels) of a given graph with the same probability. Any graph model can easily be symmetrized by appending a permutation step: after the nodes and edges are generated in some order, the nodes are randomly permuted. So, if the original model had probability distribution $p$, the new distribution would be $p'$ with $p'(G) = \frac{1}{n!} \sum_{\pi} p(\pi(G))$, where the sum is over all permutations of the $n$ nodes in the graph. For a given permutation $\pi$, $p(\pi(G))$ can typically be computed easily, but computing $p'(G)$, which is the average of $p(\pi(G))$ over exponentially many permutations $\pi$, is much harder. This is where some of our new ideas for MCMC-based sampling are used.

Comparisons can be drawn between language models, which are probability distributions over sequences of words, and graph models. Language models are most often ranked by log-likelihood (or equivalently, cross-entropy or perplexity (Chen et al., 1998)). The related Minimum Description Length principle (Rissanen, 1978) scores models by the log-likelihood, plus the description size of the model. Interestingly, computing values for some models, like maximum entropy models, involves Monte Carlo Markov Chain (MCMC) methods similar to the ones we use (Chen & Rosenfeld, 1999).

Language models are similarly tested on large text corpora. However, the models typically have many thousands of parameters and hence their description size cannot be ignored. As a result, they are often tested on independent held-out data. If they had as few parameters as our models, there would be no need for an independent test set, as little overfitting is possible.

3. Preliminaries

We want to generate a directed graph $G = (V, E)$ with vertex set $V$ and edge set $E$, where $n = |V|$ is the number of vertices and $m = |E|$ is the number of edges. For a node $v$, let $\text{in}(v)$ be its indegree, i.e., the number of edges pointing into that node and $\text{out}(v)$ be its outdegree, i.e., the number of edges pointing out of that node.

We consider models which represent different streams of graph modeling research. We include a power-law model (PRG), a preferential attachment model (PA), a small-world model (SW), and, for comparison, the Erdős-Rényi (ER) random graph model. To be precise, let us define a power-law probability distribution with exponent $\beta$ and cutoff $c$ (possibly $\infty$) to be the distribution over integers that generates $i \in \{1, 2, \ldots, c\}$ with probability $i^{-\beta} / \sum_{j=1}^{c} j^{-\beta}$.

Many graph models are unrealistic in the sense that they would assign probability 0 to most real-world graphs. In most cases, slight variations on these models are more appealing in that they retain the essential features of the model while assigning positive probability to every graph. We have modified the PA model and the SW model for this purpose.

- **PA model.** The PA model, inspired by (Mitzenmacher, 2001), simulates a graph growth process where incoming nodes connect to existing nodes.

1 We note that in case of the graph models, which are usually very simple (with only few parameters), the two notions are practically equivalent.
with probability proportional to their degree. It is parameterized by probabilities \( p, q \) satisfying \( p + q < 1 \), and a parameter \( \gamma > 0 \). The graph is created iteratively. We start with a single vertex. In each iteration \( i = 2, \ldots, n \) a random vertex “appears” and edges between the new vertex and already existing nodes are generated by the following process. With probability \( p \) (resp. \( q \)) an edge from (resp. to) the new vertex is created and the other end-point \( v \) is chosen with probability proportional to \( \text{in}(v) + \gamma \) (resp. \( \text{out}(v) + \gamma \)). The edge-generating process is then repeated (possibly resulting in multi-edges). Otherwise, with probability \( 1 - p - q \) the process stops and new iteration \( i + 1 \) begins. It can be shown that this model produces with high probability a graph whose indegree and outdegree distributions are governed by power laws with exponents \( \beta_{\text{in}} \) and \( \beta_{\text{out}} \), where \( \beta_{\text{in}} \) and \( \beta_{\text{out}} \) are functions of \( p, q \) and \( \gamma \).

- **PRG model.** This model is based on the model for random graphs with power-law degree distribution proposed by Aiello, Chung and Lu (Aiello et al., 2000), which is a special case of the model for random graphs with a given degree sequence due to Bollobás (Bollobás, 1985). The motivation for this model is that many real-world networks have been observed to exhibit power-law distribution of degrees (Barabási & Albert, 1999; Siganos et al., 2003). As remarked before, the PA model also produces graphs with power-law distribution of degrees. We consider both these models because we are interested in whether the generative nature of the PA model gives it an advantage in terms of predictive power over a model where the power-law property is imposed rather than emerging naturally.

Input parameters to the model are \( \beta_{\text{in}}, \beta_{\text{out}}, \) the intended power-law exponents, and cutoffs \( c_{\text{in}}, c_{\text{out}} \). First we generate the indegrees and outdegrees of each of the \( n \) vertices independently at random according to power-law distributions with exponents \( \beta_{\text{in}} \) and \( \beta_{\text{out}} \), respectively, and maximum indegrees and outdegrees \( c_{\text{in}} \) and \( c_{\text{out}} \), respectively. Then we connect the vertices randomly to match the selected indegrees and outdegrees.

To be precise, we need to specify exactly how the vertices are matched. If the sum of the indegree sequence equals the sum of the outdegree sequence, we connect the vertices as follows. For every vertex, we create \( \text{in}(v) \) copies of \( v \): \( v_1, \ldots, \text{in}(v) \). Let \( A \) denote the set of all these vertex copies. Similarly, for out-degrees we create a set \( B \). We then pair up the vertices, one to one, randomly from these two sets. For each pair \( v_i \in A \) and \( u_j \in B \), we create an edge from \( v \) to \( u \) in the original graph. This process creates a directed graph (possibly a multi-graph). If the sums of the indegrees and outdegrees do not equal, we output the empty graph (a graph with \( n \) nodes and no edges).\(^2\)

- **SW model.** Many real-world networks have been observed to have low diameter and high clustering co-efficient (Bu & Towsley, 2002; Barabási et al., 2000). This is known as the small-world phenomenon. Our model for graphs exhibiting the small-world phenomenon is inspired by the Watts-Strogatz and Kleinberg models (Watts & Strogatz, 1998; Kleinberg, 2000). The basic idea is to add random links to an underlying well-structured graph, in our case the grid. The parameters of our model are \( s \), the side of an underlying grid topology, and constants \( \alpha, \beta \). There are \( s \times s \) vertices arranged in a grid. For every pair of vertices \( u, v \), an edge from \( u \) to \( v \) is added with probability \( \alpha \times \beta^{d_{\text{grid}}(u, v)} \), where \( \beta^{d_{\text{grid}}(u, v)} \) is the Manhattan distance on the grid, i.e., \( |u_x - v_x| + |u_y - v_y| \). All vertices with no incident edges are omitted.

- **ER model.** The Erdős-Rényi model is parameterized by a probability \( p \in [0, 1] \). For every pair of vertices \( u, v \) an edge from \( u \) to \( v \) appears independently with probability \( p \).

The PA and PRG models can technically produce graphs with multiple copies of a single edge, which do not occur in our data sets. We have two options - to consider all such graphs with multiple copies of an edge as equivalent to the corresponding simple graph, or to distinguish them. We choose the second option, i.e., interpret our data sets as multigraphs, because it makes the probability calculation significantly easier. Choosing the first option would only increase the scores of the PA and PRG models in our applications, and hence would not affect the rankings of these models relative to the other models.

### 4. Algorithms

In this section, for each of the models, we present an algorithm which estimates the corresponding likelihood.

\(^2\)It can be shown that the log-likelihoods assigned by this model and the more natural model which generates the degree sequences until the sums match are almost identical (they differ only in the least significant digits). The advantage of our model is that we can calculate the likelihood exactly.
of a given directed graph $G$. The input to our algorithms is the graph $G$ together with a parameter setting of the model. The output of our algorithms is the likelihood, i.e., the negative logarithm of the probability that the model generates $G$. To find the best likelihood, we also need to search for the optimal settings of the parameters. Due to space constraints, we defer the proof of the correctness of the algorithms to the full version of the paper.

4.1. ER Algorithm

Recall that $n$ is the number of nodes and $m$ is the number of edges in $G$. Therefore the number of non-edges is $n(n-1)-m$ and the probability that the ER model generates $G$ is $\Pr(G) = p^m(1-p)^{n(n-1)-m}$. In this model we can not only compute the probability exactly but also compute the best parameter $p = \frac{m}{n(n-1)}$, which maximizes the above probability.

4.2. PRG Algorithm

The algorithm for computing the probability of a graph according to the PRG model is given in Figure 1. In the PRG model a vertex gets assigned an indegree $d \in \{0, \ldots, c_{in}\}$ with probability $d^{-\beta_{in}}/Z_{in}$, where $Z_{in} = \sum_{d=1}^{c_{in}} d^{-\beta_{in}}$ is the normalization factor. Therefore, the probability of generating the particular indegree sequence is $P_{in}$, as defined in Figure 1. For a graph with no multiple edges, the probability of any particular matching can be shown to be $\frac{1}{m!} \prod_{v \in V} \text{in}(v)! \text{out}(v)!$. We cannot easily compute the optimal parameters $\beta_{in}$, $\beta_{out}$, $c_{in}$, $c_{out}$, but, since the computation is fast, we quickly search the (appropriately discretized) parameter space.

$$
\text{PRG}(G; \beta_{in}, \beta_{out}; c_{in}, c_{out})
$$

- $Z_{in} := \sum_{d=1}^{c_{in}} d^{-\beta_{in}}$, similarly for $Z_{out}$.
- $P_{in} := \prod_{v \in V} \frac{\text{in}(v)!}{Z_{in}^{\text{in}(v)}}$, similarly for $P_{out}$.
- return $P_{in}P_{out}/m! \prod_{v \in V} \text{in}(v)! \text{out}(v)!$

Figure 1. PRG model computation

4.3. PA Algorithm

Given a permutation of the vertices $\pi$ (the order of their appearance), it is not difficult to compute the probability that the PA model generates $G$: $\Pr(G|\pi) = \prod_{i=2}^{n} d_\pi(i)! \prod_{j < i} p_{\pi \pi, \pi} \frac{\text{in}_\pi^\pi(\pi_j) + \gamma}{m_j^\pi} \prod_{j > i} q_{\pi \pi, \pi} \frac{\text{out}_\pi^\pi(\pi_j) + \gamma}{m_j^\pi}$, where,

$$
in^\pi_\pi(v) = |\{j: j < i \land (\pi_j, v) \in E\}|
$$

$$
out^\pi_\pi(v) = |\{j: j < i \land (v, \pi_j) \in E\}|
$$

$$
m_j^\pi = \sum_{k=1}^{i-1} (\text{in}_k^\pi + \gamma) = \sum_{k=1}^{i-1} (\text{out}_k^\pi + \gamma)
$$

$$
d_\pi(i) = \text{in}_{i+1}^\pi(\pi_i) + \text{out}_{i+1}^\pi(\pi_i)
$$

$$
r = 1 - p - q
$$

In words, $\text{in}_\pi^\pi(v)$ and $\text{out}_\pi^\pi(v)$ are the in- and out-degrees of vertex $v$ just before the $i$th node appears and $d_\pi(i)$ is the number of edges incident to the $i$th node generated before the $(i+1)$st iteration begins (before the $(i+1)$st node appears). These edges can be generated in any of the $d_\pi(i)$ orders. An edge from $\pi_i$ to $\pi_j$ (for $j < i$) is generated with probability $q(\text{in}_j^\pi + \gamma)/m_j^\pi$ and an edge from $\pi_j$ to $\pi_i$ appears with probability $p(\text{out}_j^\pi + \gamma)/m_j^\pi$. Finally, with probability $r$ we move to the next iteration. This justifies the above expression for $\Pr(G|\pi)$.

The computation of $\Pr(G|\pi)$ is relatively straightforward. However, as discussed earlier, we need to compute $\Pr(G) = \frac{1}{m!} \sum_{\pi} \Pr(G|\pi)$. Obviously, summing over all $n!$ permutations is not feasible and traditional sampling methods (pick several permutations at random and average the corresponding $\Pr(G|\pi)$’s) do not approximate the sum well as the variance of the $\Pr(G|\pi)$ can be huge. Our algorithm, summarized in Figure 2, is based on a MCMC method.

Each Self-iter procedure uses a random walk to compute the conditional probability $\Pr(\sigma \mid G, \sigma_3 \ldots \sigma_{i-1})$. The procedure walks on the space of all permutations with the first $i-1$ elements fixed to $\sigma_1, \ldots, \sigma_{i-1}$, where the stationary distribution of a permutation $\pi$ is proportional to $\Pr(G|\pi)$. By Bayes’ rule,

$$
\Pr(G) = \frac{\Pr(G|\sigma) \Pr(\sigma)}{\prod_{i=1}^{n} \Pr(\sigma_i|G, \sigma_1 \ldots \sigma_{i-1})} = \frac{\Pr(G|\sigma)}{n! \prod_{i=1}^{n} \text{Self-iter}(G, \sigma, i, p, q, \gamma, T)}
$$

To get some intuition for the walk we use, imagine trying to shuffle a deck of $n$ cards uniformly at random. The natural random walk to do (and the first one we tried) would be to pick an arbitrary pair of adjacent cards and swap them. Unfortunately, this would require approximately $\theta(n^3)$ steps until it is approximately random, because each card would need to be swapped $\theta(n^2)$ times to be in a random place. In contrast, imagine picking a random card, removing it, and reinserting it in a random place in the deck. The cards will be random as soon as each one has
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\[ \text{PA}(G, p, q, \gamma, T) \]

- Let \( \sigma \) be the permutation of vertices sorted by the total degree \( \text{in}(v) + \text{out}(v) \) in decreasing order.
- return \( \frac{\Pr(G|\sigma)}{n! \prod_{i=1}^{n} \text{Self-iter}(G, \sigma, i, p, q, \gamma, T)} \).

Self-iter\((G, \sigma, i, p, q, \gamma, T) // \text{est.} \Pr(\sigma_i|G, \sigma_1 \ldots \sigma_{i-1}) \).
- \( \pi := \sigma \)
- \( \text{est} := 0 \)
- for \( t=1 \) to \( T \)
  - \( v := \text{random vertex from} \{\sigma_i, \sigma_{i+1}, \ldots, \sigma_n\} \)
  - for \( j \in \{i, i+1, \ldots, n\} \)
    - let \( a[j] := \Pr(G|\text{Shift}(\pi, v, j)) \)
    - choose \( j \) at random from \( \{i, \ldots, n\} \) with probability \( a[j] / \sum_{k=i}^{n} a[k] \).
  - \( \pi := \text{Shift}(\pi, v, j) // \text{random walk step} \)
  - for \( j \in \{i, i+1, \ldots, n\} \)
    - let \( b[j] := \Pr(G|\text{Shift}(\pi, \sigma_i, j)) \)
    - \( \text{est} := \text{est} + b[i] / \sum_{k=i}^{n} b[k] // \text{estimation} \)
- return \( \frac{\text{est}}{T} \).

Shift\((\pi, v, j) \) is the permutation obtained from \( \pi \) by inserting \( v \) at position \( j \).

\[ \text{Figure 2. PA model computation} \]

been touched once, which happens in approximately \( \theta(n \log n) \) steps. While the steps in the latter case take \( O(n) \) times longer than the steps in the first case, the second algorithm is still an order faster. Since \( n \) is large, and the algorithms are slow, this difference amounts to hundreds of hours of computation.

To search for the optimal parameters, we first found good candidates and then we searched the parameter space close to the candidate values. In particular, we noticed that for our data sets \( \Pr(G|\sigma) \) is quite close to \( \Pr(G) \) (their logarithms are within 5% of each other). Since the computation of \( \Pr(G|\sigma, p, q, \gamma) \) is fast, we could quickly find the (candidate) values of the parameters that minimize this probability.

There are several important details to discuss. First of all, in the algorithm we do not recompute \( \Pr(G|\text{Shift}(\pi, v, j)) \) from scratch. Instead, such calculations can be quickly computed incrementally from the value \( \Pr(G|\pi) \). This is essential to the efficiency of the algorithm. Second, we do not do estimation every step but rather every ten steps. Since consecutive steps are dependent, the benefit of estimating every step is not worth the cost. And, third, the algorithm can be easily parallelized by computing, separately for each \( i \), \( \text{Self-iter}(G, i, p, q, \gamma, T) \).

### 4.4 SW Algorithm

We do not know how to accurately (and in a reasonable time) estimate the correct likelihood by the SW model, rather we bound it from below and from above. This information is sufficient to conclude that the SW model ranks worse than the PA and PRG models but not worse than the ER model. Notice that the likelihood of the SW model is at least as big as the likelihood of the ER model. In particular, setting \( \beta = 0 \) gives exactly the ER model with parameter \( p = \alpha \).

It remains to bound the likelihood by the SW model from above.

We attempt to use a similar MCMC approach as for the PA model. If we knew the initial grid alignment of the vertices \( g \), then computing the probability of generating \( G \) from \( g \) would be straightforward:

\[
\Pr(G|g) = \prod_{(u, v) \in E} \alpha \text{dist}(u, v)^{-\beta} \prod_{(u, v) \notin E} \left(1 - \alpha \text{dist}(u, v)^{-\beta}\right),
\]

where \( \text{dist}(u, v) = |u_x^g - v_x^g| + |u_y^g - v_y^g| \) is the Manhattan-distance of vertices \( u \) and \( v \) in \( g \), and \( (u_x^g, v_x^g) \) are the coordinates of vertex \( v \) in \( g \). As before, we want to compute \( \Pr(G) = \frac{1}{n!} \sum_g \Pr(G|g) \) where the sum ranges over all possible grid alignments.

An MCMC approach analogous to the one presented for the PA model, a (self-reducible) walk on the grid alignments with stationary distribution proportional to \( \Pr(G|g) \), converges to the correct likelihood as the number of steps goes to infinity. Unfortunately, this walk does not mix rapidly, both in practice and theoretically (consider two cliques of size \( n/2 \), they will position themselves on opposite sides of the grid and it will take exponentially long for them to switch).

In lieu of estimating this probability, we upper bound the probability as follows,

\[
\Pr(G) = \frac{1}{n!} \sum_g \Pr(G|g) \leq \max_g \Pr(G|g)
\]

In other words, the probability given the best grid is an upper bound on the average probability over all grids.

To find the best grid, we use Simulated Annealing, a well-known optimization method. It searches among a
set of states $S$ with a real-valued energy function $c(s)$. It consists of several phases, each characterized by a temperature $T$. For a given $T$ a Markov chain is run with stationary distribution proportional to $e^{-c(s)/T}$. Starting with a high temperature, for which the distribution is nearly uniform, the temperature is progressively decreased, biasing the distribution towards low-energy states.

In our case, $S$ is the set of all grid alignments and $c(g) = -\ln \Pr(G|g)$. The stationary distribution at temperature $T$ is proportional to $\Pr(G|g)^{1/T}$. The transitions are swaps of arbitrary grid vertices. The algorithm, specified in Figure 3, is a standard annealing algorithm with initial temperature $T_0$ and a geometric cooling schedule.

$$SW(G, \alpha, \beta, T_0, R, \delta) \quad \text{// Finds } \max_g \Pr(G|g).$$

1. $T := T_0 \quad \text{// temperature}$
2. $g := \text{random initial assignment to the grid.}$
3. repeat: \quad \text{// until convergence of } \Pr(G|g).$
   (a) $r := 0 \quad \text{// step counter}$
   (b) Let $u$ and $v$ be two vertices on grid $g$. Let $g'$ be the grid $g$ with $u$ and $v$ swapped.
   (c) with probability $\max \left\{1, \left(\frac{\Pr(G|g')}{\Pr(G|g)}\right)^{1/T}\right\}$, do:
      • $g := g'$
      • $r := r + 1$
      • if $r > R$, then $r := 0; T := T(1 - \delta)$

Figure 3. SW model computation

We use brute force search over the (discretized) parameter space to find the optimal parameters $\alpha, \beta$, and the size of the grid.

5. Experiments

We first performed some preliminary experiments to validate our methodology. We generated graphs at random using each of our models and then ran our algorithms on these graphs. If our methodology were correct, the model according to which a graph $G$ is generated should score highest on $G$. Indeed, our experiments confirmed this, and additionally in each case our algorithms were able to recover the parameters with which the graph was generated. This also validates the implementations of the algorithms.

For our main experiments, we ran our algorithms on three publicly available snapshots of the AS-level Internet topology, data from 1997, 1999, and 2001 (NLANR, 2001). These data sets have 3,117, 6,266, and 11,080 vertices and 6,024, 13,681, and 25,485 edges, respectively. As suggested by (Gao, 2001), for each year we combined five snapshots taken in a short time span into one representative snapshot. A histogram, including error estimate (a rather large uncertainty region) for SW, is shown in Figure 4. Figure 5 describes the raw results of our algorithms, together with the optimal parameters. The numbers are reflective of the corresponding log-likelihoods divided by the number of edges in the data sets.

As can be seen in the histogram, all three data sets produced the same ranking of models. This result is more meaningful than a comparison based on a single data set alone. In all three cases, the PA model placed first, closely followed by the PRG model. The two models both attempt to reproduce the power-law property. In the PRG, it is imposed directly, while in PA, it arises naturally. Nonetheless, the two scored similarly.

The SW model ranked third. With care, comparisons between models can be interpreted as statements about the relative importance of graph properties. In this case, one could conclude that the power-law degree distribution is a more significant predictor of Internet topology data than the small-world phenomenon.

5.1. PA Implementation

We estimate convergence time heuristically and conservatively. To upper-bound time $T$ needed for our estimator to converge to the true value, we choose a value $T > 100,000$ so that ten independent executions of the same Self-iter converge to the same number $x$ in time $t/4$ and for the next $3t/4$ steps the value re-
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1997:

<table>
<thead>
<tr>
<th>PA</th>
<th>PRG</th>
<th>SW</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.30</td>
<td>8.60</td>
<td>8.96</td>
<td>12.10</td>
</tr>
<tr>
<td>$p = 0.58$</td>
<td>$\beta_{\text{in}} = 1.55$</td>
<td>$\alpha = 0.111$</td>
<td>$p = 6.2 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$q = 0.08$</td>
<td>$\beta_{\text{out}} = 2.39$</td>
<td>$\beta = 1.9$</td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.5$</td>
<td>$c_{\text{in}} = 610$</td>
<td>$c_{\text{out}} = 69$</td>
<td></td>
</tr>
</tbody>
</table>

1999:

<table>
<thead>
<tr>
<th>PA</th>
<th>PRG</th>
<th>SW</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.55</td>
<td>8.83</td>
<td>9.76</td>
<td>12.93</td>
</tr>
<tr>
<td>$p = 0.61$</td>
<td>$\beta_{\text{in}} = 1.57$</td>
<td>$\alpha = 0.092$</td>
<td>$p = 3.5 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$q = 0.08$</td>
<td>$\beta_{\text{out}} = 2.44$</td>
<td>$\beta = 1.8$</td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.4$</td>
<td>$c_{\text{in}} = 1410$</td>
<td>$c_{\text{out}} = 172$</td>
<td></td>
</tr>
</tbody>
</table>

2001:

<table>
<thead>
<tr>
<th>PA</th>
<th>PRG</th>
<th>SW</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.58</td>
<td>8.85</td>
<td>10.42</td>
<td>13.68</td>
</tr>
<tr>
<td>$p = 0.63$</td>
<td>$\beta_{\text{in}} = 1.57$</td>
<td>$\alpha = 0.088$</td>
<td>$p = 2.1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$q = 0.07$</td>
<td>$\beta_{\text{out}} = 2.5$</td>
<td>$\beta = 1.8$</td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.3$</td>
<td>$c_{\text{in}} = 2421$</td>
<td>$c_{\text{out}} = 214$</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Raw data results of the four algorithms on datasets (not including error bars). Bold numbers represent log-likelihood per edge, the rest are the best parameter values. Note: SW only computes a lower bound on the log-likelihood.

To verify the correctness of our estimates, we first ran the algorithm with the target permutation having nodes sorted in order of increasing total degree. The difference in likelihoods was an insignificant .1%.

Second, to ensure that estimates in each phase were converging, for a sampling of the Self-iter’s, we ran the walks for significantly longer and the values remained within .1%. Note that margin of error of the total estimate is actually lower than the margin of error of any individual Self-iter. This is because the total is the sum of thousands of independent random variables. Hence, as long as each estimate has the correct expectation, the margin of error of the total estimate will be significantly smaller (in percentage).

We ran the Self-iter steps in parallel. To do this we used Condor (CONDOR, 2005) and the University of Chicago Condor pool consisting of about 70 2-GHz computers, out of which about 35-50 were available at a time. Our computations for the 1997 data took around 40 hours total, compared with twice as long for the 1999 data and about a week for the 2001 data. However, as discussed above, we were very conservative in our stopping heuristics.

5.2. SW Implementation

For the SW algorithm, we used $\delta = 0.01$ and $R = 1,000,000$. We chose a random grid alignment of vertices as a starting state of our algorithm. The algorithm converged in a few hours. Figure 6 graphically shows the results of annealing on the largest data set.

For the SW model, our ranking depends crucially on the ability of simulated annealing to come close to the true maximum $\Pr(G|g)$. We performed this test to validate the SW algorithm: We took the simple grid graph, where each interior node has degree four. We permuted the nodes randomly and ran a search for the best configuration. As seen in Figure 7, the final answer is not perfect but very close. The error in final likelihood was less than 1%.

6. Future Work

For future work, one would like to design improved models for a variety of real-world data sets. Recent fast MCMC (Lovász & Vempala, 2003) techniques show a promising approach which could yield algorithms applicable to a wide range of models, and ultimately help to design better scoring models. Also, heuristics that scale better would be applicable in other contexts, such as the World Wide Web.

Maximum Likelihood could also be used for the inter-
Figure 7. The results of simulated annealing on a grid graph.

Testing problem of predicting links in social networks (Kubica et al., 2003), and interactions in various cellular networks (Barabási & Oltvai, 2004; Bork et al., 2004).
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