Inertia-gravity-wave generation: 
a geometric-optics approach
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Abstract The generation of inertia-gravity waves in the atmosphere and oceans is examined using a geometric-optics approach. This approach considers the dynamics of a small-scale wavepacket in prescribed time-dependent, balanced flows. The wavepacket is assumed to be in the so-called wave-capture regime, where the wave intrinsic frequency is negligible compared to the Doppler shift. The dynamics is reduced to a number of ordinary differential equations describing the evolution of the wavepacket position, of its wavevector, and of three scalar fields describing the wavepacket amplitude and polarisation. The approach clearly identifies two classes of wave-generation processes: unbalanced instabilities, associated with linear interactions between inertia-gravity waves, and spontaneous generation, associated with a conversion between vortical and inertia-gravity modes. Applications to simple steady flows and to random-strain models are discussed.

1 Introduction

The dynamics of the atmosphere and ocean is dominated by large-scale, slow motion in nearly geostrophic and hydrostatic balance. Small-scale, fast motion, in the form of inertia-gravity waves can play an important role, however, for instance by transporting momentum or by enhancing mixing. There is, therefore, considerable interest in identifying and quantifying sources of wave activity. Among the source mechanisms, one has proved particularly elusive: the dynamical generation of waves by the evolving balanced flow, often termed spontaneous generation. The difficulty
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in capturing this mechanism stems from the smallness of the waves and from the ambiguity that exists in the separation between balanced flow and waves. Nonetheless, several recent results, both numerical and analytical, have clearly demonstrated that spontaneous generation occurs in the small-Rossby-number regime relevant to most of the atmosphere and oceans [22, 17, 23, 24, 18, 16, and references therein]. Asymptotic results, in particular, show that the waves generated in this regime are exponentially small in the Rossby number [22, 20, 21].

The asymptotic work carried so far, relying on the smallness of the Rossby number, has been limited to very simple flows. Here, we propose an alternative approach, based on a spatial-scale separation between waves and balanced flows. This approach can in principle be applied to complex flows, e.g. derived from numerical simulations. It is motivated by the observation that, in many realistic circumstances, the inertia-gravity waves that are generated have a much smaller scale than the balanced flow. A key advantage is that there is no restriction to a large frequency separation between waves and flow, so that the wave generation can be captured when it is at its largest, that is, when relatively short time scales appear. The exponential smallness is of course recovered in the limit of small Rossby number.

2 Geometric-optics approach

The approach we propose is closely related to the geometric-optics approach to stability reviewed in Ref. [7]. This has recently been applied to rotating-stratified flows in [8], where equations equivalent to the ones we now derive have been obtained. The approach considers the evolution of a wavepacket with small wavelength superimposed to a spatially-varying, time-independent basic flow, with velocity \( \mathbf{U} = (U, V, 0) \) satisfying \( \nabla \cdot \mathbf{U} = 0 \). The perturbation fields, in particular the \( x \)-component of the velocity, are written in the form

\[
\mathbf{u}(\mathbf{x}, t) = \hat{\mathbf{u}}(\mathbf{x}, t)e^{i\theta(\mathbf{x}, t)/\mu} + \text{c.c.,}
\]

where \( \mu \ll 1 \) characterises the spatial scale separation. Introduction into the three-dimensional Boussinesq equations gives

\[
\frac{D\theta}{Dt} - \frac{\partial \theta}{\partial t} + \mathbf{U} \cdot \nabla \theta = 0
\]

at leading order in \( \mu \). This equation governs the change in the phase \( \theta(\mathbf{x}, t)/\mu \) of wavepackets whose trajectories obey

\[
\frac{D\mathbf{x}}{Dt} = \mathbf{U},
\]

that is, they are simply advected by the basic flow. Taking the gradient of (2) leads to
\[
\frac{Dk}{Dt} = - (\nabla U)^T k, \quad (4)
\]
where \( k = (k, l, m) = \nabla \theta \) is the wavevector (scaled by \( \mu \)). This is the standard WKB result for waves whose frequency

\[
\omega_0 = U \cdot k \quad (5)
\]
is entirely associated with the Doppler shift. This is a natural outcome for small-scale inertia-gravity waves, since their intrinsic frequencies

\[
\omega_1 = \pm (f^2 m^2 + N^2 (k^2 + l^2))^{1/2} / \kappa, \quad (6)
\]
where \( \kappa = |k| \), are formally smaller by a factor \( \mu \) than the Doppler shift frequency. (Here \( f \) and \( N \) are the Coriolis and Brunt–Väisälä frequencies, respectively.) The regime considered here, where wavepackets are simply advected by the flow, can be recognised as the wave-capture regime examined in Refs. [3, 4]. Note that this regime is a feature of three-dimensional stratified fluids without analogue in the shallow-water model.

Carrying out the expansion to the next order in \( \mu \) leads to a system of equations governing the evolution of the complex amplitudes \( \hat{u}(x, t) \), \( \hat{v}(x, t) \), etc. along the wavepacket trajectory. This system can be reduced to a set of three equations for the amplitudes of divergence \( \hat{\delta}(x, t) \), vertical vorticity \( \hat{\zeta}(x, t) \), and potential vorticity \( \hat{q}(x, t) \). Ignoring the effects of the basic-flow buoyancy, these equations reduce to

\[
\frac{D\delta}{Dt} = \left( \frac{m^2 f}{\kappa^2} + \frac{k^2 + l^2}{\alpha \kappa^2} N^2 + \frac{2m^2}{\kappa^2(k^2 + l^2)} (kl(\partial_\delta U - \partial_\delta V) + l^2 \partial_\delta V - k^2 \partial_\delta U) \right) \hat{\zeta} + \left( \frac{m^2 - k^2 - l^2}{m \kappa^2} (k \partial_\delta U + l \partial_\delta V) \right) \hat{\delta} - \frac{k^2 + l^2}{\alpha \kappa^2} \hat{q}, \quad (7)
\]

\[
\frac{D\hat{\delta}}{Dt} = - \alpha \hat{\delta}, \quad (8)
\]

\[
\frac{D\hat{q}}{Dt} = - \hat{u} \cdot \nabla Q, \quad (9)
\]
where \( \alpha = f + \Omega + l \partial_\delta U / m - k \partial_\delta V / m \), \( \Omega = \partial_\delta V - \partial_\delta U \), and \( Q \) is the potential vorticity of the basic flow. The perturbation velocity field \( \hat{u} \) in (9) is reconstructed from \( \hat{\delta} \) and \( \hat{\zeta} \) according to

\[
\hat{u} = \frac{1}{k^2 + l^2} \left( i t \hat{\zeta} - i k \hat{\delta}, -i k \hat{\zeta} - i l \hat{\delta} \right). \]

Equations (3)–(4) and (7)–(9) form a closed system of nine ordinary differential equations governing the position, wavevector and amplitude of the wavepacket. They can be solved for a given, possibly time-dependent, flow to assess whether
perturbations to this flow grow; when the Rossby number is small, the perturbation

\[ {\mathbf{U} \neq 0 \text{ or uniform}, \text{the wavevector} \; \mathbf{k} \text{ is constant, and the system (7)--(9) is readily solved by letting} \]

\[ (\delta, \zeta, q) = \exp(-i\omega t)e, \]  

(10)

where \( e \) is a constant three-dimensional vector. The corresponding eigenvalue problem for \( \omega \) has the three solutions \( \omega = 0 \) and the two values given in (6) corresponding to the vortical mode and the two inertia-gravity modes, respectively. A non-uniform \( U \) has two consequences for (7)--(9): first, it leads to a time-dependent wavevector \( k \), and second it directly introduces terms proportional to \( \nabla U \). In general, the ordinary differential equations (3)--(4) and (7)--(9) need to be solved numerically. Some general comments about the behaviour of their solutions can nonetheless be made. We concentrate on the particular case of uniform background potential vorticity, \( \nabla Q = 0 \), so that the perturbation potential vorticity has a constant amplitude: \( \dot{q}(t) = \dot{q}(0) \). The equations (7)--(8) for \( \delta \) and \( \zeta \) are then equivalent to the equations governing a linear oscillator with time-dependent frequency and time-dependent forcing. Note that the wavevector enters these equations only through its direction \( k/\kappa \).

For small Rossby number, the frequency of this oscillator is approximately given by (6); it depends on time on a scale fixed by the Lagrangian time-scale of the strain \( \nabla U \). This gives a good local definition of a Rossby number as the inverse of the product of this time scale by \( \omega \). When this number is small, the growth of free-oscillations in \( (\delta, \zeta) \) – the mark of inertia-gravity-wave generation – is very weak; in fact, it can be expected to be exponentially small in the Rossby number if the (Lagrangian) time dependence of \( \nabla U \) is smooth (real analytic). Two mechanisms of wave generation can be distinguished. First, for \( \dot{q}(0) \neq 0 \), the response of \( (\delta, \zeta) \) is balanced to all orders in the Rossby numbers; any transient behaviour of \( \nabla U \) does however lead to exponentially small free oscillations. Since these cannot be eliminated by initialisation, the mechanism is one of genuine spontaneous generation [22, 21]; it may be interpreted as a conversion from the vortical mode into the two gravity-wave modes. Note that this conversion is not a conservative one since the background flow provides a source of energy. The second mechanism is active with \( \dot{q} = 0 \). In this case, the equations for \( (\delta, \zeta) \) describe a slowly varying (unforced) oscillator, and the adiabatic invariance of the action, which holds to all orders in the Rossby number, applies; thus, in a transient scenario where \( U \) is uniform as \( t \to \pm \infty \), \( (\delta, \zeta) \) can only change by an exponentially small amount. However, if \( U \) remains time dependent, e.g. if the wavepacket trajectories are periodic or chaotic, the changes can accumulate, leading to the growth of \( (\delta, \zeta) \). This mechanism of inertia-gravity-wave generation can be interpreted as a form of parametric instability. In the next section, we discuss solutions of (3)--(4) and (7)--(9) in simple flows which illustrate the mechanisms just described.
3 Applications to simple flows

We consider three time-independent flows: a vertically sheared, horizontally strained flow, an elliptical flow, and a dipolar flow. We then briefly discuss the behaviour that can be expected in more complex flows with chaotic wavepacket trajectories on the basis of random-strain models.

3.1 Horizontal strain and vertical shear

Perhaps the simplest flow leading to a non-trivial time dependence of $k$ is a pure strain flow. Here we consider the added effect of a vertical strain and take $U = (\beta x, -\beta y + \Sigma z, 0)$ for some constants $\beta > 0$ and $\Sigma$. We focus on the case $\hat{q} = 0$ and on the long time behaviour, when the wavevector is approximately $(k, l, m) \sim (0, e^{\beta t}, \Sigma e^{\beta t}/\beta)$, up to an irrelevant constant factor. This leads to constant coefficients in (7)–(8) and to a solution $(\hat{\delta}, \hat{\zeta}) \propto \exp(\sigma t)$, where the growth rate $\sigma$ satisfies

$$2\sigma = \beta \pm \left( \beta^2 - 4 \frac{\Sigma^2 + N^2 \beta^2 / f^2}{\beta^2 + \Sigma^2} \right)^{1/2}.$$ 

Thus the divergence and vertical vorticity $(\hat{\delta}, \hat{\zeta})$ of the wavepacket increases exponentially. Their growth rate is however less than the growth rate $\beta$ of the wavevector magnitude $\kappa$. Still, the unbounded growth of $(\hat{\delta}, \hat{\zeta})$ is significant: in particular it implies the growth of the vertical gradient of the density and the ultimate breaking of the wavepacket (cf. [4]).

3.2 Elliptical flow

The parametric instability associated with periodic fluctuations of $k$ is illustrated by the uniform-vorticity elliptical flow $U = (ay, -by, 0)$, where $a$ and $b$ are constants satisfying $ab > 0$. The instability of this flow is an example of elliptical instability [10], here of a rotating stratified fluid. Equations (7)–(8) have periodic coefficients, and their stability can be analysed using Floquet theory. Numerical and explicit results in the limit of small eccentricity $|a/b - 1| \ll 1$ have been obtained by several authors [10, 13, 12]. They indicate that perturbations whose wavenumber satisfy some resonance conditions grow. In the presence of rotation and stratification, the growth rates decrease rapidly, however. More specifically, for $N > f$, the growth rates can be shown to be exponentially small in the Rossby number $\sqrt{ab}/f$. They never vanish, so that elliptical flows, both anticyclonic ($ab > 0$) and cyclonic ($ab <$
Fig. 1 Trajectories of three wavepackets in the flow generated by a quasi-geostrophic dipole. The location of the two point vortices is indicated by circles. The wavepackets, which travel in the plane \( z = 0 \) of the dipole, are characterised by their distance \( d = 50, 100 \) and \( 150 \) km from the axis of the dipole as \( t \to \pm \infty \).

0) are unstable, albeit in exponentially narrow bands of wavenumbers (see [2] for asymptotic estimates of the growth rates). Qualitatively, the same conclusions are expected to hold for all time-independent flows with closed particle trajectories and hence closed wavepacket trajectories.

3.3 Dipole

To illustrate the spontaneous generation of inertia-gravity waves by wavepackets with \( \tilde{q} \neq 0 \), we consider the evolution of a wavepacket in the simple flow corresponding, in the three-dimensional quasi-geostrophic approximation, to a dipole. (This flow is only a solution of the fluid equations in the limit of large \( f \) and \( N \), but we use it as a crude model since we expect the qualitative properties of the wavepacket evolution to be insensitive to the details of the flow.) The potential vorticity of the dipole is \( Q = \kappa (\delta(x-L) + \delta(x+L))\delta(y)\delta(z) \), with the separation of the point vortices chosen to be \( 2L = 250 \) km. The strength \( \kappa \) was taken such that the propagation speed of the dipole is \( 10 \) m s\(^{-1}\). It is convenient to think of this dipole as arrested by a uniform flow: wavepackets located at large distances from the dipole in the \( y \)-direction are then swept past the dipole and experience a transient change of wavevector. Figure 1 shows the corresponding trajectories in the \((x,y)\)-plane for three wavepackets located at distances \( d = 50, 100 \) and \( 150 \) km from the dipole axis as \( |t| \to \pm \infty \). Since the flow is uniform for \( t \to \pm \infty \), we can use the exact solution (10) to decompose the perturbation into a vortical mode and two inertia-gravity waves for \( |t| \) large. For \( t \to -\infty \), we assume that only the vortical mode is excited. As a result of the transient activity, the inertia-gravity-wave modes are excited and their amplitude \( A(t) \) becomes simply \( A(t) \sim A_\infty \exp(\pm i\omega t) \) as \( t \to \infty \). The constant \( A_\infty \) is therefore an appropriate measure of the spontaneous generation that occurs.

We report results obtained for a wavepacket with \( m/\sqrt{k^2 + \ell^2} \approx 10 \) located in the plane \( z = 0 \) of the dipole. The other relevant parameters are \( f = 10^{-4} \) s\(^{-1}\) and
Figure 2 shows results obtained for the different values of the distance $d$ of the wavepacket to the dipole axis. The left panel shows the amplitude of the inertia-gravity-wave component of the flow (obtained by projecting $\langle \delta, \zeta, q \rangle$ on one of the inertia-gravity-wave modes) for $d = 25$, $50$ and $100$ km. It demonstrates clearly the appearance of fast oscillations that follow the transient behaviour associated with the encounter with the dipole. It also illustrates the strong dependence of the inertia-gravity-wave amplitude on $d$ which can be thought of as a proxy for an inverse Rossby number. The right panel of Figure 2 shows the magnitude of the amplitude $A_\infty$ that characterises the inertia-gravity waves for $t \to \infty$. It uses linear-logarithmic coordinates to demonstrate the exponential dependence of $A_\infty$ on $d$ and hence on the inverse Rossby number. Note that an exponential-asymptotics analysis similar to that of Ref. [22] could be carried out to obtain an explicit approximation for $A_\infty$.

### 3.4 Random-strain models

As is well known from the study of particle advection, the trajectories of particles and hence wavepackets are typically chaotic when the velocity field is time dependent. The Lagrangian time dependence of the strain $\nabla U$ that appears on the right-hand side of (4) is therefore very complicated; it is natural to model it by a stationary random process. This is the key idea of the random-strain models proposed by Kraichan [11] in the context of passive-scalar advection (the scalar-concentration gradient obeys (4)). Haynes and Anglade [9] considered random-strain models adapted to the layerwise two-dimensional nature of geophysical flows and concluded that
while, typically, \( \kappa \to \infty \), the aspect ratio \( m/\sqrt{k^2+l^2} \) reaches a stationary distribution. Since this ratio together with \( \nabla U \) determine the coefficients of (7)–(8) for \( \tilde{q} = 0 \) for random-strain models, these equations are essentially those of a linear oscillator with stationary random coefficients. This observation makes it possible to draw some conclusion about the behaviour of \( (\tilde{\delta}, \tilde{\zeta}) \). First, these quantities typically grow exponentially, with a deterministic growth rate defined by \( \lim_{t \to \infty} t^{-1} \log |\tilde{\zeta}| \), say, that can be recognised as the Lyapunov exponent of the system. Second, in the limit of small Rossby number, naturally defined using the correlation time of the random process determining the oscillator frequency, the growth rate can be expected to depend crucially on the smoothness of this process. Specifically, the explicit results available for closely related problems [1, 6], suggest that the growth rate is proportional to the power spectrum of the random process evaluated at twice the average oscillator frequency. In the small-Rossby-number limit this average frequency is in the tail of the spectrum and hence entirely controlled by the smoothness of the process. In particular, if the process is real-analytic, the growth rate will be exponentially small in the Rossby number. Thus spontaneous inertia-gravity-wave generation is predicted by random-strain models to have a similar Rossby-number dependence in complex flows as in simple steady flows. The key assumption, which may not always be satisfied, is that the Lagrangian time series of \( \nabla U \) is real-analytic. Note that a simple model for which analytic progress is possible would take \( \nabla U \) to be a white noise so as to apply the techniques developed for the Kazantsev–Kraichnan models of kinematic dynamo and passive-scalar advection (see, e.g., [5, 14] and references therein). This would however be appropriate only for flows with correlation times short compared to \( f^{-1} \) and to the inverse strain.

4 Discussion

This paper applies the geometric-optics approach to fluid stability (e.g. [7]) in order to study the spontaneous generation of inertia-gravity waves in a variety of flows. This application, which requires introducing the effect of rotation and stratification, is straightforward because of the particular dispersion relation of inertia-gravity waves: since their intrinsic frequency remains \( O(1) \) as \( |k| \to \infty \), the kinematics of short waves is dominated by the Doppler shift, and wavepackets are simply advected by flows like fluid particles. Nine coupled ordinary differential equations govern the dynamics of the wavepackets, with three controlling their amplitude. This implies that the three types of modes that can be identified when \( U \) is uniform – the vortical mode and the two inertia-gravity modes – are strongly coupled. Only when the Lagrangian evolution is slow compared to the inertia-gravity-wave frequency, that is, in the limit of small (Lagrangian) Rossby number, are they asymptotically decoupled. It is interesting to note that the three amplitude equations then form a two-time-scale system with the same structure as the complete (partial differential) fluid equations [25]. The general conclusions that can be drawn for these system apply, and the generation of inertia-gravity waves, either through spontaneous con-
version of the vortical modes or through unbalanced instabilities, is exponentially weak in the Rossby number. The simple models discussed in this paper make this explicit.

The key interest of the geometric-optics approach is that it makes it possible to examine the growth of perturbations to solutions of partial-differential equations by solving ordinary differential equations. (See Refs. [19, 15] for an alternative approach, namely the pressureless approximation, which also leads to ordinary differential equations.) Here we have considered highly idealised flows for which the velocity field can be written in closed form. This is not necessary, and our future work will implement the solutions of the amplitude equations (7)–(9) for more complex flows obtained from numerical simulations. It will also consider the scaling $f, N = O(\mu^{-1})$ for which the intrinsic frequency is of the same order as the Doppler shift; in this case interactions between the vortical and inertia-gravity modes remain possible, but they are exponentially small in $\mu$.

Acknowledgements The authors are supported by the UK Natural Environment Research Council through a studentship (JMA) and a research grant (JV), and by the EPSRC Network ‘Wave–Flow Interactions’. JV thanks the organisers of the IUTAM workshop ‘Rotating Stratified Turbulence in the Atmosphere and Oceans’ for a stimulating meeting.

References