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Abstract
Artificial neural networks (ANN) have proven to be well suited to the task of articulatory feature recognition. However, one drawback with an ANN approach is that feature groups are assumed statistically independent of each other. We address this by using the ANNs to provide virtual evidence (VE) to a dynamic Bayesian network (DBN). This gives a hybrid ANN/DBN, and allows modelling of inter-feature dependencies. We demonstrate significant increases in AF recognition accuracy from modelling dependencies between features, and present the results of embedded training experiments in which a set of asynchronous feature changes are learned. Furthermore, we report on the application of a Viterbi training scheme in which we alternate between realigning the AF sequences and retraining the ANNs.

1. Introduction
We first give a general motivation for our research, then describe the context and focus of the work presented in this paper.

1.1. Motivation
This paper describes work which is part of an ongoing project to build a speech recognition system where articulatory features, rather than phones, provide the internal representation. The primary motivation for this approach is to move away from the limitations of using phones, i.e. the “beads-on-a-string” paradigm [1]. Generating word models as concatenations of phone models makes it difficult to model the variation that is present in spontaneous, conversational speech. Conventional systems use context-dependent phone models to deal with this variation. We argue that articulatory features (AF) offer a representational basis which can be used to derive a compact and unified model of the contextual and pronunciation variation encountered by a speaker-independent recognition system.

1.2. Context of the current study
Previous studies using articulatory features for recognition have typically reverted to a phone-based representation at some point in the model, or during decoding. In the word recognition system we are currently implementing, we avoid re-introducing the “beads-on-a-string” paradigm by describing words in terms of sequences of feature values.

We choose to work with a dynamic Bayesian network (see Figure 1). This gives a hybrid ANN/DBN, and allows modelling of inter-feature dependencies. We demonstrate significant increases in AF recognition accuracy from modelling dependencies between features, and present the results of embedded training experiments in which a set of asynchronous feature changes are learned. Furthermore, we report on the application of a Viterbi training scheme in which we alternate between realigning the AF sequences and retraining the ANNs.

One of the central aims of this research is to use embedded training to automatically learn pronunciation variation in terms of articulatory features. To do so, we require an informed initialization of the various components of the model, in particular the observation process which, as shown by the top half of Figure 1, consists of an articulatory feature recognizer. Previous work on AF recognition has included deriving a set of inter-feature dependencies [2], and using embedded training to bypass some of the limitations of training on feature labels derived from time-aligned phone labels [3]. In this work, we aim to fur-
MFCCs and energy with experiments, the acoustic groups, their values and cardinalities are listed in Table 1. To some degree, the data is conversational speech. The feature word recognizers due to the limited (30 word) vocabulary and, further considerations are that the data is useful for prototyping tailed transcriptions which include diacritics where appropriate.

A set of ANNs was trained, one for each feature group, using the NICO Toolkit [8]. All networks are recurrent time-delay neural networks consisting of three layers: an input layer, a single hidden layer, and an output layer. The numbers of hidden units used were: manner 300, place 300, voicing 100, rounding 200, front-back 250, and static 150. During training, input-output pairs consist of frames of acoustic parameters mapping to articulatory feature values. During testing, each network outputs an estimated feature value for a given acoustic frame which we interpret as posterior probabilities.

### 4. Dynamic Bayesian networks

A Bayesian network (BN) provides a means of encoding the dependencies between a set of random variables (RV), where the RVs and dependencies are represented as the nodes and edges of a directed acyclic graph. Missing edges (which imply conditional independence) are exploited in order to factor the joint distribution of all random variables into a set of simpler probability distributions. A dynamic Bayesian network (DBN) consists of instances of a Bayesian network repeated over time, with dependencies across time.

#### 4.1. AF recognition model topology

A set of inter-feature dependencies was derived for the task of articulatory feature recognition in [2]. The same model topology used in this work, and is shown in Figure 3. In previous studies [2, 3], the observation process comprised a product of Gaussian mixture models (GMM). The observation RVs were continuous-valued and the GMM evaluated to provide the likelihood of each feature value generating a given observation vector. In this work, we use ANNs to provide virtual evidence...
(VE) [9], giving a model in the spirit of hybrid ANN/HMM ASR [10, 11]. We can view the observation RVs as discrete, and rather than observing their values directly, we incorporate virtual evidence into the DBN by observing the probabilities associated with each value a given feature can take. For a theoretical treatment of virtual evidence, see [9].

We incorporate virtual evidence as a scaled likelihood [10, 11]. The posterior \( p_k(x_t | y_t) \) associated with each level of feature group \( F_k \) are related to a generative model likelihood according to Bayes rule:

\[
p_k(x_t | y_t) = \frac{p_k(y_t | x_t) p_k(x_t)}{p(y_t)} \tag{1}
\]

Ignoring \( p_k(y_t) \), which is independent of the feature state, the scaled likelihood is given as:

\[
p_k(y_t | x_t) \propto \frac{p_k(x_t | y_t)}{p_k(x_t)} \tag{2}
\]

### 5. Experiments

We first give a set of baseline results, before going on to describe embedded training of feature CPTs and and Viterbi training of the ANNs.

#### 5.1. Baselines

A baseline for the hybrid ANN/HMM articulatory feature recognition presented in this paper is given by the hybrid ANN/HMM results reported in [12] (repeated in Table 2 below) for the identical task. A hybrid ANN/HMM is a particular form of ANN/DBN in which feature streams are assumed independent of each other. Any accuracy improvement over the hybrid ANN/HMM results can therefore be attributed to modelling of inter-feature dependencies.

<table>
<thead>
<tr>
<th>feature group</th>
<th>ANN/HMM accuracy</th>
<th>ANN/DBN accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>manner</td>
<td>84.6%</td>
<td>88.9%</td>
</tr>
<tr>
<td>place</td>
<td>81.6%</td>
<td>87.2%</td>
</tr>
<tr>
<td>voicing</td>
<td>84.2%</td>
<td>87.2%</td>
</tr>
<tr>
<td>rounding</td>
<td>84.7%</td>
<td>88.5%</td>
</tr>
<tr>
<td>front-back</td>
<td>84.1%</td>
<td>88.2%</td>
</tr>
<tr>
<td>static</td>
<td>81.6%</td>
<td>86.6%</td>
</tr>
<tr>
<td>overall</td>
<td>83.5%</td>
<td>87.8%</td>
</tr>
</tbody>
</table>

Table 2: Test set results for ANNs (frame-level) and hybrid ANN/HMM system (segment-level).

With the ANNs already trained, the framewise probabilities were used produce scaled likelihoods, with priors set according to feature value occurrences in the training set. The only model parameters requiring training are the feature CPTs which assign probability to each value of a given feature condition on its value at the previous time, and the values of the features it is conditioned on. These CPTs were estimated on the same set of time-aligned AF labels as used to train the networks. Word insertion penalties were set on a held-out validation set and test-set results for hybrid ANN/DBN and ANN/HMM AF recognition are presented in Table 2. The performance is fairly uniform across the different feature groups, with the ANN/HMM giving an overall accuracy of 83.5%. Modelling inter-feature dependencies in the ANN/DBN system gives an increased accuracy of 87.8%, amounting to a 26.1% reduction in error.

#### 5.2. Learning asynchronous feature changes

The sparse structure of the conditional probability tables (CPT) which describe the dependencies between features dictates which features values can co-occur. Training on phone-derived feature data leads to a strong set of constraints on feature co-occurrence as only combinations which occur in the training data accumulate probability mass. The purpose of an articulatory feature approach is to model subtleties due to effects such as coarticulation and asynchronous movement of the production mechanism which are not compactly represented by phones. In the absence of labels which give the level of detail required to train a set of asynchronous feature labels, we derive asynchronous models in a data-driven manner.

Training asynchronous CPTs for a feature recognition DBN with a GMM-based observation process, described in [3], required a cascaded approach. The memory requirements for full inference with a 6-factorial hidden state were so great that asynchronous feature CPTs were trained for one feature at a time. However, the scaled likelihoods produced in the current virtual evidence observation process are produced by ANNs, which are classification rather than generative models. As ANNs are trained to discriminate between classes, they produce a larger spread in probability than GMMS, and in combination with pruning of hypotheses with low likelihoods, we find that full inference is sufficiently efficient to allow training of CPTs for all feature classes simultaneously.

As in [3], we take CPTs trained on phone-derived feature data, increment zero cells to have a small value (then renormalize such that CPT rows sum to 1) and retrain with feature sequences, but not timings given. The value used to increment zero cell is \( 1/(\alpha \text{card}(F_k)) \), where \( \text{card}(F_k) \) denotes the cardinality of feature \( F_k \), and \( \alpha \) set to be \( 10^4 \), an order of magnitude lower than the smallest CPT cell value found after training on canonical labels.

<table>
<thead>
<tr>
<th>model</th>
<th>accuracy</th>
<th># combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN/HMM</td>
<td>83.5%</td>
<td>2498</td>
</tr>
<tr>
<td>ANN/DBN</td>
<td>87.8%</td>
<td>54</td>
</tr>
<tr>
<td>ANN/DBN - async</td>
<td>87.8%</td>
<td>97</td>
</tr>
</tbody>
</table>

Table 3: Summary of results for ANN/HMM and ANN/DBN AF recognition, the latter both with CPTs trained on phone-derived feature labels and also where embedded training has been used to learn asynchronous changes. The number of feature combinations found in the decoded output is also given.

Results, along with the number of feature combinations found in the output are given in table 3, for both canonically-trained and asynchronous feature CPTs. For comparison, the results using a hybrid ANN/HMM model are also shown.

We make two main observations from the results in this table: firstly, that decoding with the ANN/HMM model, in which feature streams are statistically independent, leads to a substantially more feature combinations than the ANN/DBN model. The latter gives a higher AF recognition accuracy, and more structure in the decoded output. Secondly, embedded training of the feature CPTs to give the asynchronous ANN/DBN does not lead to increased accuracy, though we observe an increase in the number of feature combinations in the output. These results suggest that a degree of asynchrony has indeed been learned, with the likelihood of certain feature combinations reinforced.
5.3. Viterbi training of the ANN observation process

Section 1.2 discussed the context of the current study, and stated our goal of using embedded training for automatic learning of pronunciation variation in terms of articulatory features.

The experiment presented in this section forms a precursor to this, and is intended to show that we are able to perform Viterbi training of the ANNs. Previous attempts have led to degeneration of the models [1]. Viterbi training proceeds as follows: virtual evidence from ANNs trained using phone-derived feature labels is used in conjunction with the asynchronous-feature DBNs to realign the training set. ANNs are then trained to make feature classifications using the newly-aligned feature labels and, as previously, the ANN outputs interpreted as feature class posteriors and used to calculate scaled likelihoods. In the experiment reported below, we perform a single iteration of Viterbi training.

<table>
<thead>
<tr>
<th>feature labels</th>
<th>phone-derived validation accuracy</th>
<th>realigned validation accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>manner</td>
<td>88.3%</td>
<td>93.9%</td>
</tr>
<tr>
<td>place</td>
<td>85.7%</td>
<td>91.5%</td>
</tr>
<tr>
<td>voicing</td>
<td>91.7%</td>
<td>95.4%</td>
</tr>
<tr>
<td>rounding</td>
<td>88.1%</td>
<td>93.6%</td>
</tr>
<tr>
<td>front-back</td>
<td>87.2%</td>
<td>93.2%</td>
</tr>
<tr>
<td>static</td>
<td>88.2%</td>
<td>93.4%</td>
</tr>
<tr>
<td>overall</td>
<td>88.2%</td>
<td>93.5%</td>
</tr>
</tbody>
</table>

Table 4: Framewise validation set accuracies from ANN training for phone-derived and realigned feature labels

The framewise classification accuracy on a held-out validation set is used to determine convergence during training of the ANNs. We find that for all feature groups, these accuracies are higher during training on realigned feature data than during training on the original phone-derived targets. The framewise accuracies at convergence are given in Table 4, and show an increase from 88.2% to 93.5% averaged over all features, suggesting that the realigned data leads to improved discrimination between feature values at the frame level. Articulatory feature recognition using the virtual evidence from the new networks in conjunction with a hybrid ANN/DBN model yields a small, though not statistically significant increase in accuracy. Table 5 shows that Viterbi training leads an accuracy increase from 87.8% to 87.9%.

<table>
<thead>
<tr>
<th>model</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN/DBN</td>
<td>87.8%</td>
</tr>
<tr>
<td>ANN (Viterbi)/DBN</td>
<td>87.9%</td>
</tr>
</tbody>
</table>

Table 5: ANN/DBN articulatory feature recognition accuracy before and after a single iteration of Viterbi training of the ANNs which are used to generate the virtual evidence.

The importance of this result is to show that we are able to perform Viterbi training without the models degenerating as has been found previously. Articulatory feature recognition is a important subtask in our goal of a feature-based word recognition system though it has inherent problems, as feature sequences, if not timings, are still derived from phone labels. Models are therefore trained and evaluated against feature sequences which carry the limitations of phones, giving a poor representation of effects such as co-articulation and assimilation which should in fact lead to feature deletions and insertions. In the word-based system we are currently implementing, feature-based modelling of intra-speaker and pronunciation variation encodes a set of possible feature insertions and deletions. It is in this framework that we believe Viterbi training will yield true benefits.

6. Conclusions

In this paper, we have presented work which combines ANNs and DBNs for articulatory feature recognition. We have shown that by modelling the dependencies between feature streams we produce a 4.3% absolute, or 26.1% relative reduction in error. Furthermore, we have discussed how to refine the model through learning asynchronous changes where supported in the data, and shown how we plan to implement Viterbi training of ANNs in our final system.
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