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ABSTRACT

This paper proposes a differentiable pooling mechanism to perform model-based neural network speaker adaptation. The proposed technique learns a speaker-dependent combination of activations within pools of hidden units, was shown to work well unsupervised, and does not require speaker-adaptive training. We have conducted a set of experiments on the TED talks data, as used in the IWSLT evaluations. Our results indicate that the approach can reduce word error rates (WERs) on standard IWSLT test sets by about 5–11% relative compared to speaker-independent systems and was found complementary to the recently proposed learning hidden units contribution (LHUC) approach, reducing WER by 6–13% relative. Both methods were also found to work well when adapting with small amounts of unsupervised data – 10 seconds is able to decrease the WER by 5% relative compared to the baseline speaker independent system.
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1. INTRODUCTION

Acoustic modelling based on neural network estimates of probability model scores [12] have resulted in significant reductions in word error rate (WER), compared with discriminatively trained Gaussian mixture model (GMM) based systems [3]. Context-dependent deep neural network (DNN) acoustic models learn layered non-linear feature extraction from training data. Direct adaptation to the characteristics of a particular speaker, channel, or acoustic environment has been demonstrated to improve the accuracy of DNN acoustic models [4,5,6,7,8,9], and some GMM-based adaptation techniques have been used to effectively adapt the feature space of a DNN system, in particular constrained (feature-space) MLLR, referred to as fMLLR [10].

Adaptation techniques for neural network models operate in three main ways. Feature transform approaches aim to normalise the feature space according to the speaker. The dominant technique, for both DNN-based and GMM-based systems, is fMLLR, in which a linear transform of the feature space is estimated to maximise the likelihood of the adaptation data. This is based on the first pass recognition: in the case of DNN acoustic models a parallel GMM-based system is used to estimate the transform. fMLLR has been shown to reduce the WER significantly when used with DNN acoustic models [4,11]. A direct linear transformation of the feature space, trained as an additional layer of a neural network acoustic model, has also been proposed [15,16], but experiments have shown fMLLR to be more effective.

A second approach uses auxiliary features, in which the acoustic feature vectors are augmented with additional speaker-specific features computed for each speaker at both training and test stages. i-vectors [12] have proven to be the most successful additional features, in terms of WER, and it has been shown that they are complementary to fMLLR feature space adaptation [13].

Finally, model-based adaptation involves adapting the weights of a DNN directly [9]. Adapting the weights of a DNN on a per-speaker basis, can lead to extremely speaker-dependent parameter sets, and estimation issues come to the fore when estimating such parameter sets on small amounts of adaptation data [8]. A number of techniques have been proposed in which small subsets of the network parameters are adapted [14,15,16,17], or the weight matrices are factorised [18] to reduce the size of speaker-dependent parameters.

This paper is based on the recently introduced compact (unsupervised) DNN model-based adaptation technique via learning hidden unit contributions (LHUC) in a speaker-specific way [19,20]. In LHUC, an amplitude parameter is introduced for each hidden unit, tied on a per-speaker basis, and estimated in a supervised [19] and/or unsupervised [20] way using first-pass alignments. This technique resulted in significant reductions in WER, when tested using the TED talks datasets from the IWSLT evaluation, and was complementary to fMLLR [20]. In this paper we extend the approach to parameterised, differentiable pooling functions applied to the hidden layers, which are allowed to learn localised feature combinations within pooling regions, in a speaker-dependent manner.

2. POOLING

Pooling is an approach which combines a set of hidden unit outputs into a summary statistic, first used in computer vision to combine spatially local features [21]. Average pooling has been used in convolutional neural networks [22,23] and max pooling has been used in the context of hierarchies of features for object recognition [24,25,26]. More generally, this approach to reducing the dimensionality of hidden layers by the interpolation or selection of some subsets of hidden unit activations has become well investigated beyond computer vision, and the max operator has been interpreted as a way to learn piecewise linear activation functions, referred to as the maxout model [27]. Maxout models have been widely investigated for both fully-connected [28,29,30] and convolutional [31,32] DNN acoustic models.

Max-pooling performs a one-from-$K$ selection, and hence does not allow hidden unit outputs to be interpolated, or their combination to be learned within a pool. There have been a number of approaches to pooling with differentiable operators – differentiable pooling – a notion introduced by Zeiler and Fergus [33] in the context of constructing unsupervised feature extraction for support vector machines in computer vision tasks. In $L_p$-norm pooling [34] the sufficient statistic is the $p$-norm of the hidden unit activations in the pool; when $p = 1$ this corresponds to averaging, and when $p = \infty$, it corresponds to maxout. $L_p$-norm pooling was recently
applied within the context of a convolutional neural network acoustic model [35], where it did not reduce WER, and as an activation function in a fully-connected DNN [36], where was reported to improve over maxout models.

The order \( p \) of \( L_p \)-norm poolers can also be learnt from data [37], separately for each of the pooling units. However, experimental validation of whether this improves over fixed order \( L_p \) units, or whether learning \( p \) in a speaker-dependent fashion will act as an effective approach to speaker adaptation is yet to be investigated.

### 3. DIFFERENTIABLE POOLING DNNS

We use a Gaussian kernel to estimate the pooling weights, giving a low-dimensional set of speaker parameters that might be estimated using adaptation data. A feed-forward neural network acoustic model estimates the posterior distribution of tied state \( s_t \) given acoustic signal \( x_t \), using multiple layers of non-linear determinstic transformations. Each such layer is composed of a number of (hidden) units computed as a weighted sum of units from the previous layer (or the inputs) which is then followed by non-linear operation \( \phi \). This operation for the \( j \)-th unit in the \( l \)-th layer is written as:

\[
z^l_j \left( h_1^{l-1}, \ldots, h_{N_l}^{l-1} \right) = c_j \cdot \phi \left( b_j^l + \sum_{i} w_{ij}^l h_i^{l-1} \right),
\]

where \( h_1^{l-1} \) is the input to the \( l \)-th hidden layer which is parameterised by weight matrix \( W^l \in \mathbb{R}^{N_l \times M_l} \) and bias vector \( b \in \mathbb{R}^{M_l} \). The non-linear activation function, \( \phi \), is a sigmoid in this paper. \( c_j \) is a hidden unit scaling factor, or amplitude, which usually is set to 1.0 as the weighting for speaker-independent models is performed by the weight matrices of the upper layers.

Given \( \{ \} \), the pooling operation is defined as a weighted average over a set of hidden units, \( G_k \), where the \( k \)-th pooling unit at \( l \)-th layer, \( g_k^l(\cdot) \), is expressed as:

\[
g_k^l \{ \{z\}_i \} \in G_k = \sum_{i \in G_k} u_k^l(z_i) z_i^l.
\]

The pooling weights \( u_k^l \) are normalised to sum to one within a pooling region \( G_k \) and each weight \( u \) is coupled with the corresponding value of \( z \) by a Gaussian kernel \( \mu \) (one per pooling unit) parameterised by \( \theta_k = \{ \mu_k^l, \beta_k \} \) – mean and precision, respectively:

\[
u_k^l(z_i) = \sum_{i' \in G_k} \nu_k^l(z_i^l),
\]

\[
u_k^l(z_i^l) = \exp \left( -\frac{\beta}{2} \left( z_i^l - \mu_k^l \right)^2 \right).
\]

This formulation allows generalised poolings to be learned – from average \((\beta \rightarrow 0)\) to max \((\beta \rightarrow \infty)\) – separately for each pooling unit \( g_k \) within a model. We can learn the parameters \( \theta_k \) jointly with the other parameters using error back-propagation, and we can refine those interpolation coefficients to effectively adapt the model for unseen speakers (Sections [3] and [5]).

A differentiable pooling layer is illustrated in Fig 1(a): the scaling parameter \( r_k \) is used only for some speaker dependent (SD) models, and as such can be ignored when considering a speaker independent (SI) model. In this case the model is of \( L \) hidden layers, parameterised by \( \Theta^{SI} = \{ \{ \mu^l, \beta^l \}_{l=1}^{L}, \mathbf{U}, \mathbf{b} \} \), where \( \mathbf{U}, \mathbf{b} \) denotes a connection matrix and biases of the output layer. In the following we derive the gradients to update the pooling parameters \( \mu \) and \( \beta \). Gradients for the remaining parameters are computed by standard back-propagation.

We optimise the per-frame negative log posterior probability cost function \( \mathcal{F}(\Theta^{SI}) = -\sum_{i} \log P(s_i|X_i; \Theta^{SI}) \) over \( T \) training examples defined as a pair – ground-truth tied-state and associated acoustic vector: \( \{ s_t, x_t \} \). If \( E^l \) denotes an error signal passed to the \( l \)-th pooling layer \( \mathbf{g}_k^l \), then the gradients to learn parameters of the \( k \)-th pooling unit \( \theta_k = \{ \mu_k^l, \beta_k \} \) can be obtained using a multipath chain rule:

\[
\frac{\partial E^l_k}{\partial \theta_k(n)} = \sum_{i \in G_k} \frac{\partial g_k^l(z_i^l)}{\partial \theta_k(n)} \sum_{i' \in G_k} \frac{\partial u_k^l(z_i)}{\partial v_k^l(z_i')} \frac{\partial v_k^l(z_i')}{\partial \theta_k(n)}.
\]

where \( \partial E^l_k / \partial g_k^l \) represents a joining point of the standard chain rule up to layer \( l \), and the particular derivatives are given by:

\[
\frac{\partial g_k^l(z_i)}{\partial v_k^l(z_i')} = z_i' \left( 1 - w_k^l(z_i) \right).
\]
To pass error signals through the differentiable pooling layer, one needs to take into account that \( u^l_k (z'_i) \), for our choice of kernel, depends on the activation \( z \). Using identities from (6), (7) and (9) and noticing that \( \partial u^l_k (z'_i) / \partial z'_i = - \partial u^l_k (z'_i) / \partial \mu_k \), one can derive the chain rule for the unit \( z'_i \) of the \( G_k \) region as:

\[
\frac{\partial u^l_k (z'_i)}{\partial v^l_k (z'_i)} = \left( \sum_{m \in G_k} v^l_k (z'_m) \right)^{-1} \left( -u^l_k (z'_i) \right), \tag{8}
\]

\[
\frac{\partial v^l_k (z'_i)}{\partial \mu_k} = \beta^l_k (z'_i - \mu_k) v^l_k (z'_i), \tag{9}
\]

\[
\frac{\partial u^l_k (z'_i)}{\partial \beta^l_k} = - \frac{1}{2} (z'_i - \mu_k)^2 v^l_k (z'_i). \tag{10}
\]

### 4. SPEAKER-DEPENDENT DNN

Within this paper we experiment with three types of speaker-dependent models, i) speaker-dependent differentiable pooling (DiffP), ii) LHUC-based adaptation that learns hidden units contributions on a per-speaker basis [20], and iii) speaker-adaptive training using feature-space speaker normalisation based on fMLLR [10].

All three methods require first-pass decoding to obtain adaptation targets to either estimate fMLLR transforms for unseen speakers or to perform DNN speaker-dependent parameter update. For DiffP and LHUC we carry out adaptation minimising \( F(\Theta^{m}) = - \sum_{i} \log P(s_i | x'_i; \Theta^{m}) \) where \( \Theta^{m} \) denotes parameters for the \( m \)-th speaker (one can also regularise using the KL divergence between SI and SD models [8]). For fMLLR the model parameters are shared across the speakers, \( \Theta_{fMLLR}^{m} = \Theta^{3L} \), and the model learns a conditional distribution of targets given linearly-transformed features using speaker-adaptive training.

While adapting DiffP models, we start with pooling parameters learned in a speaker-independent manner and update them separately for each of talker, \( \Theta_{DiffP}^{G} = \{ (\mu_k, \beta_k) \}_{k=1}^{G} \), where \( R_l = \sum_{i} (M_l - G_l) / F_l + 1 \). If \( F \) denotes pooling shift and \( G \) the pooling size, the DiffP model has at most \( 2 \cdot R_l \) speaker-dependent parameters. For the models presented in this work, if not stated otherwise, \( G = 3 \).

LHUC-based adaptation inserts additional scaling parameters \( r_m \) at the output of the \( l \)-th layer, \( \Theta_{LHUC}^{l} = \{ r_m \}_{m=1}^{l} \). When combined with DiffP models, this scaling occurs after pooling, in which case the dimensionality of LHUC SD parameters is \( \sum_{i} R_l \); for the DNN+LHUC-only models it stays the same as the number of hidden units in \( z \) layer, \( \sum_{i} M_l \). In the latter case, \( r_m \) is equivalent to \( e^l \) in (1). \( r_m \) is re-parametrised during optimisation so it stays in the range \([0,2]\) – this helps to provide the expected weighted input to the upper layer and constrains the modelling capacity which is beneficial when adapting with noisy targets [20].

Fig[1a] depicts a complete layer composed of both DiffP and LHUC SD parts. Such layers can be stacked on each other to form deeper structures.

### 5. EXPERIMENTS

We carried out experiments using a corpus of publicly available TED talks [http://www.ted.com] following the IWSLT ASR evaluation protocol [19] ([http://iwslt.org](http://iwslt.org)). We use baseline systems described in [20]. The training data consisted of 143 hours of speech (813 talks). We present results on three predefined IWSLT test sets: dev2010, tst2010, and tst2011 containing 8, 11, and 8 ten-minute talks respectively.

The baseline acoustic model was a DNN with 6 hidden layers and 2048 units per layer together with 12000 tied state outputs. The input features had a dimension of 351: PLP-12 (including CO), with first and second derivatives, with \( \pm 4 \) frames of context. DiffP models have a detection layer of size 3525 which is then reduced to 1175 hidden units by pooling (\( F = 3, G = 3 \)). Hyper-parameters for training DiffP models are the same as for the DNN and are described in detail in [20]. All models are adapted with a large learning rate of 0.8, which is the same for each SD parameter. Experiments were carried out using the Kaldi speech recognition toolkit [40] and DNNs were trained using the PyLearn2 library [41].

We use \( \text{tst}2010 \) to perform more detailed analyses. A collective summary of results on dev2010, \( \text{tst}2010 \), and \( \text{tst}2011 \) are reported at the end this section. All the adaptation experiments, unless explicitly stated otherwise, were performed unsupervised.

#### 5.1. Speaker-independent DiffP models

The SI DiffP models operate on non-overlapping groups of size \( G = 3 \). This hyper-parameter was optimised on the dev2010 set giving WERs of 19.2\%, 19.0\%, and 19.4\% for \( G = 2, G = 3 \), and \( G = 5 \), respectively.

As have already been mentioned, the amplitude parameters \( \epsilon' \) in detection layer \( z' \) (eq. (1)) were optimised jointly with \( \mu \) and \( \beta \). WERs using SI DiffP models without learning amplitudes were about 0.5\% absolute worse than those reported for DiffP (SI) in Table 1. After the SI model is trained, \( \epsilon' \) stays speaker-independent. For the LHUC models using DiffP, a second amplitude parameter is inserted after the pooling layer (Section 4).

The final results for SI DiffP models with the above modifications are reported in the second row of Table 1 – where they show a consistent absolute reduction in WER of about 0.3\%, compared to the baseline DNN models.

#### 5.2. Speaker-dependent DiffP models

To investigate how many and which layers benefit most from making pooling regions speaker-dependent, we progressively adapted layers from the bottom (closest to the input) to the top (Fig[2a]). The three bottom-most layers had the biggest impact on accuracy; however, further adaptation of the higher pooling layers did bring additional gains. The plot also shows the effect of adapting means or precisions...
only, showing that both have a similar effect on WER – adapting both gives the lowest WER.

Fig 2(b) plots WER against the number of adaptation iterations, using the same alignments obtained from the first pass decoding lattices. Similar to LHUC [20], most of the decrease in WER was obtained after one iteration of adaptation. The other observation from both plots of Fig 2 is the limited complementarity of DiffP adaptation and fMLLR-based speaker normalisation. The observed WER reductions over the fMLLR-only system is 0.4%–0.6% absolute (2.2%–3.7% relative). This contrasts with LHUC+fMLLR [20] which resulted in 1.0–1.2% absolute WER reduction compared with fMLLR-only.

In the following experiments we carry out adaptation on all layers and adapt for three iterations. Following the same system configuration as in our previous experiments [20], we investigated how the amount of adaptation data affects WER by randomly selecting adaptation utterances to give totals of 10s, 30s, 60s, 120s, and 300s of speaker-specific adaptation data per talker. To improve reliability, we repeated these scenarios 5 times, and we report the average WERs in Fig 3(left). We observe that 10s of unsupervised adaptation data decreases the WER of the large speaker independent model by 3% relative for either DiffP– or LHUC-only adaptation. This is further improved when adapting with more data to 5.4% relative with 30s and 7% relative with 60s. A full two-pass decoding yields a WER of 16.2% (11.4% relative improvement w.r.t DiffP (SI) model) – which is comparable to the result obtained with speaker adaptive fMLLR training. Combining DiffP+LHUC for the SI model further decreases the WER by 5%, 7%, and 9% relative for 10s, 30s, and 60s respectively – around 2% relative gain on top of those methods used independently. Combining all three adaptation techniques – DiffP+LHUC+fMLLR – decreases the final WER on tst2010 by 18% relative. However, apart from when there is very limited adaptation data (10s–60s) this combination does not improve over LHUC+fMLLR. fMLLR transforms within this work were estimated once on all data available for the given speaker.

Fig 3(right) presents a supervised adaptation (oracle) experiment in which the adaptation targets were obtained by aligning the audio data with reference transcripts. This experiment was performed in order to demonstrate the modelling capacity of the different model-based adaptation techniques. We do not refine what the model knows about speech, nor the way it classifies it (the feature receptors and output layer are fixed during adaptation and remain speaker independent), but show that the recomposition and interpolation of these basis functions by learning their roles in approximating (accurate) adaptation examples is able to decrease the WER by 26% relative for DiffP+LHUC scenario and 26.3% relative when combined with fMLLR. This supports our previous hypothesis [20] that effective adaptation methods can be designed in the space of speaker-independent components in which the final SD model is derived by appropriate selecting a relatively small number of weighting coefficients (compared to the number of model parameters). Fig 3 also shows that DiffP and LHUC are highly complementary to each other in terms of modelling capacity, and once accurate adaptation targets are available, test-only adaptation can learn the contribution of speaker adaptive training.

Results for the three predefined IWSLT test sets and various combinations of adaptation techniques are summarised in Table 1.

### Table 1. WER(%) results on IWSLT12 TED evaluation sets. Relative improvements are given in parentheses w.r.t DiffP (SI) model.

<table>
<thead>
<tr>
<th>Model</th>
<th>dev2010 WER (%)</th>
<th>tst2010 WER (%)</th>
<th>tst2011 WER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN</td>
<td>19.3</td>
<td>18.6</td>
<td>15.2</td>
</tr>
<tr>
<td>DiffP</td>
<td>19.0</td>
<td>18.3</td>
<td>14.9</td>
</tr>
<tr>
<td>DiffP (SI) + fMLLR</td>
<td>18.1 (-4.7)</td>
<td>16.2 (-11.4)</td>
<td>13.5 (-9.4)</td>
</tr>
<tr>
<td>DiffP</td>
<td>18.1 (-4.7)</td>
<td>16.2 (-11.4)</td>
<td>13.9 (-6.8)</td>
</tr>
<tr>
<td>DiffP+LHUC</td>
<td>17.9 (-5.7)</td>
<td>15.9 (-13.1)</td>
<td>13.7 (-8.1)</td>
</tr>
<tr>
<td>DiffP+fMLLR</td>
<td>17.7 (-6.8)</td>
<td>15.6 (-14.7)</td>
<td>13 (-12.8)</td>
</tr>
<tr>
<td>DiffP+LHUC+fMLLR</td>
<td>17.5 (-7.9)</td>
<td>15.0 (-18)</td>
<td>12.8 (-14)</td>
</tr>
</tbody>
</table>

### 6. CONCLUSIONS

We have proposed a novel adaptation technique that performs speaker adaptation by learning speaker-specific pooling regions – DiffP. Our results across three IWSLT test sets indicate that the approach consistently reduces word error rates by 5–11% relative compared to unadapted systems, with a further reduction of 6–15% relative when combined with previously proposed LHUC adaptation. DiffP adaptation was found to work well with very limited adaptation data and does not require speaker adaptive training. Future work will compare and combine the approach with adaptation using i-vector auxiliary features. Code and recipes enabling reproduction of this research:

http://www.cstr.ed.ac.uk/reproducibleResearch/