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Abstract

The Continuous Wavelet Transform (CWT) has been recently proposed to model f0 in the context of speech synthesis. It was shown that systems using signal decomposition with the CWT tend to outperform systems that model the signal directly. The f0 signal is typically decomposed into various scales of differing frequency. In these experiments, we reconstruct f0 with selected frequencies and ask native listeners to judge the naturalness of synthesized utterances with respect to natural speech. Results indicate that HMM-generated f0 is comparable to the CWT low frequencies, suggesting it mostly generates utterances with neutral intonation. Middle frequencies achieve very high levels of naturalness, while very high frequencies are mostly noise.
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1. Introduction

Wavelets have been used in a variety of applications in Speech Processing for a number of years [1]. Recently, there has been a growing interest in the application of wavelets for the analysis and modeling of prosody in the context of statistical parametric speech synthesis. For example, wavelets have shown to be useful for the automatic annotation of prominence [2], as well as a pre-processing step for the modeling of f0 in HMM-based synthesis [3][4], and voice conversion [5].

However, in most of these contributions [3][4][5], the Continuous Wavelet Transform (CWT) is used to decompose the f0 signal into 10 scales, each approximately 1 octave apart. These scales are used to model f0 without a clear understanding of their role in the overall signal. For example, [3] associate each pair of scales with a linguistically-motivated level (phones, syllables, words, phrases, utterance), although modeling still takes place at frame-level. In [4], the same decomposition is used, but the Discrete Cosine Transform (DCT) is used to model each scale at a supra-segmental level.

The general conclusion appears to be that approaches using signal decomposition tend to outperform approaches that do not. It was also seen in [4] that some scales are easier to predict than others, although their individual importance to the reconstructed signal is still not fully understood. Therefore, it is the goal of this work to explore the relevance of each of these wavelets scales (or frequencies) and their contribution of the perceived naturalness of speech.

We hypothesize that, on expressive datasets, short-term modeling approaches (such as MSD-HMM) tend to average most f0 variation and generate a mostly neutral contour that is comparable to the low frequencies of the CWT. Approaches that use signal decomposition outperform these short-term approaches because, on top of the easily predictable low frequencies, there is always some improvements from the explicit modeling of middle-frequencies.

We assume a 10-scale wavelet-based decomposition of f0. Higher scales capture the CWT low frequencies and lower scales capture the CWT high frequencies. In this work, we index the decomposition by frequency, such that lower indexes correspond to low frequencies and higher indexes to high frequencies. Note that these these frequencies reflect the frequency of the wavelet component and are unrelated to the pitch range of the speaker. With this in mind, we propose to explore the following hypotheses in a series of evaluations:

- Listeners respond more to CWT middle frequencies (indexes 5 to 8) and associate them with higher levels of naturalness when compared to other CWT frequencies.
- Listeners do not respond much to the CWT low frequencies (indexes 1 to 4) and they achieve comparable naturalness to f0 synthesized from an HMM-based system.
- High CWT frequencies (indexes 9 and 10) are mostly noise and do not contribute significantly to perceived naturalness.

To test these hypotheses, we run four perceptual experiments. In the first experiment we measure listeners’ perception of selected wavelet ranges under a specific task. By asking participants to judge which wavelet component is more prominent in an utterance, we test whether or not the wavelet scales are able to separate different prominence effects. This is a different approach to the task described in [2]. In the second experiment, we give listeners different utterances and ask them to judge whether or not they are familiar terms in terms of naturalness. Considering the ratio of dissimilarity between wavelet scales, we use Multidimensional Scaling (MDS) [6][7] to establish a perceptual distance between all scales and natural speech. The final two experiments measures naturalness by asking listeners how much each utterance resembles natural speech. In the first of these, we run a traditional Mean Opinion Score (MOS) test, where participants are asked to rate an utterance on a scale of 1 to 5. In the second experiment, we run a Multiple Stimuli with Hidden Reference and Anchor (MUSHRA) test [8], in which listeners rate an utterance against a reference and against all other conditions. The key difference between the MOS and MUSHRA evaluations is that, in the first, participants rate an utterance without any reference. In the second test, participants are given a reference and are asked to judge each sample against it and against all conditions.

Section 2 introduces the CWT and section 3 details each condition and f0 reconstruction. The following sections of the paper detail each experiment, and we conclude with a discussion of the results in section 8.
2. The continuous wavelet transform

A wavelet is a short waveform with finite duration averaging to zero. The continuous wavelet transform (CWT) can describe the \( f_0 \) signal in terms of various transformations of a Mother Wavelet. Scaling the Mother Wavelet, the transform is able to capture high frequencies if the wavelet is compressed, and low frequencies if it is stretched. The process is repeated by translating the Mother Wavelet.

The output of the CWT is an \( M \times N \) matrix where \( M \) is the number of scales and \( N \) is the length of the signal. The CWT coefficient at scale \( a \) and position \( b \) is given by:

\[
C(a, b; f; \psi) = a^{-1/2} \int_{-\infty}^{\infty} f(t) \psi\left(\frac{t-b}{a}\right) dt
\]

(1)

where \( f \) is the input signal and \( \psi \) is the Mother Wavelet.

3. \( f_0 \) reconstruction

The CWT is sensitive to discontinuities in the \( f_0 \) contour, so the signal was linearly interpolated over voiced regions. The interpolated log-\( f_0 \) contour was then reduced to zero mean and unit variance, as this is required by the wavelet transform. To decompose \( f_0 \), we use a decomposition approach identical to that described in [3] and [4], using 10 wavelet scales, each one octave apart. For reconstruction, we use a variation of the ad hoc reconstruction proposal by [3]

\[
f_0(x) = \sum_{i=0}^{9} w_i C_i(x)(i+2.5)^{-5/2}
\]

(2)

where scale \( i \) corresponds to the highest frequency scale and \( w_i \) is the weight given to scale \( i \) where \( w_i \in \{0, 1\} \). Table 1 shows all experimental conditions with scales indexed by increasing frequency. These frequencies are related to the wavelet component and not the pitch range of the speaker. For each condition, \( f_0 \) is reconstructed from the wavelet domain zeroing out selected frequencies. For example, for condition 1-2, the weight vector would be \( w = [0, 0, 0, 0, 1, 1, 0, 0, 0, 0] \).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Description</th>
<th>Freq. [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>natural</td>
<td>Vocoderized speech using natural parameters</td>
<td>( 0.1-50 )</td>
</tr>
<tr>
<td>1-2</td>
<td>Low frequencies; scales indexed at 1 and 2</td>
<td>( 0.1-0.2 )</td>
</tr>
<tr>
<td>3-4</td>
<td>Low frequencies; scales indexed at 3 and 4</td>
<td>( 0.4-0.8 )</td>
</tr>
<tr>
<td>1-4</td>
<td>All low frequencies; scales indexed at 1, 2, 3, and 4</td>
<td>( 0.1-0.8 )</td>
</tr>
<tr>
<td>5-6</td>
<td>Middle frequencies; scales indexed at 5 and 6</td>
<td>( 1.0-1.2 )</td>
</tr>
<tr>
<td>7-8</td>
<td>Middle frequencies; scales indexed at 7 and 8</td>
<td>( 0.2-1.3 )</td>
</tr>
<tr>
<td>9-10</td>
<td>High frequencies; scales indexed at 9 and 10</td>
<td>( 10-25 )</td>
</tr>
<tr>
<td>MSD-HMM</td>
<td>25 signal predicted from an MSD-HMM</td>
<td>( - )</td>
</tr>
</tbody>
</table>

Table 1: Experimental conditions with approximate CWT frequency ranges.

4. Experiment 1: prominence

4.1. Data

For this experiment, we have recorded a native speaker reading the same utterance given different stimuli. All sentences consisted of 3 words and had similar syntactic structure. The stimuli was chosen in order to suggest a different pitch accent location in the response. We have recorded 10 different utterances in 4 different contexts for a total of 40 utterances. Table 2 shows an example of stimuli and responses for one of the utterances.

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paul won at Mary's.</td>
<td>John won at Mary's.</td>
</tr>
<tr>
<td>John lost at Mary's.</td>
<td>John won at Mary's.</td>
</tr>
<tr>
<td>John won at Kate's.</td>
<td>John won at Mary's.</td>
</tr>
</tbody>
</table>

Table 2: Stimuli and responses for one utterance in the data set.

4.2. Design

For each of the 40 utterances, speech parameters were extracted using STRAIGHT [9]. When synthesizing the test data, all conditions except \( f_0 \) use mel-cepstral, aperiodicity, and duration parameters from the neutral response. This experiment relies on copy synthesis. It does not use synthesized parameters. The reconstructed \( f_0 \) contour was aligned with DTW at syllable level to the parameters from the neutral response. This ensures that speakers will not respond to durational or intensity cues when judging the utterances, as the only difference between them is \( f_0 \). Utterances from the natural condition use all original parameters. A total of 400 unique utterances (10 sentences x 4 contexts x 10 conditions) were gathered. Each of the 25 participants listened to a randomized subset of 80 utterances. They were asked to select which of the 3 words appears more prominent or salient in each utterance, with the option to indicate that all words appear equally prominent.

4.3. Results

From the expected 2000 judgments (25 participants x 80 utterances), 23 were missing. This left us with an average of 198 judgments per condition, with each unique utterance having been judged either 4 or 5 times. To analyze the results, we used an approach similar to that described in [10]. That is, we considered the results from the natural condition as the gold set to which we measured the accuracy of all other conditions. Figure 1 shows the accuracy results from the experiment. Notes on the graph show the result of a binomial test assuming a chance accuracy of 25%. All conditions using the CWT middle frequencies achieve accuracy that is significantly above chance. Some conditions achieve a smaller, although significant effect, where we would expect not to see any. The reason for this might be how we are computing the results. When faced with uncertainty, listeners might default to an answer (that all words are equally prominent, for example).

5. Experiment 2: similarity

5.1. Data

To conduct the remaining experiments, we have used the freely available audiobook *A Tramp Abroad*, written by Mark Twain
Figure 2: Two-dimensional representation of the dissimilarity matrix as estimated by MDS. Each point represents one condition and distances are representative of their dissimilarity in terms of naturalness.

Figure 3: MUSHRA Test results.

Figure 4: MUSHRA Tests - Bonferroni-corrected pairwise Wilcoxon sign rank test.
7. Experiment 4: MOS

7.1. Design

In the MOS test, 25 participants were asked to rate each utterance on a scale of 1 (completely unnatural) to 5 (completely natural). No other instructions were given to the participants. Therefore, unlike the MUSHRA evaluation, participants have no reference against which to judge each utterance. All utterances were randomized for each participant. We use the same data described in section 5.1.²

7.2. Results

From the expected 1000 judgments, 1 was missing. Each unique utterance was judged 5 times and all conditions had 100 judgments, except 1 condition which had an utterance with 4 judgments and a total of 99 scores. Figure 5 shows a boxplot with the results for the MOS test. Listeners were quite conservative in the judgment of the natural speech, which has a median of 4. It still performs higher than the remaining conditions by the condition that reconstructs \( f_0 \) with all frequencies.

Figure 6 shows the confusion matrix for Bonferroni-corrected pairwise Wilcoxon sign rank test. The ranking of the conditions is consistent with the one shown by the MUSHRA evaluation, which suggests that the two tests are quite similar. However, in the MUSHRA, participants are able to make direct pairwise comparisons using a larger scale, so differences between each condition are clearer.

8. Discussion and conclusions

The results from these evaluations support the initial hypotheses. We see evidence that native listeners tend to prefer the middle frequencies of the CWT when used to decompose the \( f_0 \) signal. The 5th and 6th scales consistently show higher degrees of naturalness when compared to the remaining scales. These have been previously associated with the word-level [3] [4].

²Speech samples for all experiments can be found here: http://homepages.inf.ed.ac.uk/s1250520/samples/interspeech15.html

Figure 7 shows distributions of word rates per second and peak (local maxima) rates per second in the CWT middle frequencies. Rates are computed at utterance level on 5000 utterances. Although these might change depending on speaker or speaking rate, the 6th scale matches the distribution of words, suggesting it could be modeled at word level. The 5th scale is best modeled at a level that is higher than the word. The distribution of intonational phrases could be associated with the 4th-scale. Therefore the 5th lies at a level higher than the word, but lower than the intonational phrase. This suggests that these middle frequencies contain most of the information that listeners associate with naturalness in expressive speech and might provide a suitable candidate when exploring supra-segmental models of \( f_0 \). The 7th and 8th scale were also expected to rank higher than others, but these results show that they mostly resemble the higher frequencies. These have been associated with the syllable-level [3] [4], but figure 7 shows that the 7th scale does not match syllable rates.

Regarding the low frequencies, we observe that they behave as expected. In the MOS and MUSHRA evaluation, no significant differences were found between the ratings of all the lower scales. Similarly, we have failed to observe significant differences between these frequencies when comparing them to the HMM condition. This suggests that HMMs are not very effective at modeling expressive \( f_0 \) at frame-level. A possible reason for this might be the focus on frame-level modeling combined with a lack of understanding of proper supra-segmental contexts [15][16]. These models tend to average different effects, causing the generated contour to be neutral and similar to the natural low frequencies. But HMM generated \( f_0 \) is not completely similar to the lower scales, as the results from experiment 2 indicate. As for the high frequencies, we observe that they are mostly noise and do not contribute much to the naturalness of synthesized speech. This might explain the lack of improvements when modeling them at frame-level with HMMs, while using supra-segmental approaches to the other scales [4].

As future work, we propose to explore the CWT middle frequencies to model \( f_0 \) at a supra-segmental level.
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