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Abstract—In this paper, a novel channel estimation (CE) method is proposed for spatial modulation (SM), a unique single-stream, Multiple-Input Multiple-Output (MIMO) transmission technique. In SM, there is only one transmit antenna being active at any time instance. While this property completely avoids inter-channel interference, it results in a challenge to estimate the channel information. In conventional channel estimation (CCE) methods for SM, all transmit antennas have to be sequentially activated for sending pilots. Therefore, the time consumed in CE is proportional to the number of transmit antennas, which significantly compromises the throughput. By exploiting channel correlation, the proposed method, named transmission cross channel estimation (TCCE), has the following characteristics: i) the entire channel is estimated by sending pilots through one transmit antenna; ii) it requires no overhead or feedback; iii) it achieves a low computational complexity at the receiver. In addition, we propose an analytical framework to compute the distribution of the CE errors over time-varying fading channels. The corresponding Average Bit Error Probability (ABEP) bound of SM is also derived for the proposed method. Results show that the proposed ABEP bound matches with the simulations of SM is also derived for the proposed method. Results show that SM offers a better performance than many state-of-the-art (SOTA) MIMO techniques while allowing a low-complexity implementation.

However, perfect channel knowledge is always impractical and channel estimation (CE) is of vital importance that can not be neglected. In order to obtain the CSI at the receiver, pilot-based CE [8] is commonly used where pilots, i.e. deterministic symbols, are conveyed followed by the symbols carrying information. The pilot ratio is defined as the ratio of the number of pilots to the number of total symbols. Unlike multi-stream MIMO schemes such as vertical Bell Labs layered space-time (VBLAST) [9] and space-time block coding (STBC) [10], SM can send the pilots through only one antenna at a time. This challenges the channel estimation process for SM which has to sequentially activate the transmit antennas for sending pilots. We refer to this method as the conventional channel estimation (CCE), of which the pilot ratio is proportional to the number of transmit antennas. Unfortunately, this fact has so far been neglected in the SOTA literature. In [11] and [12], the BER performance of SM with imperfect CSI is respectively studied for uncorrelated and correlated fading channels. A similar work on space shift keying (SSK) is proposed in [13], where different lengths of the pilot sequence are considered. Although the above papers fill some gaps in the knowledge, they have the following limitations: i) the CE errors are arbitrary without considering practical CE methods; ii) the relation between the pilot ratio and the number of transmit antennas is not addressed. Until now, only a few studies have been conducted in studying CE techniques for SM. In [14], recursive least square (RLS) is investigated for MIMO systems based on a single RF chain. Another CE method for SM is proposed in [15], in which joint channel estimation with data detection is applied. However, these methods are developed based on existing CE techniques, and the issue of costly CE time is unsolved. It appears that no CE method specially tailored for SM has so far been proposed.

Because of the limited separation between antennas, MIMO channels are normally correlated to some degree in practical systems. This causes a degradation in the BER performance for all MIMO schemes including SM. Therefore, CE in this situation is required to be more accurate than that of uncorrelated channels. To date, most research in this area has focused on the optimal design of training signals [16]–[18]. Few estimators

1This paper was presented in part at the IEEE PIMRC 2013 [1].
are specially designed for correlated MIMO channels, and those few are based on specific channel correlation models [19], [20]. Due to the complexity and uncertainty of channel models in practical systems, the viability of those methods is limited. In addition to spatial correlation, time-varying is another challenge in channel estimation. With the aim of coping with time-varying MIMO channels, sequential channel estimation is proposed in [21], which is based on random-set theory. However, to the best of the authors’ knowledge, no channel estimation method has so far been proposed to exploit the temporal and spatial channel correlation together.

In this paper, we aim to improve the CE performance for SM by exploiting the channel correlation information in both space and time. A novel CE approach, named transmission cross channel estimation (TCCE), is proposed. Unlike CCE, the new method estimates the whole MIMO channel by sending pilots through only one transmit antenna. As a result, the CE time is significantly reduced. More importantly, the proposed method requires no overhead or feedback, while achieving a low computational complexity at the receiver. Further, we propose an analytical framework to compute the distribution of the CE errors for time-varying channels. The corresponding Average Bit Error Probability (ABEP) bound is also derived for SM. Simulation results show that when the channel correlation between transmit antennas is larger than 0.35, TCCE offers a better performance than CCE with a Signal-to-Noise Ratio (SNR) gain of up to 7.5 dB. Moreover, an adaptive CE approach is available for SM by switching between CCE and TCCE.

The remainder of this paper is organized as follows. Section II describes the system model, including the SM transmitter, the channel model, and the receiver. The novel CE approach for SM is proposed in Section III. Section IV proposes a framework to compute the distribution of the CE errors for time-varying channels. In Section V, we derive the ABEP bound for SM associated with the proposed CE method. Simulation results are presented in Section VI, and the paper is concluded in Section VII.

II. SYSTEM MODEL

A. Spatial Modulation

An \( N_t \times N_r \) SM-MIMO system is considered, where \( N_t \) and \( N_r \) are the number of transmit antennas and the number of receive antennas, respectively. The information to be conveyed is separately carried by the spatial constellation diagram and signal constellation diagram. The size of the spatial constellation diagram is exactly the number of transmit antennas, while the size of the signal constellation diagram is denoted by \( M \). The bit stream is divided into blocks of \( \eta \) bits, where \( \eta = \log_2(N_tM) \) is the number of bits per symbol. Each block is then split into two units of \( \log_2(N_t) \) and \( \log_2(M) \) bits and: i) the first segment activates one of the transmit antennas, and we denote the currently active antenna by \( t_{act} \); ii) the remaining bits are used to determine a symbol in the signal constellation diagram, and the active antenna conveys this symbol that is denoted by \( \chi_l \), \( l = 1, 2, \ldots, M \). The transmitted signal is expressed by a vector \( \mathbf{x}_{t_{act},l} = [x_1, x_2, \ldots, x_{N_t}]^T \), of which the \( t_{act}-th \) element carries \( \chi_l \) and all other elements are zero.

B. Channel Model

In this paper, we consider a time-varying and spatially-correlated MIMO channel. The fading coefficient of the link between the \( t \)-th transmit antenna and the \( r \)-th receive antenna is denoted by \( h_{t,r} \), where \( n \) is the discrete time index. The corresponding \( N_t \times N_r \) channel matrix, denoted by \( \mathbf{H}_{(n)} \), is generated in two stages: i) create a channel matrix of spatial correlation for the initial time, i.e. \( \mathbf{H}_{(0)} \); ii) yield a consecutive channel based on the temporal correlation, while maintaining the spatial correlation. It is worth noting that the proposed CE method is not restricted to a specific channel model. The channel model in this paper is for the purpose of theoretical analysis and performance validation for the proposed method. The study of different channel models is outside the scope of this paper.

1) Spatial correlation: The Kronecker model is widely used to generate spatially-correlated channels [22]. According to this model, the channel matrix is initialized as:

\[
\mathbf{H}_{(0)} = \mathbf{R}_v^{1/2} \mathbf{G} \left( \mathbf{R}_\eta^{1/2} \right)^H,
\]

where \( \mathbf{G} \) has the same dimension as \( \mathbf{H}_{(0)} \), and its entries are independent and identically distributed (i.i.d.) complex Gaussian distribution \( \mathcal{CN}(0,1) \); \( \mathbf{R}_v \) and \( \mathbf{R}_\eta \) denote the transmit correlation matrix and the receive correlation matrix, respectively. In this paper, the CE methods involved are individually implemented at each receive antenna. Therefore, the receive antennas are assumed to be independent without loss of generality, i.e. \( \mathbf{R}_v \) is an \( N_t \times N_t \) identity matrix. The correlation coefficient between the \( t_1 \)-th and \( t_2 \)-th transmit antennas is denoted by \( \rho_{t_1,t_2} \), and the transmit correlation matrix is written as:

\[
\mathbf{R}_v = \begin{bmatrix}
1 & \rho_{1,2} & \cdots & \rho_{1,N_t} \\
\rho_{2,1} & 1 & \cdots & \rho_{2,N_t} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{N_t,1} & \rho_{N_t,2} & \cdots & 1
\end{bmatrix}
\]

The exponential correlation model in [23] is considered, which is based on the fact that the spatial correlation decreases as the distance between antennas increases. We use \( d_{t_1,t_2} \) to represent the Euclidean distance between \( t_1 \) and \( t_2 \), and \( d \) is the reference distance. Then the correlation coefficient between two transmit antennas can be expressed as:

\[
\rho_{t_1,t_2} = \rho^\frac{d_{t_1,t_2}}{d},
\]

where \( \rho \) is the correlation degree when two antennas are separated at the reference distance.

2) Temporal correlation: The Gauss-innovations channel model in [24] is used to establish time-varying channels. The channel matrix at the \( n \)-th time index is formulated as follows:

\[
\mathbf{H}_{(n)} = \sqrt{\alpha} \mathbf{H}_{(n-1)} + \sqrt{1-\alpha} \mathbf{H}_{(n)}',
\]

where \( \alpha \) is a parameter related to the user speed, and it is given by [24, Eq. (10)]:

\[
\alpha = J_0 \left( \frac{2\pi v f_s T_s}{c} \right)^2,
\]
where $J_0(\cdot)$ is the zeroth-order Bessel function of the first kind; $T_s$ is the sampling period; $f_c$ is the center carrier frequency; $v$ and $c$ denote the speed of mobile user and the speed of light, respectively. The term $H_{(n)}^\prime$ is also generated from (1), but it is independent of $H_{(n-1)}$. In addition, $H_{(n)}$ is independent from time to time. Substituting (1) into (4), we have:

$$H_{(1)} = R_1^{1/2} \left( \sqrt{\alpha} G_{(0)} + \sqrt{1 - \alpha} G_{(1)}^\prime \right) \left( R_1^{1/2} \right)^H \quad (6)$$

It is straightforward to infer that $H_{(n)}$ is a correlated Rayleigh fading channel of the same correlation matrices as $H_{(0)}$. Note that the above model also suits spatially-uncorrelated and/or time-invariant channels, by setting the correlation coefficients and/or the speed of mobile user to be zero.

C. Maximum Likelihood Optimum Detector

We denote the noise at the input of the $r$-th receive antenna by $w_r$, which is assumed to be a complex Additive White Gaussian Noise (AWGN) process with distribution $CN(0, N_0)$. Across the receive antennas, the noise components are statistically independent and denoted by $w = [w_1, w_2, \ldots, w_{N_r}]^T$. The received signal is given by:

$$y = h_{act}^T + w, \quad (7)$$

where $y = [y_1, y_2, \ldots, y_{N_r}]^T$ and $h_{act}$ is the $t_{act}$-th column of $H$. The signal-to-noise ratio (SNR) is defined as $\gamma = E_m / N_0$, where $E_m$ is the average energy per transmission. The estimated CSI is denoted by $\hat{H}$, and it is used to decode the transmitted signal. Based on the joint maximum likelihood detection in [5], the decoded information is obtained by:

$$[t_{act}, \hat{l}] = \arg \min_{t, l} \| \hat{h}(t) \hat{l} \|^2 - 2R\{y^H \hat{h}(t) \hat{l} \}, \quad (8)$$

where $R\{\cdot\}$ is an operator to extract the real part of a complex number.

III. Transmission Cross Channel Estimation

A. Conventional Methods

In the conventional channel estimation (CCE) methods for SM, the transmit antennas are sequentially activated for sending the pilots. At the receiver, the channel information pertaining to the currently active antenna is estimated by a specific estimator such as least square (LS), minimum mean square error (MMSE), and recursive least square (RLS) [25]. In this paper, we consider LS in both CCE and the proposed method to ensure a fair comparison. Fig. 1 shows the pilot structure for CCE. During each blue colored slot, a pilot symbol is sent through the corresponding transmit antenna. Those slots are referred to as pilot slots. The remaining time slots are used to convey information-carrying symbols. The pilot ratio, denoted by $\eta$, is defined as the ratio of the number of pilots to the number of total symbols. The estimation period $P_{CE}$ is defined as the interval between two adjacent CE processes of any transmit antenna. The estimation period for CCE is given by:

$$P_{CE} = \frac{N_t T}{\eta}, \quad (9)$$

where $T$ denotes the symbol period. It can be found that the CE period for CCE is proportional to the number of transmit antennas. We use $q_t$ to denote the pilot symbol sent from the $t$-th transmit antenna, and the signal obtained at the $r$-th receive antenna is written as:

$$y_{r(t)} = h_{r,t} q_t + w_{r(t)} \quad (10)$$

Since the channel estimation is individually implemented at each receive antenna, the index of receive antennas is omitted for the purpose of simplicity. The LS estimate for the $t$-th transmit antenna is then denoted by $\hat{h}_{t,(n)}$, and it is given by [25, p. 224, Eq. (8.9)]:

$$\hat{h}_{t,(n)} = \arg \min_{h} \| y_{(n)} - h q_t \|^2 \quad (11)$$

As both $y_{(n)}$ and $q_t$ are scalar, we have:

$$\hat{h}_{t,(n)} = \frac{y_{(n)}}{q_t} \quad (12)$$

After the channel information for all transmit antennas is obtained at the receiver, it is used to decode the data symbols until the next CE process comes. It is worth noting that, as the transmit antennas are activated sequentially, a gap exists between the pilot slot and the beginning of data transfer.

B. Proposed Method

The channel difference information (CDI), denoted by $\Delta h_{t_1, t_2} = h_{t_1} - h_{t_2}$, is defined as the difference between the channel fading coefficients of two transmit antennas $t_1$ and $t_2$. If CDI is known, then it is possible to obtain the full CSI of MIMO channels by estimating the channel information of any single transmit antenna. In the other words, only one transmit antenna is required to send the pilot signal to estimate the
For $L > 2$, interested readers are referred to [26]. Regarding the $t$-th antenna, the last pilot-based CE happened at $\hat{h}_{t,t_{act}}/\eta$ slots before, where:

$$k_{t,t_{act}} = \begin{cases} t_{act} - t & \text{if } t \leq t_{act} \\ t_{act} - t + N_t & \text{if } t > t_{act} \end{cases}$$

(14)

The channel difference between $t$ and $t_{act}$ is updated as follows:

$$\Delta J_{t,t_{act}(n-k,t_{act})} = \hat{h}_{t(n-k,t_{act})/\eta} - \hat{h}_{t_{act}(n-k,t_{act})/\eta}$$

(15)

3) Correlation-based CE: After collecting the CDI, it is possible to measure the CSI of the idle antennas. To be distinguished from pilot-based CE, the estimation result of correlation-based CE is denoted by $\hat{h}_{t(n)}$ and it is obtained by:

$$\frac{\hat{h}_{t(n)} = \hat{h}_{t(n)} + \Delta J_{t,t_{act}(n-k,t_{act})}, \ t \neq t_{act}}{t 

Substituting (13) and (15) into (16), we have:

$$\frac{\hat{h}_{t(n)} = \hat{h}_{t(n-k,t_{act})/\eta} + \frac{k_{t,t_{act}}}{N_t} \left(\hat{h}_{t_{act}(n)} - \hat{h}_{t_{act}(n-N_t/\eta)}\right), \ \ \ \ \ \ t \neq t_{act}}{t 

Note that when $t = t_{act}$ in (14), the value of $k_{t,t_{act}}$ equals zero. Correspondingly, the right side of the above equation reduces to $\hat{h}_{t_{act}(n)}$. Therefore, the estimated CSI obtained by both pilot-based CE and correlation-based CE can be written as the same expression in (17). We denote the estimated CSI of all transmit antennas as $\hat{h}_{t(n)}$, and rewrite (17) as:

$$\frac{\hat{h}_{t(n)} = \hat{h}_{t(n-k,t_{act})/\eta} + \frac{k_{t,t_{act}}}{N_t} \left(\hat{h}_{t_{act}(n)} - \hat{h}_{t_{act}(n-N_t/\eta)}\right), \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ \ t = 1, \ldots, N_t}{t 

4) Antenna Index Update: The index of the transmit antenna to convey the pilot next time is then updated to:

$$t_{act} = \begin{cases} t_{act} + 1 & \text{if } t_{act} < N_t \\ 1 & \text{if } t_{act} = N_t \end{cases}$$

(19)

The flowchart of the proposed method is shown in Fig. 3, where the dash lines indicate the communications between the transmitter and the receiver. It is worth noting that there is no need for extra transmission or feedback in TCCE. Compared with CCE, the novel method only requires to store the previous estimation results at the receiver. The CE period for TCCE is computed by:

$$P_{CE} = \frac{T}{\eta},$$

(20)

which is regardless of the number of transmit antennas used.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2014.2366750, IEEE Transactions on Communications

IV. THEORETICAL ANALYSIS OF CHANNEL ESTIMATION ERRORS

In this section, we focus on analyzing the CE error, which is defined as the difference between the true CSI and its estimate. At the receiver, the CE errors can be thought of as an additive noise in addition to AWGN. The noise power, i.e., the CE error variance, affects the SNR together with AWGN. In this section: i) a framework is proposed to evaluate the CE errors for time-varying channels; ii) for both CCE and TCCE, a closed-form expression is derived for the distribution of the CE error.

A. Channel Estimation Error Modelling for Time-varying Channels

For a certain CE period, the CE error is denoted by $\epsilon_{t(n)} = \hat{h}_t - h_{t(n)}$, where $\hat{h}_t$ is the constant channel estimation for that period, and $h_{t(n)}$ is the actual CSI. For time-varying channels, a CE error consists of two parts: i) the error that occurs at the estimation point, which we refer to as the estimator error; ii) the error caused by the channel variation and this is referred to as the variation error. As the CE process is periodic, we focus on a single period and set the beginning of the estimation process to be the time origin. Then the estimator error is expressed by $\epsilon_{t(0)} = \hat{h}_t - h_{t(0)}$. It is presented in [27] that $\epsilon_{t(0)}$ is a random variable (r.v.) with a distribution of $CN(0, \sigma_{\epsilon_{t(0)}}^2)$, where $\sigma_{\epsilon_{t(0)}}^2$ is the variance. We use $\epsilon_{h(n)} = h_{t(0)} - h_{t(n)}$ to denote the variation error, and the CE error is therefore formulated as follows:

$$\epsilon_{t(n)} = \epsilon_{t(0)} + \epsilon_{h(n)}$$  \hspace{1cm} (21)

The variation error can be rewritten as:

$$\epsilon_{h(n)} = \sum_{i=1}^{n} (h_{t(i-1)} - h_{t(i)})$$  \hspace{1cm} (22)

According to (4), we have:

$$h_{t(i)} = \sqrt{\alpha} h_{t(i-1)} + \sqrt{1 - \alpha} h'_{t(i)}$$  \hspace{1cm} (23)

Assuming the user speed in (5) does not exceed 50 m/s, this results in $\alpha \geq 0.989$. Therefore, we can approximate $\sqrt{\alpha} \approx 1$. Substituting (23) into (22), it gives:

$$\epsilon_{h(n)} = -\sqrt{1 - \alpha} \sum_{i=1}^{n} h'_{t(i)}$$  \hspace{1cm} (24)

The variance of $\epsilon_{h(n)}$ is denoted by $\sigma_{\epsilon_{h(n)}}^2$, and it is calculated by:

$$\sigma_{\epsilon_{h(n)}}^2 = n(1 - \alpha)$$  \hspace{1cm} (25)

Note that both $\epsilon_{h(n)}$ and $\epsilon_{t(0)}$ comply with the complex Gaussian distribution and they are independent of each other. Therefore, the CE error $\epsilon_{t(n)}$ in (21) is distributed according to $CN(0, \sigma_{\epsilon_{t(n)}}^2 + \sigma_{\epsilon_{h(n)}}^2)$. The parameter $\sigma_{\epsilon_{t(n)}}^2$ for both CCE and the proposed method is studied in the following sections.

B. Conventional Channel Estimation

Based on (10) and (12), we obtain the estimator error of an LS estimator is $\epsilon_{LS} = \frac{\sigma}{q_t}$. The variance of $\epsilon_{LS}$ is the reciprocal of the SNR value, and we denote it by $\sigma_{\epsilon_{LS}}^2 = \frac{1}{\gamma}$. It is worth noting that for the $t$-th transmit antenna, the gap between the pilot slot and the beginning of data transfer is $N_t - t$ slots. As a result, the parameter $\sigma_{\epsilon_{t(n)}}^2$ for CCE is calculated by:

$$\sigma_{\epsilon_{t(n)}}^2 = \frac{1}{\gamma} + (N_t - t)(1 - \alpha)$$  \hspace{1cm} (26)

After completing the CE process, information-carried symbols are conveyed for the next $N_t(N_d - 1)$ slots where $N_d$ is the reciprocal of the pilot ratio. Combining (25) and (26), the variance of the CE error for CCE is obtained as follows:

$$\sigma_{\epsilon_{t(n)}}^2 = \frac{1}{\gamma} + (N_t - t + n)(1 - \alpha)$$ \hspace{1cm} \begin{cases} 
 n = 1, 2, \ldots, N_t (N_d - 1) 
 \end{cases}  \hspace{1cm} (27)

C. Transmission Cross Channel Estimation

We denote the latest pilot slot in TCCE by $n'$. Since there is no gap between the pilot slot and the beginning of data transfer in TCCE, we have:

$$\epsilon_{t(0)} = \hat{h}_{t(n')} - h_{t(n')}$$  \hspace{1cm} (28)

Substituting (18) and (24) into (28) results in (29).
\[ \epsilon_t(0) = \sqrt{1 - \alpha} \left( \frac{k_{t,t,\text{act}}}{N_t} \sum_{i=n'}^{n' - N_t/\eta + 1} k_{t,\text{est}(i)}' - \bar{k}_{t,\text{est}} \right) \frac{k_{t,t,\text{act}}}{N_t} + \sqrt{1 - \alpha} \left( \frac{k_{t,t,\text{act}}}{N_t} \sum_{j=n'}^{n' - k_{t,t,\text{act}}/\eta + 1} \bar{h}_{t,\text{est}(j)}' - h_t' \right) \]

\[ + \frac{w(n' - k_{t,t,\text{act}})}{q_t} + \frac{k_{t,t,\text{act}}}{N_t} \frac{w(n')}{q_{t,\text{act}}} + \frac{w(n' - N_t/\eta)}{q_{t,\text{act}}} \]  

(29)

\[ \sigma^2_{\epsilon_t(n)} = \left\{ \left( \frac{k_{t,t,\text{act}}}{N_t} \left( 1 - 2\rho_{t,t,\text{act}} \right) + 1 \right) \frac{k_{t,t,\text{act}}}{\eta} + n \right\} (1 - \alpha) + \left( 1 + 2 \left( \frac{k_{t,t,\text{act}}}{N_t} \right)^2 \right) \frac{1}{\gamma}, \quad n = 0, 1, \ldots, N_d - 1 \]  

(34)

\[ \text{AEP}(x_{t,\text{act}}, l \to x_{t',l'}) = \frac{1}{2\pi} \exp \left( -\frac{\gamma}{2} \text{vec} \left( \bar{H}H \right)^H \Lambda \left( I + \frac{\gamma}{4} \Lambda \right)^{-1} \bar{H}^H \right) \]  

(35)

**Proposition IV.1.** Terms A, B, and C are independent of each other.

**Proof:** Term C consists of all noise components, and hence it is straightforward to infer that term C is independent of the other two terms. The terms A and B contain partial information of \( H_{(i)} \) for different periods, i.e. different \( i \). As stated, \( H_{(i)}' \) and \( H_{(j)}' \) are independent \( \forall i \neq j \). Therefore, terms A and B are also independent.

Consequently, the variance of \( \epsilon_t(0) \) is the sum of the variances of terms A, B, and C. Similar to (25), the variance of A is obtained as follows:

\[ \text{Var}(A) = \frac{N_t - k_{t,t,\text{act}}}{\eta} \left( \frac{k_{t,t,\text{act}}}{N_t} \right)^2 (1 - \alpha), \]  

(30)

where \( \text{Var}(\cdot) \) is the variance in the brackets. Regarding term B, we denote \( \delta_{(i)} = k_{t,t,\text{act}} \bar{h}_{t,\text{est}(i)} / N_t - h_t' \).

**Proposition IV.2.** The variance of \( \delta_{(i)} \) is \( \left( \frac{k_{t,t,\text{act}}}{N_t} \right)^2 + 1 - \frac{2\rho_{t,t,\text{act}} k_{t,t,\text{act}}}{N_t} \).

**Proof:** See Appendix A.

The variance of term B is then calculated by:

\[ \text{Var}(B) = \frac{k_{t,t,\text{act}}}{\eta} \left( \frac{k_{t,t,\text{act}}}{N_t} \right)^2 + 1 - \frac{2\rho_{t,t,\text{act}} k_{t,t,\text{act}}}{N_t} (1 - \alpha) \]

(31)

Term C is the sum of noise components, and its variance is given by:

\[ \text{Var}(C) = \left( 1 + 2 \left( \frac{k_{t,t,\text{act}}}{N_t} \right)^2 \right) \frac{1}{\gamma} \]  

(32)

Adding (30), (31) and (32), the estimator error of TCCE for the \( t \)-th transmit antenna is formulated as follows:

\[ \sigma_t^2 = \left( \frac{k_{t,t,\text{act}}}{N_t} \left( 1 - 2\rho_{t,t,\text{act}} \right) + 1 \right) \frac{k_{t,t,\text{act}}}{\eta} (1 - \alpha) \]

\[ + \left( 1 + 2 \left( \frac{k_{t,t,\text{act}}}{N_t} \right)^2 \right) \frac{1}{\gamma} \]  

(33)

Note that TCCE-based SM conveys \((N_d-1) \) symbols after each estimation. The variance of the CE error for TCCE is calculated by (34).

**V. ABEP BOUND FOR SM WITH PRACTICAL CHANNEL ESTIMATES**

Some research has been conducted on the BER performance analysis for SM in the presence of CE errors, e.g. [12]. In the SOTA literature, however, the distribution of CE errors for all transmit antennas are assumed to be identical. In fact, in both CCE and TCCE, the distribution of CE errors is related to the index of transmit antennas. Based on an existing ABEP bound for SM with perfect CSI, we derive a closed-form ABEP bound in the case of practical channel estimations, where the CE errors for different transmit antennas are considered to have different variances.

**A. ABEP Bound for SM with Perfect CSI**

With the assumption of perfect CSI, a closed-form ABEP bound for SM is proposed in [28]. When the signal \( x_{t,\text{act}} \) is transmitted, the conditional average pair-wise probability (AEP) of deciding on \( x_{t,l'} \) is given by [28, Eq. (22)] as in (35). The parameter \( \gamma_t \) denotes the SNR for the symbol \( \chi_t \), and:

\[ \Lambda = R_t \otimes (\Psi \Phi H_R) , \]  

(36)

where \( \Psi = (x_{t,\text{act},l} - x_{t,l'}) \), and \( \otimes \) is the Kronecker product. The parameters \( \Phi \) and \( L \) are the mean and the covariance matrix of \( H \), respectively. In the case of Rayleigh fading, we
have $H = 0_{N_r \times N_t}$, which is an $N_r \times N_t$ all zeros matrix, and $L = I_{N_r \times N_t}$, where $I_n$ is an $n \times n$ identity matrix. The vectorization operator $\text{vec}(\cdot)$ stacks the columns of the matrix in a column vector.

Consequently, the ABEP for SM can be approximated by using the union bound [29], and this gives:

$$\text{ABEP} \leq \frac{1}{2N_t} \sum_{t=1}^{N_t} \sum_{t',l} N(x_{tact,l} \rightarrow x_{t',l'}) \cdot \text{AEP}(x_{tact,l} \rightarrow x_{t',l'})$$

(37)

where $N(x_{tact,l} \rightarrow x_{t',l'})$ is the number of bits in error between $x_{tact,l}$ and $x_{t',l'}$.

### B. ABEP Bound for SM with Practical Channel Estimates

There are two aspects of the effect of CE errors on decoding: i) the CE error of the currently active antenna, and ii) the CE error of the idle antenna that is incorrectly decoded. The effective SNR $\gamma_{\text{eff}}$ is defined as the SNR that considers both the CE error and AWGN as the noise, and it is formulated as follows:

$$\gamma_{\text{eff}}(x_{tact,l} \rightarrow x_{t',l'}) = \frac{\gamma_l}{1 + \sigma_{t,l}^2 + \gamma_\rho \sigma_{tact,l}^2},$$

(38)

where $\sigma_{t,l}^2$ is the average of the variances of the CE error for the $t$-th transmit antenna. It is worth noting that $\sigma_{tact,l}^2$ and $\sigma_{t,l}^2$ affect the effective SNR in different ways. Since the signal is sent through $t_{act}$, the noise caused by its CE error is the product of the transmit power and $\sigma_{tact,l}^2$. The ABEP bound for SM associated with a practical CE method can be obtained by replacing $\gamma_l$ in (35) with $\gamma_{\text{eff}}$.

### VI. Simulation Results

In this section, Monte Carlo simulation results are presented to validate the performance of the proposed CE method. The framework for the CE errors and the proposed ABEP bound are verified. Further, the BER performance of SM using TCCE is compared with CCE. Different numbers of transmit antennas are considered. To ensure a fair comparison, the antennas are located in a matrix with a normalized diagonal distance. The correlation coefficient between the two ends of the diagonal is thought of as the reference correlation [30], which is denoted by $\rho_\Delta$. Based on this, the effect of channel correlations on both CCE and TCCE is also studied. Furthermore, we analyze the BER performance of SM under different user speeds. A pilot ratio of 5% is assumed in all simulations [31]. The user speed is fixed to be 5 m/s, except when studying its effect.

#### A. The Distribution of Channel Estimation Errors

At first, we study the CE error in terms of probability density function (PDF). The main purpose is to validate the analytical framework proposed in Section IV. The derivation in (34) shows that the CE performance of the proposed method only depends on $N_t$, SNR and channel correlation, regardless of $N_r$ and $\eta_s$. Taking $N_t = 8$, $\gamma = 20$ dB and $\rho_\Delta = 0.5$ as an example, the PDFs of the CE errors for CCE and TCCE are shown in Fig. 4 and Fig. 5, respectively. As mentioned previously, the CE error is a complex variate like AWGN. Therefore, in each figure, the results for the real part and the imaginary part of errors are depicted separately. As shown, the CE errors present a zero-mean complex Gaussian distribution, and the theoretical PDF matches the simulation results very well. Another finding is that the CE errors of TCCE are closer to their expectation than that of CCE. In other words, the variance of CE errors in TCCE is smaller than that in CCE. This signifies that, in this case, TCCE offers a more accurate CE for SM than CCE.

#### B. ABEP Bound for SM based on TCCE

Secondly, we focus on validating the proposed ABEP bound for SM with practical channel estimates in Section V. Assuming $N_t = 4$, Fig. 6 and Fig. 7 show the BER performance of SM based on TCCE for uncorrelated channels and correlated channels, respectively. Two values of $\eta_s$, 3 bits per channel per user (bpcu) and 4 bpcu, are considered. It can be observed that in both cases, the analytical bound is tightly close to the simulations. Additionally, the BER performance tends towards...
stability with an increase of SNR. When SNR is larger than 25 dB, the BER curve becomes almost flat and a limit is put on the achievable BER. The reason for this trend is that the CE error becomes the dominant factor instead of noise.

C. BER Comparison with CCE

Thirdly, the BER performance of TCCE is compared with CCE in three aspects: the channel correlation, the number of transmit antennas, and the user speed. In order to focus on studying the effect of the above factors, the number of receive antennas is assumed to be four in all comparisons.

1) Effect of Channel Correlation: Fig. 8 shows the BER performance of TCCE and CCE as a function of the channel correlation. Sixteen transmit antennas and an SNR of 20 dB are assumed. As shown in Fig. 8, the proposed approach falls behind CCE when the correlation coefficient $\rho_{tx}$ is smaller than 0.3. The reason is that the performance of TCCE relies on the channel correlation. For a low channel correlation, it is difficult to track the channel difference information between transmit antennas. However, when the parameter $\rho_{tx}$ is larger than 0.4, TCCE offers a much better BER performance than CCE. Similar, but less pronounced trends are noticed at lower SNRs. Based on the above analysis, an adaptive CE technique is available for SM by switching between CCE and TCCE.

2) Effect of the Number of Transmit Antennas: Assuming different numbers of transmit antennas, the BER performance of SM for $\rho_{tx} = 0.5$ and $\rho_{tx} = 0.8$ is shown in Fig. 9 and Fig. 10, respectively. The parameter $\eta_s$ is fixed to be six to ensure a fair comparison. Additionally, the case of perfect CSI (PCSI) is considered as a benchmark.

The following outcomes are observed: i) compared with CCE, the BER performance of TCCE is much closer to that of PCSI; ii) when $N_t$ increases, the BER performance for both CE methods degrades more rapidly than PCSI. However, the reasons for CCE and TCCE are different. The CE period of CCE is proportional to $N_t$, and therefore, the CE results become less accurate when more transmit antennas are used.
Unlike in CCE, the CE period of TCCE is irrelevant to $N_t$. However, with an increase of $N_t$, the interval between two adjacent pilot slots for a certain transmit antenna is increased. This results in a less accurate channel difference information, which causes a performance degradation in the correlation-based CE. Furthermore, in a comparison to CCE, the energy gain achieved by TCCE becomes greater as $N_t$ increases. Given $\rho_{tx} = 0.8$ and $N_t = 8$, for example, an SNR gain of 2.8 dB is obtained by TCCE to achieve the same BER value of CCE at $\gamma = 20$ dB. While $N_t = 16$, this gain is increased to 7.5 dB.

3) Effect of User Speed: The user speed directly affects the coherence time in time-varying channels, and therefore, it is essential to study its effect on the CE performance. Assuming $\rho_{tx} = 0.8$ and $N_t = 8$, Fig. 11 shows the BER performance of SM for different user speeds. The following outcomes are observed: i) for both CCE and TCCE, the BER performance degrades as the user speed increases; ii) with an increase of the user speed, the difference between the performance of TCCE and CCE diminishes. The reason for this trend is that when the channel varies very rapidly, all CE techniques would fail to perform properly for a fixed pilot ratio. Nevertheless, TCCE still outperforms CCE in a significant way for a high user speed. In the case of 15 m/s, for example, CCE reaches its achievable BER of 5% at $\gamma = 15$ dB. Meanwhile, TCCE requires only 10 dB to achieve the same BER value, which provides an SNR gain of 5 dB when compared with CCE.

VII. CONCLUSIONS

In this paper, we propose a novel CE method that aims to improve the performance for SM over correlated fading channels. The basic concept of this new approach is to track the channel difference information between transmit antennas, and estimate the entire channel by sending the pilot signal through only one antenna. Therefore, the CE period of the proposed method depends on the pilot ratio only, regardless of the number of transmit antennas used. Further, we propose an analytical framework for the distribution of CE errors in time-varying channels, and the corresponding ABEP bound for SM based on the a practical CE method. Simulation results show that for medium and high channel correlations, TCCE achieves an SNR gain of up to 7.5 dB in comparison with CCE. When the channel correlation is very low, TCCE performs worse than CCE because the channel difference information is difficult to track in this situation. By switching between CCE and TCCE, an adaptive CE technique is available for SM that is a promising MIMO scheme for future communication systems.

APPENDIX A

For two complex variates $X$ and $Y$, the variance of their sum is given by:

$$\text{Var}(X + Y) = \text{Var}(X) + \text{Var}(Y) + 2\text{Cov}(XY),$$

(39)

where $\text{Cov}(X, Y) = E[(X - \mu_X)(Y - \mu_Y)^*]$ is the covariance of $X$ and $Y$; $E[\cdot]$ is the mathematical expectation; $\mu_X$ and $\mu_Y$ are the means of $X$ and $Y$, respectively; $(\cdot)^*$ is the conjugate operator. Therefore, the variance of $\delta_{(i)}$ is formulated as follows:

$$\text{Var}(\delta_{(i)}) = \left(\frac{k_{t,tx}}{N_t}\right)^2 \text{Var}(h'_{tx(i)}) + \text{Var}(-h'_{t(i)}) + 2\text{Cov}\left(\frac{k_{t,tx}}{N_t}h'_{tx(i)}, (-h'_{t(i)})\right)$$

(40)

Since $h'_{tx(i)}$ and $h'_{t(i)}$ are both zero-mean complex Gaussian random variables with variance of one, so we have $\text{Var}(h'_{tx(i)}) = 1$ and $\text{Var}(-h'_{t(i)}) = 1$. Using the definition of covariance, the covariance part in (40) is computed by:

$$\text{Cov}\left(\frac{k_{t,tx}}{N_t}h'_{tx(i)}, (-h'_{t(i)})\right) = -\frac{k_{t,tx}}{N_t} E\left[h'_{tx(i)}(h'_{t(i)})^*\right]$$

(41)
Note that, because the means of $h'_{\text{act}(i)}$ and $h'_{t(i)}$ are zeros, $E[h'_{\text{act}(i)} h'_{t(i)}^*]$ is exactly the covariance of $h'_{\text{act}(i)}$ and $h'_{t(i)}$. According to the definition of correlation, we have:

$$P_{t,\text{act}} = \frac{\text{Cov}(h'_{\text{act}(i)}, h'_{t(i)})}{\sqrt{\text{Var}(h'_{\text{act}(i)}) \text{Var}(h'_{t(i)})}} \quad (42)$$

Therefore, the covariance part in (40) is obtained by:

$$\text{Cov}\left(\frac{k_{t,\text{act}}}{N_t} h'_{t(i)}(t) \left(-h'_{t(i)}(t)\right)\right) = -\frac{k_{t,\text{act}}}{N_t} P_{t,\text{act}} \quad (43)$$

The variance of $\delta_{(i)}$ is then computed by:

$$\text{Var}(\delta_{(i)}) = \left(\frac{k_{t,\text{act}}}{N_t}\right)^2 + 1 - \frac{2P_{t,\text{act}} k_{t,\text{act}}}{N_t} \quad (44)$$
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