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From the (1B) Spectroscopic State to the Photochemical Product of the Ultrarapid Ring-Opening of 1,3-Cyclohexadiene: A Spectral Observation of the Complete Reaction Path
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ABSTRACT: All stages of the electrocyclic ring-opening of 1,3-cyclohexadiene (CHD) were observed by time-resolved photoionization-photoelectron spectroscopy. Spectra of the 1B state, previously unobserved using time-resolved methods, were obtained upon optical excitation using ultrashort laser pulses at 4.60 or 4.65 eV, followed by ionization with pulses at 3.81, 3.85, and 4.10 eV, revealing a 1B lifetime of 30 fs. In an experiment using 3.07 eV probe photons and a 4.69 eV pump, we observed a time-sequenced progression of Rydberg states that includes s, p, and d states of the series n = 3 to 6. The sequentiality of the Rydberg signals points to an ionization mechanism that captures the molecule on different points along the reaction path in 2A. A dynamic fit of the Rydberg signals, coupled with MS-CASPT2 calculations, reveals that as the wavepacket moves down the potential energy surface it acquires kinetic energy at a rate of 28 eV/fs before reaching the conical intersection to the 1A ground state. During the reaction, the terminal carbon atoms separate at a speed of 16 Å/ps. A deconvolution of the Rydberg signals from a broad feature assigned to structurally disperse 1,3,5-hexatriene (HT) shows the formation of the open-chain hexatriene structure with an onset 142 fs after the initial absorption of a pump photon. The experimental observations are discussed in the context of recent ultrafast X-ray scattering experiments and theoretical quantum dynamics simulations.

INTRODUCTION

The ring-opening of 1,3-cyclohexadiene (CHD) serves as a model for understanding photochemical electrocyclic reactions. With myriad occurrences and applications, such as its involvement in the synthesis of vitamin D, the design of photochemical switches, and its general importance to synthetic organic chemistry, the reaction has been widely investigated. The reaction path is thought to be as follows: Absorption of UV light in the range of 4.4 to 5.9 eV lifts the molecule into the first excited state of 1B symmetry. From there, the wavepacket quickly accelerates toward a conical intersection, which it bypasses as it transitions to the doubly excited 2A state. It is that state that correlates with the ground state of the reaction product, 1,3,5-hexatriene (HT) and hence enables the ring-opening in accordance with the Woodward–Hoffmann rules. A symmetry breaking motion away from the minimum energy path guides the wavepacket to a conical intersection between the 2A and 1A electronic surfaces, which facilitates the decay to the electronic ground state of the reaction product.

Starting with the studies of van der Lugt and Oosterhoff, our present understanding of this reaction rests on a combination of experimental and computational investigations. Experimentally, the reaction path is difficult to map because it proceeds so quickly and because suitable spectroscopies are lacking. As summarized in a recent review, many experimental studies have been performed, both in condensed phases and in the gas phase or in molecular beams, but they do not always give consistent results. From the point of view of theory, computations remain challenging because of the difficulty in calculating doubly excited states and conical intersections accurately, and the fundamental computational limitations imposed on quantum dynamics in low symmetry systems with many degrees of freedom.

The ring-opening reaction of CHD poses particular challenges to time-resolved experiments because the involved electronic states are difficult to probe and the time scales are very short. Successful experiments have taken advantage of ionization with low photon energy, high intensity probe pulses to explore the time scales of the reaction process. These probe pulses ionize the time-evolving molecules in a multi-photon process that generates ions of various energy content, which leads to fragmentation patterns that are deemed to be characteristic of molecular species at the time of ionization: as the wavepacket travels down the steep potential it acquires vibrational energy, which, upon ionization, causes the fragmentation. Consequently, the relative intensities of individual fragments change in time. The interpretation of these experiments is based on the premise that the fragmentation patterns are uniquely associated with the specific electronic states populated during the reaction. Through these
time-dependent ion signals, lifetimes of 53–56 and 77–80 fs were found for the 1B and 2A states, respectively.\textsuperscript{1,27} Photoelectron spectroscopy, which can be implemented in a pump–probe scheme just like mass spectrometry, can provide
additional information about the molecular reaction pathways. The time-resolved CHD spectra of Kuthirummal et al.\textsuperscript{28} showed a progression of Rydberg peaks with a 55 fs rise and a decay of 84 fs. To explain the observed Rydberg peaks, Kuthirummal et al. invoked a transition to a superexcited state that quickly reacts to the Rydberg levels, a mechanism that has been found in other molecular systems.\textsuperscript{29–31} While details of the ionization mechanism remained speculative, the existence of a rise time, as well as the agreement of the time scales, suggested that the time profile of the Rydberg states represents the temporal evolution of the 2A state.\textsuperscript{28} A recent photoelectron spectroscopic study explored the formation of HT and reformation of CHD in the electronic ground state after photo excitation and subsequent relaxation.\textsuperscript{32} That investigation probed the lifetimes of 1B and 2A via direct ionization using 13.6 eV probe photons. Time constants of 70 and 60 fs for 1B and 2A, respectively, are in reasonable agreement with the prior studies.

In spite of the tremendous advances embodied by these studies, many mysteries of the ring-opening reaction of CHD remain to be explored. Specifically, it is curious that all the Rydberg peaks observed in the photoelectron spectra of Kuthirummal et al. seemed to appear in unison. As the molecular structure evolves rapidly along the reaction path, one would expect the photoelectron spectra to evolve as well, that is, the individual Rydberg peaks should exhibit distinct time dependencies. Without a change in the spectral signature that would indicate an evolution of structure or the formation of the product, it is not even clear if the mass spectrometry or photoelectron spectroscopy experiments indeed captured the dominant part of the wavepacket as it moves toward HT, or possibly just a part of it that is most easily ionized. Similarly, one might wonder if the delayed rise in the Rydberg signal, interpreted as representing the rise of the 2A state, instead relates to the time the wavepacket spends traveling along the S\textsubscript{2} electronic surfaces before a resonance with the postulated superexcited state is reached.

In the present study, taken with improved time resolution and tunable lasers, spectral signatures are attained for every step along the electrolytic ring-opening of CHD. As in the prior studies, we initiate the reaction by exciting CHD to the 1B state using an ultrashort laser pulse at 265 nm. To elucidate the ionization process we ionize the molecules during the reaction with variable wavelength probe pulses in the range of 404 to 300 nm. The different probe pulse wavelengths lead to systematic variations in the photoelectron spectra, which enables us to gain a deeper understanding of the reaction path and the ionization mechanism. Importantly, we were able to directly observe the time dependence of the 1B state and to uncover a sequentiality of the Rydberg peaks as the reaction unfolds. This allows us to identify the ionization pathway and thereby deduce the correlation of the vibrational energy of the ion in its final state with the progress of the reaction path. A combination with computational results then enables us to quantitatively map the path of the dynamical reaction as it unfolds in CHD. Importantly, several long-held assumptions about the ionization process are revised as we gain a deeper insight into the reaction mechanism.

The spectroscopic view of the ring-opening reaction of CHD presented here should be compared to the structural view afforded by the X-ray diffraction experiments that we conducted recently using ultrafast, high intensity X-ray pulses from the LCLS free electron laser at the SLAC National Accelerator Laboratory.\textsuperscript{35,34} The structural study reveals the atomic motions as the reaction proceeds, thereby giving a picture of a chemical reaction that accords with chemical intuition, while the spectroscopic results presented here offer deeper insights into the involved electronic states. In principle, it should also be possible to invert the Rydberg level binding energies that we measure here to derive a time-dependent molecular structure.\textsuperscript{35,36} However, the computation of binding energies of Rydberg levels converging to the possibly core-excited and highly distorted HT ion, as would be necessary to deduce the structures from the photoelectron experiments, remains challenging for the CHD system.

### EXPERIMENTAL METHODS

A molecular beam was created by flowing helium at 1.5 bar through liquid 1,3-cyclohexadiene (Aldrich, 97%) and expanding the vapor through a 100 μm nozzle orifice and a skimmer. For data presented in panels A through C in Figure 1 the diameter of the skimmer orifice was 170 μm. For the experiments shown in panel D, a 210 μm skimmer was used. The liquid sample was cooled to below −30 °C in order to avoid the formation of van der Waals clusters. The molecular beam is crossed perpendicularly by ultrafast laser pulses that are generated by a chirped pulse amplifier with an additional single pass amplifier between the regenerative amplifier and the compressor (Legend Elite Duo, Coherent). The amplifier was seeded by a Ti:sapphire laser (Mantis, Coherent) and pumped by two 5 kHz Nd:YLF lasers (Evolution 30, Coherent, Regenerative Amplifier; Evolution HE, Coherent, Single Pass Crystal). The near-IR fundamental output of the amplifier system, about 12 W at a repetition rate of 5 kHz, was divided by a 90% beam splitter into two parts.

For the pump–probe experiments exploring the time sequence of the Rydberg states, the smaller portion (∼1 W) is focused by a curved mirror into a 0.1 mm thick BBO type I crystal, yielding the second harmonic (ℏ\omega_2, 404 nm, 3.07 eV) probe pulses with a fwhm of 5.4 nm (46 meV). The larger part of the beam (∼11 W) was directed into an optical parametric amplifier (Opera Solo, Coherent), where a pump pulse was generated at a wavelength of 265 nm (4.69 eV) and a bandwidth of 3.7 nm (70 meV). Pulse energies were 4 µJ for the pump and 9 µJ for the probe pulses, respectively.

For the experiments probing the dynamics of the 1B state, pump and probe were reversed. A 0.3 mm thick BBO type II crystal was placed immediately behind the type I crystal, yielding the third harmonic pump pulse. Due to slight shifts in the center wavelength and spectral profile of the Ti:sapphire laser seeding the regenerative amplifier, the center wavelengths of the third harmonic pump pulses varied slightly between experimental runs, leading to ℏ\omega_3 = 266 nm (4.65 eV) and ℏ\omega_3 = 269 nm (4.60 eV), with fwhm of 1.7 nm (30 meV) and 3.7 nm (63 meV), respectively. The optical parametric amplifier was used to generate probe pulses at wavelengths of 300 nm (4.10 eV), 322 nm (3.85 eV), and 325 nm (3.81 eV) with bandwidths of 50, 52, and 51 meV, respectively. Pulse energies were about 1 µJ for the pump pulses, and 1, 5, and 4 µJ, respectively, for the 4.10, 3.85, and 3.81 eV probe pulses. No evidence of effects of laser polarization where found.\textsuperscript{48}

Both the pump and the probe beams were focused into the interaction region by a curved mirror (f = 500 mm). Intensities of the focused pump pulses were estimated to be between 3 × 10\textsuperscript{15} W/cm\textsuperscript{2} (Figure 1D) and 4 × 10\textsuperscript{17} W/cm\textsuperscript{2} (Figure 1A–C). Probe intensities were 2 × 10\textsuperscript{15} W/cm\textsuperscript{2} (4.10 eV probe), 7 × 10\textsuperscript{15} W/cm\textsuperscript{2} (3.85 eV probe), 8 × 10\textsuperscript{15} W/cm\textsuperscript{2} (3.81 eV probe).
probe), and $2 \times 10^{13}$ W/cm² (3.07 eV probe), respectively. These intensities were calculated assuming Gaussian beam optics, but spherical aberration likely causes the true focal spot sizes to be larger so that these intensities should be viewed as upper limits.

Photoelectrons were collected and recorded by a time-of-flight photoelectron spectrometer that has been described in detail elsewhere. To calibrate the time-resolved photoelectron spectra and determine time zero, we used photoionization of acetone. A Gaussian fit of the temporal evolution of the acetone parent ion determined the full width at half maximum of the instrument function to values between 99 and 103 fs in all experiments.

To avoid drift in time zero between experimental runs, the CHD and acetone ion signals were collected together in a calibration run. A careful comparison of the total ion signal of CHD with and without acetone confirmed that the presence of acetone does not affect the CHD signal. Since the total photoionization signals of electrons and ions have to coincide in time, comparing the temporal evolution of the total ion signal of CHD with the total photoelectron signal was used to measure time zero in the photoelectron spectra.

**COMPUTATIONAL METHODS**

The minimum potential energy path on the 1B state was computed by the three-state averaged complete active space self-consistent field (SA3-CASSCF) method using the cc-pVDZ (correlation-consistent polarized valence double-$\zeta$) basis set and the MOLPRO 2012.1 quantum chemistry package. The active space consisted of four orbitals with six electrons, CAS(6,4), for the neutral species. In the geometry optimization, the molecular geometry was restricted under the $C_2$ symmetry, but the electronic structure calculations were performed without use of symmetry. The potential energies were corrected at the multistate multireference complete active space second-order perturbation theory (MS-MR-CASPT2) level, and a level shift of 0.2 hartree was used in the MS-CASPT2 calculation. The 1A and 1B potential energies of the ionized species were also computed at the MS-MR-CASPT2/cc-pVDZ level. In this part, the molecular geometry was the same as the one on the 1B minimum energy path and the wave function was determined by the SA2-CAS($5,4$)-SCF calculation. 

**RESULTS AND DISCUSSION**

Figure 1, left column, shows CHD’s time-resolved photoelectron spectra, where the electron binding energy is plotted as a function of the pump–probe time delay. The spectra were obtained upon multiphoton ionization with different combinations of 4.6–4.7 eV pump photons and 3–4 eV probe photons as given in the figure caption. The one-color background signals were subtracted so that only the two-color ionization signals are shown. The right column of Figure 1 shows projections of the time-dependent spectra onto the energy axis.

While the directly measured observable is the kinetic energy of the photoelectrons, the photoelectron spectra can be constructed in either of two ways. The binding energy is given by subtracting the measured photoelectron energy from the energy of just the ionizing probe photon. The ionization energy spectrum is obtained by subtracting the electron kinetic energy from the sum of all ionizing photon energies. While for the former one only needs to know the energy of the ionizing photon, for the latter one also needs to make assumptions about how many photons are involved in the ionization, a parameter that may be different for different parts of a spectrum. Both the ionization energy and the binding energy scales are provided in Figure 1, but one should keep in mind that the ionization energy of CHD is 8.25 eV, so that signals with apparent ionization energy less than that must stem from ionization mechanisms requiring more photons than assumed.

As explained in more detail below, the signal around the binding energy (BE) of 3.5 eV, most visible in panels A through C, arises from the one-photon pump pulse excitation to the 1B state and 1-photon probe pulse ionization. The time evolution of that signal represents the dynamics of the 1B state. The signals at BE = 0.5 to 2.5 eV, visible with different intensities in all panels, stem from the one-photon pump pulse excitation to 1B, followed by conversion into the 2A state. There, the dynamics evolved before the probe pulse lifts the molecule through a Rydberg state to the ion. The spectral signatures are those of the Rydberg states. The time-resolved photoelectron spectrum of panel D, which is taken with the highest intensity probe pulses, shows the Rydberg peaks most clearly. Using laser pulses of somewhat longer duration, and concomitantly smaller bandwidth, these peaks have previously been identified by Kuthirummal et al. as the $s$ ($\delta = 0.93$), $p$ ($\delta = 0.76$), and $d$ ($\delta = 0.15$) Rydberg series ranging from $n = 3$ to 6.2,20 Two peaks, one at 1.03 eV and one at 2.26 eV, remained unassigned by Kuthirummal et al. as their quantum defects ($n = 4$, $\delta = 0.36$ and $n = 3$, $\delta = 0.55$) did not seem to fit with those of other peaks. In a later investigation of the pump–probe photoelectron spectrum where the pump photon matched the excitation energy of 3p from the ground state (6 eV), the 2.26 eV peak was identified as 3p.20,26 For the signal at 1.03 eV, investigations using higher energy pump pulses showed that the position of this peak in the spectrum is independent of the excitation energy.20 This suggests that this peak is a Rydberg state as well.

We propose here that the 1.03 eV peak results from the 4p Rydberg state and revise the assignment of the peaks at 1.27 eV (previously 4p) and 1.45 eV (previously 4s).26 In our new assignment, the peak at 1.27 eV stems from the 4a Rydberg state, while the signal at 1.45 eV represents a magnetic sublevel of the 3d state, complementing the 3d state at 1.67 eV. Since we cannot confidently assign the 3d peaks at 1.45 and 1.67 eV to certain sublevels (e.g., 3d$,^2$, $d^2$ and 3d$^2$, as found in an electron impact investigation of ground state CHD), we will refer to these states as 3d$^2$ and 3d, respectively.

Panels A–C, taken with shorter wavelength ionization pulses of weaker intensity, show the 1B signal above 3.5 eV strongly, but only few of the Rydberg states. We attribute the latter observation to the lower intensity of the OPA probe pulses compared to the second harmonic pulses used for panel D, suggesting that higher order processes are involved in the generation of the Rydberg progression. Even so, those spectra do show two short-lived peaks in the binding energy region from 0 to 3 eV. A decomposition of the spectra into Gaussians, shown as solid lines in panels A to C, gives binding energies of 2.23 ± 0.01 and 1.55 ± 0.06 eV (errors given are the standard deviations of all three measurements). Comparison with the spectrum in panel D, as well as previous investigations, suggests that the 2.23 eV peak is the 3p Rydberg state. The 1.55 eV peak is quite weak and in the general vicinity of the 3d states.
To explore the time dependent molecular dynamics, Figure 2 shows the temporal profiles for 1B (the signal taken with a 3.85 eV probe was used as an example), select Rydberg states (6s, 4p, 3d, and 3p), and the hexatriene product discussed below, plotted alongside the instrument function.

The temporal profiles were obtained in the following manner: For the 1B state and the 6s and 4p Rydberg states, the signal for each peak was summed up in the energy domain around the peak maximum, over its fwhm. This gave the evolution of the intensity of each peak as a function of time. The time profiles for the Rydberg states, 3d and 3p, as well as the HT signal, were obtained via deconvolution of the Rydberg signals from a broad HT signature that arises after the disappearance of those Rydberg states. As described in ref 48, individual time traces of the 3p, 3d, and HT signatures were obtained by deconvoluting the spectrum at each time point in the energy domain. The time-dependent spectral weights represent the temporal evolutions of the corresponding species plotted in Figure 2. This experimental data is shown again in Figure 5 on a logarithmic intensity scale, along with dynamic fits.

**1B State.** Given CHD’s vertical ionization energy of 8.25 eV,51−53 and a 1B excitation energy of 4.65 eV (266 nm pump), single photon ionization out of 1B requires a probe photon energy of at least 3.6 eV. Consequently, only panels A through C of Figure 1 should be expected to show the direct ionization of 1B. We identify the strong signal at high binding energies (>3.5 eV) in these panels as the one-photon ionization of molecules initially excited to 1B. This interpretation is consistent with the measured binding energies, the early rise and short lifetimes of these signals, and their high intensity compared to later signals that arise from higher order processes (see below). This interpretation is also supported by the spectral signatures: plotting the photoelectron spectrum taken with the 4.10 eV probe pulses as a function of the ionization energy yields the spectrum of Figure 3A. This spectrum shows the same features as the well-known one-color, two-photon ionization spectrum at the pump wavelength, Figure 3B. Consequently, this must be the spectral signature of the initially prepared 1B state. We note that this is the first spectral observation of 1B in a time-resolved experiment; all prior time-resolved experiments had insufficient time resolution and/or insufficient probe photon energy to measure the lifetime of the 1B state.

The spectrum of Figure 3B shows two broad peaks (8.25 and 8.43 eV). The two-color spectrum, Figure 3A, integrates over all time delays and appears to show the peaks at slightly higher energy (0.01 eV). In the time delayed spectrum we observed a slight tilt (~300 meV/ps) toward higher ionization energies, which accounts for this difference. The 0.18 eV (1450 cm⁻¹) spacing between the peaks, close to the value reported previously,28 has been interpreted as a vibrational progression of a C=C stretching vibration that is excited in the first step of the two-photon ionization, i.e., the preparation of CHD in the 1B state. It arises because the excitation from the 1A ground state to the 1B excited state weakens the double bonds of CHD. The same vibration was observed at 1578 cm⁻¹ in the electronic ground state via Raman spectroscopy of the hot vapor by Autrey et al.56 as well as in the gas-phase UV absorption spectrum by Garavelli et al.7 The large widths of the peaks, 0.1 and 0.2 eV, respectively, result from progressions of 199 and 292 cm⁻¹ ring twisting and ring puckering vibrations,56,47 the individual spectral signatures of which cannot be discerned in the ultrafast time-resolved experiment. These vibrations are induced during the ionization transition.28

The time profiles of the observed 1B signals are shown in Figure 4. The solid lines are fits to single exponential decays convoluted with a Gaussian instrument function of 100 fs. Within the experimental uncertainty, the fits give a 1B decay time of 30 ± 2 fs. As we will show below, this value is consistent with the analysis of the Rydberg signals in Figure 1D, which does not show the 1B level directly because of the insufficient probe photon energy.

We note that the 30 ± 2 fs 1B decay time measured here is shorter than the previously reported time constant of 53 fs.27,28 From an experimental side, it does appear possible that the interpretation of the time-resolved high-intensity mass spectra27 might have been affected by assumptions about the reaction path that did not take into account the more complicated pathway that emerges from our present work. The photoelectron spectra previously measured by Kuthir-
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implying that the decay time of 1B would depend on the energy of the probe photon. Yet the analysis of the decay times (Figure 4) reveals no such effect. Combined, we conclude that we see no dynamics within the initially excited 1B level, an observation that would be consistent with the interpretation of the 1B lifetime as a decay of this initially excited state, or a dephasing of coherently excited molecular eigenstates as the molecule evolves from 1B to 2A.

Transition through the 2A State. The appearance of Rydberg spectral peaks that feature prominently in the time-resolved photoionization experiment with 3.07 eV photons (Figure 1D) was originally discovered by Kuthirummal et al.28 Given the time resolution of their experiment, all Rydberg levels appeared to have the same time evolution. Yet even a cursory inspection of the more highly time-resolved spectra in Figures 1 and 2 shows that the different Rydberg states appear and disappear sequentially.

To explain the observation of the Rydberg states in the photoelectron spectrum, Kuthirummal et al. postulated that they are populated by an optical transition from the 2A state to a superexcited state, which in turn would decay to the Rydberg states within the duration of the probe pulses.27 Ionization by a later part of the probe pulse would then reveal the Rydberg levels in the photoelectron spectrum. Given the time resolution of their study, and also given that even their probe pulse alone showed Rydberg state signatures that could only come about through such rapid relaxation mechanisms within the duration of the probe pulse, this explanation was rational. However, it is no longer consistent with the sequential temporal profiles seen in Figure 2. Instead, the sequentially appearing Rydberg signals must arise from a time-dependent transition probability between the 2A valence state and the individual Rydberg states as the wavepacket travels along the steeply sloped reaction path. This implies that the Rydberg levels are directly excited from the 2A surface.

To analyze the transient Rydberg peaks (Figure 5) we fit their time dependence using a dynamical model in which we assume that a coherent wavepacket travels along the reaction path and passes locations where the resonance transition between the 2A surface and individual Rydberg states matches the energy of the probe photon. This approach gave fits that

Figure 4. Time-resolved transients of the 1B state for the corresponding panels A through C of Figure 1. In panel A the red circles are for the vibrational peak at ionization energy of 8.25 eV, while the blue squares represent the peak at 8.43 eV.

Figure 5. Rydberg peak transients observed in the experiment with 4.69 eV pump pulses and 3.07 eV probe pulses. Symbols represent experimental data as listed in the legend, and solid lines are the fits as described in the text. Inset: The model used for the dynamic fit, $r$ is the lifetime of 1B, and $\Delta t$ is the time traveled along the reaction path before reaching the resonance window of width $\Delta$. Multiple arrows for $r$ illustrate the decay of the initially excited molecular state as the molecule evolves from 1B to 2A.
were superior to one that assumed sequential kinetics with exponential rises and falls.

In the dynamic model, inset in Figure 5, the maximum transition probability corresponds to the optimal Franck–Condon overlap between the 2A state at a given location and a particular Rydberg state. The appearance and disappearance of a specific Rydberg signal depends on the time when the wavepacket reaches the location where the optical transition is in resonance, which we refer to as a “resonance window,” and the speed with which the wavepacket traverses this window. The location of the resonance window is the one where the energy difference between the Rydberg state and the 2A state matches the photon energy. To model the time dependence of the Rydberg signals we describe the resonance windows by Gaussian functions in the time domain. As we will see, the fits reveal that most of the windows are open only for a very short duration, so that their exact functional form is probably of little consequence. As the exponential decay of the 1B state determines how many molecules enter the 2A state at any given time, the appearance and disappearance of the Rydberg signals is described by a convolution of the exponential decay with a Gaussian at variable center positions

\[ I_{\text{Ry}}(t) = \int_0^t dt' e^{-t'/\tau} e^{-(t-t' - \Delta t)^2/2\sigma^2} \]

(1)

where \( \tau \) is the lifetime of 1B, \( \Delta t \) is the time the wavepacket travels along the reaction path in 2A before reaching the center of the resonance window, and \( \sigma \) is the width (in time) of that window.

To fit the experimental data it was necessary to introduce a baseline with a sudden appearance at a time \( \Delta t_{\text{BL}} \) and an exponential decay (\( \tau_{\text{BL}} \)) to another, constant baseline. This baseline, which applies over a wide range of energies, not just the Rydberg resonances, is interpreted as representing the signal of the hot, structurally disperse HT. This aspect is further explained below, where we also discuss other spectral signatures that yield the onset of HT creation. The total experimentally observed intensity for each Rydberg state is then described by \( I_{\text{Ry}}(t) \) plus the baseline, convoluted with a Gaussian instrument function \( \sigma_{\text{t}} \):

\[ I(t) = \int_0^t dt' \left[ a_1 I_{\text{Ry}}(t') + a_2 e^{-\Delta t_{\text{BL}}/\tau_{\text{BL}}} + a_3 H((t - t') - \Delta t_{\text{BL}}) \right] e^{-(t-t')^2/2\sigma_{\text{t}}^2} \]

(2)

with adjustable parameters \( a_1, a_2, \) and \( a_3 \) to reflect the different intensities of the various signals, and where \( H((t - t') - \Delta t_{\text{BL}}) \) is the Heaviside step function. The fits, Figure 5, adequately describe the experimental data. The fit parameters are summarized in Table 1.

### Table 1. Experimentally Determined Dynamic Parameters for the Rydberg Peaks

<table>
<thead>
<tr>
<th>Rydberg state</th>
<th>binding energy [eV]</th>
<th>( \tau_{\text{BL}} ) [fs]</th>
<th>( \Delta t ) [fs]</th>
<th>( \sigma ) [fs]</th>
</tr>
</thead>
<tbody>
<tr>
<td>6s</td>
<td>0.57</td>
<td>35</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5p</td>
<td>0.78</td>
<td>33</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4p</td>
<td>1.03</td>
<td>32</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>4s</td>
<td>1.27</td>
<td>33</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>3d’</td>
<td>1.45</td>
<td>33</td>
<td>17</td>
<td>9</td>
</tr>
<tr>
<td>3d</td>
<td>1.67</td>
<td>33</td>
<td>21</td>
<td>6</td>
</tr>
<tr>
<td>3p</td>
<td>2.26</td>
<td>36</td>
<td>27</td>
<td>24</td>
</tr>
</tbody>
</table>

Each of the Rydberg peak fits gives an experimental value for the lifetime of the 1B state, \( \tau_{1B} \). The average over these values, 34 fs, is in good agreement with the 30 fs lifetime obtained from fits of the direct spectral signature of 1B measured in the ionization experiments with shorter probe wavelengths as described earlier. The travel times \( \Delta t \) of the wavepacket, i.e., the time elapsed from entering the 2A state to reaching the resonance windows of the Rydberg states 6s through 3p ranges from 2 to 27 fs, with the peaks at higher binding energies appearing later. The fits also give values for the appearance of the baseline (178 fs) and the initial decay of this signal (72 fs). However, since the intensity of the baseline in all of the signals is below 3%, we consider those values to be less reliable than the ones discussed later.

The widths in time, \( \sigma \), of the ionization windows for the Rydberg states 6s through 3p are very short, on the order of a few femtoseconds (Table 1). Only the ionization window for the 3p state is open somewhat longer, 24 fs. The variations between the resonance window widths outside of 3p are not statistically significant. To explain the short opening of the resonance windows, we note that to induce the transition from the 2A state to a Rydberg level the photon energy must match the difference between the electronic states and the momentum of the traveling wavepacket must be conserved. Because of the different electronic structures of the Rydberg states and the 2A state, it is likely that this resonance condition is, for each laser wavelength, met for only very specific locations on the reacting surface, explaining the short duration of the resonance windows.

The short persistence time of the resonance windows is consistent with the finding that the binding energies of the observed Rydberg peaks do not change with time. Because the binding energy of a Rydberg state depends on the structure of its ion core, if the windows were open for extended periods one would expect the time dependence of the molecular structure to result in time-dependent binding energies, but such a time-dependence is not observed. We note also that since the Rydberg states are seen at different times \( \Delta t \) in the reaction process, their binding energies represent different molecular structures, each captured at a particular moment in time. Indeed, we show below that the binding energy of the transient 3p Rydberg peak differs from that of the CHD molecule when excited from its ground state structure.

At the time point where a Rydberg level is in the resonance window, the energy provided by the photon (assuming a one-photon excitation to the Rydberg level) must match the differences in the potential energies between the Rydberg state and the 2A state. Consequently,

\[ hv = E_{\text{Ryd}}^{3p}(\Delta t) - E_{\text{Ryd}}^{2A}(\Delta t) \]

or

\[ E_{\text{Ryd}}^{2A}(\Delta t) + hv = E_{\text{Ryd}}^{3p}(\Delta t) - E_{\text{D0}}^{2A}(\Delta t) \]

(3)

where we denote by \( E_{\text{D0}}^{2A}(\Delta t) \) the potential energy of the molecule in the 2A state at travel time \( \Delta t \), and \( E_{\text{Ryd}}^{\text{D0}}(\Delta t) \) the potential energy of the D0 ground state of the molecular cation of the ion at that time.

The binding energy of the Rydberg state observed at a time delay \( \Delta t \) is \( E_{\text{Ryd}}^{\text{D0}}(\Delta t) \). The measured binding energy is independent of the vibrational excitation of the molecule, as is the difference between the ion and the molecule in 2A, assuming preservation of the kinetic nuclear energy in a sudden
ionization process. Vibrational energy does therefore not enter eq 3.

Equation 3 establishes a relationship between the time-dependent observation of the binding energy, $E_{\text{Ryd}}^\text{bind}(\Delta t)$, and the difference between the potential energies of the ion and the 2A state at the time of observation. The latter, but as a function of molecular coordinates, is usually computed in calculations of the molecular reaction path. A combination of the experimental, time-dependent results with the computational, position-dependent results should therefore yield a relationship between the reaction time and the position on the potential energy surface, i.e., the motion of the system down the reaction path.

To evaluate the molecular reaction dynamics in this way, the potential energy surfaces of CHD have been calculated along the symmetric reaction path. The calculations were done using the computational method described in the experimental section. Figure 6 shows the potential energy surfaces as a function of the distance between the carbon atoms C1 and C6 in the HT molecule, along the ring-opening reaction coordinate.

It appears from Figure 6, where the pump is represented by a light blue arrow drawn to scale to reflect an energy of 4.69 eV, that the initial excitation takes the molecule directly into the 2A state. Clearly, this is not what happens. Previous experiments located the (vertical) transitions to 1B and 2A at 4.94 and 5.39 eV, respectively. The MSCASPT2 calculation gives (adiabatic) excitation energies of 4.41 and 4.85 eV for the 1B and 2A states, respectively, which seems to be in reasonable agreement when accounting for the difference between vertical and adiabatic excitation.

We point out that the ionization energies were calculated for a C2 symmetric reaction path. However, as has been postulated previously, the reaction mechanism features symmetry breaking motions in 2A. Consequently, the energy along the reaction path is likely somewhat lower than represented by the 2A curve in Figure 6. Nonetheless, the figure shows that the energy required to excite the (6s−3p) Rydberg states out of 2A matches the probe photon energy at different locations along the reaction path between the 1B/2A CI and the decay back to the ground state. This is in agreement with the time-resolved spectra that follow the reaction without a gap, supporting the fact that we do indeed see the bottom of the 2A well.

We now connect the experimental results to the computational results with the aim to derive the time-dependent reaction dynamics of the molecule. Figure 7A graphs, for the Rydberg levels observed with 3.07 eV ionization pulses, the travel time as a function of the Rydberg levels' binding energy plus the photon energy (data from Table 1). Surprisingly, the binding energies of the accessed Rydberg states are seen to trend linearly with the travel time (slope: 16.6 fs/eV). There seems to be little to suggest a linear relationship so that the apparent linearity must be considered an accidental one. From the computed potential energy surfaces, Figure 6, we extract the separation of the terminal carbon atoms as a function of the difference between the ion energy and the energy of the 2A state, Figure 7B. Since the quantities plotted as a function of time (Figure 7A) and as a function of C1−C6 distance (Figure 7B) should be equal as per eq 3, we can relate the distance between the carbon atoms to the travel times (dashed lines). From that we obtain Figure 7C, which shows the terminal carbon distance R_{C1−C6} as a function of reaction time on the 2A surface, Δt.

We note that the 6s resonance window occurs very early in the reaction on 2A and with a small change of the molecular structure. This is a rational result in light of our discussion of the lack of structural evolution in the 1B state: since 1B dephases into 2A before it can travel down the reaction path, the structure of the molecule does not evolve much in the 1B lifetime. Once in 2A, the 6s resonance window is reached after 2 fs, which is too short a time to significantly change the structure.

From this analysis it follows that as the molecule reacts on the 2A surface, the distance between the terminal carbon atoms increases, apparently again almost linearly, from an initial value of about 1.65 Å, near to the equilibrium bond length in CHD, to a value of 2.1 Å that is near the crossing point to the ground state. During this motion on the 2A surface, the terminal carbon distance increases with a speed of 16 Å/ps.
With the time-dependent structure at hand, we can evaluate the energetics of the molecule during the reaction on the 2A state. Using the method presented in Figure 7, panels A and B, we determine the structural parameter $R_{C_1-C_6}$ as a function of the energy difference between the 2A state and the ground state ion. The dashed lines in panels A and B connect the distance between the terminal carbon atoms and the travel time since the energy scales are equal (eq 3). (C) Derived structural parameter $R_{C_1-C_6}$ as a function of wavepacket travel time.

In the analysis presented here, we have determined the time-dependent molecular structure by clocking the travel times to the resonance windows. These resonance windows are at well-defined locations where the energy between the Rydberg state and the 2A state matches the photon energy. We have calculated these locations at the MS-CASPT2 level. While this calculation gives good agreement with experimental excitation and ionization energies, the applicability of this calculation to the analysis must be examined. The calculation shows a point of degeneracy (the CI) between 1B and 2A at a $C_1-C_6$ distance of 2.05 Å. If we assumed that the geometry of this degeneracy was exactly where the transition to 2A takes place then the gaps between 2A and the (6s–4s) Rydberg states would match our photon energies at locations along the reaction path, where the wavepacket would still be in 1B. While it is well established that the wavepacket circumvents the C2 symmetric CI in a symmetry breaking motion, 7,9,15 Figure 6 displays the C2 symmetric minimum energy structures. We view the calculated ionization energies along that minimum energy path as reasonable approximations of the energies required to reach the Rydberg states out of various locations along the 2A state. Consequently, the structural dynamics parameters obtained in Figures 7 and 8 should be viewed as approximate.

At this juncture, it is interesting to compare the currently measured travel times with the travel times implied by recent time-resolved structural dynamics experiments using pulsed X-rays at the LCLS.33 There, the analysis of the experiment resulted in a set of eight weighted trajectories for the CHD ring-opening reaction, each trajectory representing a separate component of the nonadiabatic nuclear-electronic wavepacket. Here, we use the same eight trajectories to calculate the resonant photoionization via Rydberg states, using the following approximation:

$$\sigma_{\text{ion}}^{\text{Ryd}}(t) = \sum_{i=1}^{N} w_{i} \int_{-\infty}^{\infty} \sum_{k} a_{k}^{(i)}(t)^{2} d_{\text{res}}(\Delta E_{k}^{(\text{Ryd})}(t)) \kappa_{\text{probe}}(t-t') \, dt$$

where $w_{i}$ are the weights of the trajectories, coefficients $a_{k}^{(i)}(t)$ the amplitudes on each of the electronic states, and $d_{\text{res}}(\Delta E_{k}^{(\text{Ryd})}(t))$ the resonance windows for the valence-to-Rydberg transition given by a normalized Lorentzian function with a 0.15 eV width, and resonance energy $\Delta E_{k}^{(\text{Ryd})}(t) = E_{k}^{(i)}(t) + E_{\text{pump}}^{(i)} + hv - E_{D0}^{(i)}(t)$, where $E_{k}^{(i)}$ is the energy of electronic state $i$, $E_{\text{pump}}^{(i)}$ the experimentally determined Rydberg binding energy, $E_{D0}^{(i)}$ the energy of the D0 ground state of the molecular cation, and finally, $hv$ the photon energy. The molecular...
energies are calculated at the MS-CASPT2/cc-pVDZ level of \textit{ab initio} theory. The signal is convoluted by the probe pulse, which is represented by a normalized Gaussian, with \( t' \) the delay time between pump and probe. This analysis, which combines the results from the ultrafast X-ray scattering experiments with an approximate calculation of the resonant ionization signal, results in travel times that are \( \Delta t = 4 \) (6s), 6 (5p), 8 (4p), 10 (4s), 13 (3d'), 17 (3d), and 30 (3p) in fs. These times agree approximately with the current spectroscopic analysis presented in the fourth column of Table 1. It indicates a qualitative agreement between the two completely different experiments, ultrafast structural dynamics on one hand and ultrafast spectroscopy on the other. It is worth noting that the symmetric \( C_2 \) stretch is not the dominant reaction coordinate for the trajectories and that most trajectories reach the diabatic \( S_1/S_2 \) crossing rather soon, which leads to the \( S_1 \) curve changing diabatic character from 1B (in the Franck–Condon region) to 2A. This can be thought of as a 1B–2A transition induced by dynamics.

Finally, a separate approach to determine the time-dependent molecular structures would be to calculate the Rydberg electron binding energies, which depend on the molecular structure. For any proposed molecular structure along the ring-opening pathway, one could calculate the binding energies of the Rydberg levels and compare to experimental values. By varying the laser wavelength of the probe pulse, the time-evolution of the binding energies throughout the reaction path could be measured and, by comparison to the calculation, the complete time-dependent molecular structure could be determined. The present experiments did not pursue this approach because only for one wavelength did we have sufficient intensity to observe the Rydberg levels and because the Rydberg state binding energies of the molecule along the reaction path are difficult to calculate.

**Arriving at the Hexatriene Product.** The direct observation of the 1B state and the temporally sequenced Rydberg peaks reveal the movement of the wavepacket on the 2A surface. To complete the view of the ring-opening dynamics through all its stages, we explore next the formation of the nascent reaction product, HT.

**Figure 9** displays the 4.69 eV pump/3.07 eV probe time-resolved photoelectron spectrum out to 5 ps pump–probe time delay. At delay times beyond \( \sim 200 \) fs a broad, unresolved feature appears that has been assigned previously to the open-chain structure of HT.\(^{64} \) If CHD were to return to its original ground state structure, the photoionization by the probe photon would give a binding energy spectrum just like the original molecule, even though it has 4.69 eV in excess vibrational energy.\(^{64} \) In that case Figure 9 would show no signal after the passage through the 2A state. The fact that there is a signal, albeit broad, implies that a new molecular structure, the HT structure, is created in the reaction. In total, HT can have six different structures: three conformer forms of where the central double bond has cis geometry and three conformer forms from where it is trans.\(^{65} \) The initial photoproduct has a gZg-geometry, even though the partially folded structures labeled TzC and TzT are the most stable ones.\(^{65}.64 \) The barriers between these structures are below the energy present in the molecule following the ring-opening reaction so that the reaction leads to a product that can assume a multitude of conformer forms. Rudakov et al. have argued that this structural dispersion causes the broadness of the difference signal observed for the vibrationally hot product in Figure 9.\(^{61} \)

The dip in spectral intensity near 2.2 eV results from the depletion of ground state CHD after absorption of the pump photon. The direct transition from CHD in its electronic ground state to the 3p state is located near 6 eV so that two probe photons can lift the molecule into 3p. In the one-color spectra taken with probe pulses only, a single peak corresponding to 3p therefore dominates the binding energy spectrum. In the two-color spectra where the probe pulse comes before the pump pulse, this peak also dominates the spectrum. In the two-color spectrum with the pump pulse before the probe pulse, there is a little less ground state CHD because absorption of a pump photon and subsequent loss of the closed ring structure reduces the number of ground state CHD molecules in the molecular beam. Consequently, there is a reduced contribution of the one-color probe background to the total signal. This reduction of one-color background signal leads to an oversubtraction of background in the spectrum at positive times.

To extract the spectrum of the pure, nascent HT produced in the reaction, we subtract the spectrum with negative time delay from the spectrum with positive time delay following the procedure of Rudakov et al.\(^{61} \) From this we find that 4% of the CHD is excited to the reacting 1B state. As intended, this fraction of excitation is small, giving confidence that our experiment explores the dynamics of single-photon excited molecules.

The HT spectrum derived here and previously reported by Rudakov et al., inset in Figure 10, shows a single broad peak stretching from less than 1.5 eV to about 2.8 eV of binding energy. Similar to CHD, HT has an ionization energy of about 8.30 eV, slightly dependent on the conformer structure.\(^{52}.65-.67 \) Like in CHD, two probe pulse photons can excite to the 3p level, from where a single photon can ionize the molecule. Even while the broadness of the peak could be ascribed to the structural dispersion in the nascent HT, the fact that it reaches as low as 1.5 eV is interesting. It is conceivable that a breakdown of the \( \Delta \nu = 0 \) selection rule for ionizing the molecule out of the 3p Rydberg state contributes to the broadening. Strictly speaking this selection rule applies to molecules in harmonic potentials.\(^{40} \) It breaks down when molecules are structurally disperse and when the potentials are not harmonic. In the present case of HT created with large amounts of internal energy, the energy is sufficient for the
the nascent HT reaction product, obtained according to the procedure parameters. The lines represent the dynamic fits for the time dependence of the 3d, 3p, and HT signals. Inset: The spectrum of the nascent HT reaction product, obtained according to the procedure of ref 61.

molecule to distribute over multiple structures. The harmonic approximation may therefore break down, enabling $\Delta v \neq 0$ ionization transitions that remove or insert energy from or into vibrations, respectively. In the binding energy spectrum, this would be manifest as a peak broadening.

In order to follow the appearance of HT relative to the evolution of the Rydberg progression, the broad HT spectrum has to be deconvoluted from the overall spectrum at pump–probe delays where both, the Rydberg progression and the HT product, are present. As noted, this was accomplished by deconvoluting the HT spectrum from the Rydberg progression in the binding energy region between 1.6 and 3.1 eV, where the HT spectrum has maximum intensity. To fit the time-dependent spectrum in this energy range, the spectrum at each time point was fitted to a weighted sum of four Gaussian peaks (one for each of the 3d Rydberg peaks; two Gaussians were needed to fit the 3p peak) plus the experimental HT spectrum. The resulting time-dependencies of the 3d, 3p, and HT signals are shown in Figure 10. The 3d and 3p signals and fits are the same as the ones drawn in Figures 2 and 5, but shown here again to illustrate the delayed rise of the HT signal. The fits of 3d and 3p used mathematical expressions similar to eqs 1 and 2. Since the signal for the hot, structurally disperse structure is eliminated in the deconvolution, the stepfunction was removed from these fits. Instead, the HT signal was fit separately to a step function centered at $\Delta t_{3p}$.  

The analysis reveals HT to appear at a time of 142 fs after the optical excitation and to closely follow the decay of the 3p state. This suggests that the resonance window associated with the 3p Rydberg peak is at or near the bottom of the 2A surface, which is consistent with the discussion of the previous section. It also explains why the 3p resonance window is open for a measurable time (Table 1). The value of 142 fs is in very good agreement with previously reported times for the lifetime of 2A, which was given as 130–139 fs. Our experiment does not show any decay or change of the shape of the HT spectrum up to a maximum time delay of 14 ps. This suggests that, within this time frame, there is no further vibrational or rotational relaxation of the HT molecule. UV transient absorption measurements in various solvents determined the vibrational cooling and thermal equilibration of HT with its surroundings to proceed on a time scale of 10–30 ps, depending on the solvent.56 In the low density environment of the molecular beam, where no collisions can facilitate such relaxation, vibrational cooling time scales must be much larger.

In total, the time-resolved photoelectron spectrum of the ring-opening reaction covers the entire time range from the initiation of the reaction in the 1B state to the creation of the nascent hexatriene molecule. We observe the initially photoexcited 1B valence state, the sequence of Rydberg peaks that reveal the dynamical motion of the wavepacket as it descends the steep reaction path, up to and including the formation of hexatriene with a fully disperse molecular structure.

### SUMMARY AND PERSPECTIVES

For the electrocyclic ring-opening reaction of 1,3-cyclohexadiene to 1,3,5-hexatriene, all steps predicted in the van der Lugt Oosterhof model, from the initially excited state to the product, have been observed via photoelectron spectroscopy. While building on a significant number of prior studies, our results clarify, revise, and promote our knowledge about the ring-opening of CHD in several ways. The direct observation of 1B, supported by the analysis of the dynamical signatures of the Rydberg levels, provides a new lifetime of 30 fs for the optically excited state. This is shorter than the previously reported 53–56 fs lifetime derived from high intensity mass spectrometry and photoelectron spectroscopy. The discrepancy with these prior measurements might be due to differences in the coherence bandwidth of the optical pulses that prepare the molecules in the excited state.

On the 2A surface, we now are able to uncover the sequential appearance of the Rydberg peaks, which allows us to determine their origin. A dynamical fit shows that excitation out of 2A happens while the wavepacket transits very narrow windows where resonance excitation to a Rydberg state is possible. Since these windows must be positions where the energy difference between the 2A and the respective Rydberg state matches the laser photon energy, we are able to establish the delay times at which these potential energy curves have the required energy difference. Coupling to computational results obtained at the MS-CASPT2 level allows us to relate our measurements to time-varying molecular structures. As the molecule slides down the 2A surface, it converts potential energy into kinetic energy at a rate of 28 eV/ps, while the terminal carbon atoms separate with a speed of 16 A/ps. The experiment shows these rates to be nearly linear. Of course, energy is distributed in a multitude of coordinates, so that there is no inherent contradiction in the apparent linearity of both processes.

Although the travel times to the resonance windows obtained from the dynamic fits of the Rydberg signals agree quite well with the theoretical analysis based on quantum molecular dynamics trajectories, some important questions remain. In particular, the initial decay time $\tau_{1B} \approx 30$ fs observed in the experiment is a source of discrepancy between experiment and theory. This exponential decay, which has been observed with slightly larger time constants in prior experiments, does not have an obvious counterpart in the calculated trajectories where the nuclear dynamics on the 1B/2A diabatic states is triggered immediately by the optical pump pulse. There are several possible explanations, ranging from an inaccurate topology of the potential energy surface in the Franck–Condon region to not accounting for the structural dependence of photoionization cross sections. On the experimental side, there is a possibility that the optical pump pulse is chirped or simply that the pump and probe pulses are not sufficiently short. Finally, it is possible that spreading of the traveling wavepacket mimics...
the mathematical form of an exponential decay. Future explorations with higher time resolution might yield further insights.

The time-resolved signature of the optically excited 1B state reveals no significant structural evolution, at least on the time scale of its lifetime which is limited by rapid decay into the 2A state. It should be noted that this does not affect the prior interpretation of the origin of the Woodward–Hoffmann conrotatory pathway of the reaction as resulting from an out-of-plane twisting of the carbon atoms corresponding to the termini in the open chain isomer. This motion aligns the orbital lobes of these atoms favorably for a double bond forming interaction with the neighboring carbons. While this vibration is still instrumental for defining the Woodward–Hoffmann reaction path, its motions are about an equilibrium position that does not evolve on the time scale of its decay. In contrast, the minimum energy path calculations of Garavelli et al. 7 had suggested that a large out-of-plane motion of the termini leads to a new minimum energy structure and the steeply sloped potential of 1B.

The total reaction time, from absorption of a photon to product formation, was found to be 142 fs, which is in remarkable agreement with prior investigations.7,27,28 The results are also consistent with the outcome of recent time-resolved X-ray diffraction experiments that we conducted using the ultrafast LCLS X-ray source. In those experiments we observed the time evolving molecular structure as the reaction proceeds. These data served as the arbiter to determine which, of a multitude of computated trajectories, are the ones that proceeds. These data served as the arbiter to determine which, the ultrafast LCLS X-ray source. In those experiments we explored with higher time resolution might yield further insights.

We note that impressive advances have recently been made in the computation of Rydberg electron binding energies.35,36

The possibility has been raised that the ionization experiments may have looked at a minor fraction of the excited molecules, while most of them react in a different, unobserved way.18 The present study with improved signal and complete time coverage finds no indication of hidden reaction pathways that remain undetected. It consequently seems unlikely that hidden paths with significant populations exist.
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