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Abstract—With the massive multi-input multi-output (MIMO) antennas technology adopted for the fifth generation (5G) wireless communication systems, a large number of radio frequency (RF) chains have to be employed for RF circuits. However, a large number of RF chains not only increase the cost of RF circuits but also consume additional energy in 5G wireless communication systems. In this paper we investigate energy and cost efficiency optimization solutions for 5G wireless communication systems with a large number of antennas and RF chains. An energy efficiency optimization problem is formulated for 5G wireless communication systems using massive MIMO antennas and millimeter wave technology. Considering the non-concave feature of the objective function, a suboptimal iterative algorithm, i.e., the energy efficient hybrid precoding (EEHP) algorithm is developed for maximizing the energy efficiency of 5G wireless communication systems. To reduce the cost of RF circuits, the energy efficient hybrid precoding with the minimum number of RF chains (EEHP-MRFC) algorithm is also proposed. Moreover, the critical number of antennas searching (CNAS) and user equipment number optimization (UENO) algorithms are further developed to optimize the energy efficiency of 5G wireless communication systems by the number of transmit antennas and UEs. Compared with the maximum energy efficiency of conventional zero-forcing (ZF) precoding algorithm, numerical results indicate that the maximum energy efficiency of the proposed EEHP and EEHP-MRFC algorithms are improved by 220% and 171%, respectively.

Index Terms—Energy efficiency, cost efficiency, radio frequency chains, baseband processing, 5G wireless communication systems

I. INTRODUCTION

The massive multi-input multi-output (MIMO) antennas and the millimeter wave communication technologies have been widely known as two key technologies for the fifth generation (5G) wireless communication systems [1]–[6]. Compared with conventional MIMO antenna technology, massive MIMO can improve more than 10 times spectrum efficiency in wireless communication systems [7]. Moreover, the beamforming gain based on the massive MIMO antenna technology helps to overcome the path loss fading in millimeter wave channels. For MIMO communication systems with traditional radio frequency (RF) chains and baseband processing, one antenna corresponds to one RF chain [8], [9]. In this case, a large number of RF chains has to be employed for massive MIMO communication systems. These RF chains not only consume a large amount of energy in wireless transmission systems but also increase the cost of wireless communication systems [10]. Therefore, it is an important problem to find energy efficient solutions for 5G wireless communication systems with a large number of antennas and RF chains.

To improve the performance of multiple antenna transmission systems, hybrid precoding technology combining digital
baseband precoding with analog RF precoding was investigated in [9], [11]–[17]. Based on the joint design of RF chains and baseband processing, a soft antenna subset selection scheme was proposed for multiple antenna channels [9]. When a single data stream is transmitted, the soft antenna subset selection scheme was able to achieve the same signal-to-noise ratio (SNR) gain as a full-complexity scheme involving all antennas in MIMO wireless communication systems. By formulating the problem of millimeter wave precoder design as a sparsity-constrained signal recovery problem, algorithms were developed to approximate optimal unconstrained precoders and combiners in millimeter wave communication systems with large antenna arrays [11]. To maximize the sum rate of MIMO communication systems, a hybrid beamforming approach was designed indirectly by considering a weighted sum mean square error minimization problem incorporating the solution of digital beamforming systems [12]. Based on a low-complexity channel estimation algorithm, a hybrid precoding algorithm was proposed to achieve a near-optimal performance relative to the unconstrained digital solutions in the single user millimeter wave communication system [13]. To reduce the feedback overhead in millimeter wave MIMO communication systems, a low complexity hybrid analog/digital precoding scheme was developed for the downlink of the multi-user communication systems [14]. To maximize the minimum average data rate of users subject to a limited RF chain constraint and a phase-only constraint, a two stage precoding scheme was proposed to exploit the large spatial degree of freedom gain in massive MIMO systems with reduced channel state information (CSI) signaling overhead [15]. Based on phase-only constraints in the RF domain and a low-dimensional baseband zero-forcing (ZF) precoding, a low complexity hybrid precoding scheme was presented to approach the performance of the traditional baseband ZF precoding scheme [16]. Compared with the digital beamforming scheme, the hybrid beamforming scheme was shown to achieve the same performance with the minimum RF chains and phase shifters in multi-user massive MIMO communication systems [17]. In the above studies, hybrid precoding schemes have rarely been investigated to optimize the energy efficiency of massive MIMO communication systems. While in cellular communication systems, energy efficiency has been considered as a critical performance metric [18], [19].

To improve the energy efficiency of MIMO communication systems, some digital precoding schemes have been studied in [20]–[22]. Based on static and fast-fading MIMO channels, an energy efficient precoding scheme was investigated when the terminals are equipped with multiple antennas [20]. Jointly considering the transmit power, power allocation among data streams and beamforming matrices, a power control and beamforming algorithm was developed for MIMO interference channels to maximize the energy efficiency of communication systems [21]. Transforming the energy efficiency of MIMO broadcast channel into a concave fractional program, an optimization approach with transmit covariance optimization and active transmit antenna selection was proposed to improve the energy efficiency of MIMO systems over broadcast channels [22]. With the massive MIMO concept emerging as a key technology in 5G communication systems, the energy efficiency of massive MIMO has been studied in several papers [10], [23]–[27]. Based on a new power consumption model for multi-user massive MIMO, closed-form expressions involving the number of antennas, number of active users and gross rate were derived for maximizing the energy efficiency of massive MIMO systems with ZF processing [10]. When linear precoding schemes are adopted at the BS, it is proved that massive MIMO can improve the energy efficiency by three orders of magnitude [23]. Considering the transmit power and the circuit power in massive MIMO systems, a power consumption model has been proposed to help optimize the energy efficiency of multi-cell mobile communication systems by selecting the optimal number of active antennas [24]. When the sum spectrum efficiency was fixed, the impact of transceiver power consumption on the energy efficiency of ZF detector was investigated for the uplinks of massive MIMO systems [25]. Considering the power cost by RF generation, baseband computing, and the circuits associated with each antenna, simulation results in [26] illustrated that massive MIMO macro cells outperforms LTE macro cells in both spectrum and energy efficiency. To maximize the energy efficiency of the massive MIMO OFDMA systems, an energy efficient iterative algorithm was proposed by optimizing the power allocation, data rate, antenna number, and subcarrier allocation in [27].

However, in all the aforementioned studies, only the transmission rate and the hardware complexity of hybrid precoding systems were analyzed for MIMO or massive MIMO communication systems. Moreover, energy efficient solutions for the RF chains and the baseband processing of 5G wireless communication systems is surprisingly rare in the open literature. On the other hand, the energy and cost increase through using a large number of RF chains is an inevitable problem for 5G wireless communication systems. Motivated by the above gaps, in this paper we propose energy and cost efficient optimization solutions for 5G wireless communication systems with a large number of antennas and RF chains. The contributions and novelties of this paper are summarized as follows.

1) The BS energy efficiency including the energy consumption of RF chains and baseband processing is formulated as an optimization function for 5G wireless communication systems adopting massive MIMO antennas and millimeter wave technologies.

2) Considering the non-concave feature of the optimization objective function, a suboptimal solution is proposed to maximize the BS energy efficiency using the energy efficient hybrid precoding (EEHP) algorithm.

3) To reduce the cost of RF circuits, the energy efficient hybrid precoding with the minimum number of RF chains (EEHP-MRFC) algorithm is developed to tradeoff the energy and cost efficiency for 5G wireless communication systems.

4) To utilize the user scheduling and resource management schemes, the critical number of antennas searching (CNAS) and user equipment number optimization
(UNEO) algorithms are developed to maximize the energy efficiency of 5G wireless communication systems.

The remainder of this paper is outlined as follows. Section II describes the system model of 5G wireless communication systems and the energy efficiency optimization problem is formulated. In Section III, an iteration algorithm, i.e., the EEHP algorithm, is developed to maximize the energy efficiency of 5G wireless communication systems. To save the cost of RF circuits, the EEHP-MRFC algorithm is developed to tradeoff the energy and cost efficiency in Section IV. Moreover, the CNA and UENO algorithms are developed to optimize the energy efficiency of 5G wireless communication systems considering the number of transmit antennas and user equipments (UEs). Detailed numerical simulations are presented in Section V. Finally, conclusions are drawn in Section VI.

II. SYSTEM MODEL

Considering the impact of massive MIMO antennas on the RF chains and the baseband processing, the energy efficiency of 5G wireless communication systems has to be rethought. In the following, we describe the system configuration of 5G wireless communication systems, including massive MIMO antennas, RF chains and the baseband processing. Moreover, the energy efficiency optimization problem of 5G wireless communication systems is formulated.

A. System Configuration

Without loss of generality, a single cell scenario is illustrated in Fig. 1, where a BS and K UEs are located in the 5G wireless communication system. The BS is assumed to be equipped with $N_{Tx}$ antennas. And based on the massive MIMO configuration, we assume $N_{Tx} \geq 100$ in our system [7], [23]. There are K active UEs, each with a single antenna, that are associated with the BS. Moreover, the transmission system of BS is equipped with $N_{RF}$ RF chains. One baseband data stream is assumed to be associated with one UE in 5G wireless communication systems. In this paper, our studies focuses on the downlinks of 5G wireless communication systems.

The received signal at the $k$th UE is expressed as

$$y_k = h_k^H B_{RF} B_{BB} x + w_k,$$

where $x = [x_1, \ldots, x_K]^H$ is the signal vector transmitted from the BS to K UEs, where the $x_k, k = 1, \ldots, K$, are assumed to be independently and identically distributed (i.i.d.) Gaussian random variables with zero mean and variance of 1; $B_{BB} \in \mathbb{C}^{N_{RF} \times K}$ is the baseband precoding matrix, where the $k$th column of $B_{BB}$ is denoted as $b_{BB,k}$ which is the baseband precoding vector associated with the $k$th UE; $B_{RF} \in \mathbb{C}^{N_{Tx} \times N_{RF}}$ is the RF precoding matrix which is performed by $N_{RF}$ RF chains; $w_k$ is the noise received by the $k$th UE. Moreover, all noises received by UEs are denoted as i.i.d. Gaussian random variables with zero mean and variance of 1. The vector $h_k^H$ is the downlink channel vector between the BS and the $k$th UE. The downlink channel matrix between the BS and $K$ UEs is denoted as $H^H = [h_1, \ldots, h_2, \ldots, h_K]^H$. The power consumed to transmit signals for the $k$th UE is expressed as

$$P_k = ||B_{RF} B_{BB,k} x_k||^2 = ||B_{RF} b_{BB,k}||^2.$$ (2)

Note that the consumed power for transmitting signals in (2) is expended for a given bandwidth $W$, which is set to be 20MHz in this paper [10]. The millimeter wave communication technology is adopted for 5G wireless communication systems. Considering the propagation characteristic of millimeter waves in wireless communications, a geometry-based stochastic modeling (GBSM) is used to express the millimeter wave channel as follows [11], [12], [28], [29]

$$h_k = \sqrt{\frac{N_{Tx} \beta_k}{N_{ray}}} \sum_{i=1}^{N_{ray}} \rho_{ki} u(\psi_i, \vartheta_i),$$ (3)

where $N_{ray}$ is the number of the multipath between the BS and $K$ UEs. $\beta_k = \zeta/l_0^2$ is the large scale fading coefficient over the wireless link between the BS and the $k$th UE. $\zeta$ is the lognormal random variable with the zero mean and the variance of 9.2 dB. $l_0$ is the distance between the BS and the $k$th UE. $\gamma$ is the path loss exponent. $\rho_{ki}$ is the complex gain of the $i$th multipath over the $k$th UE link which denotes the small-scale fading in wireless channels and is governed by a complex Gaussian distribution. Moreover, $\rho_{ki}$ is i.i.d. for different values of $k(k = 1, \ldots, K)$ and $i(i = 1, \ldots, N_{ray})$. $\psi_i$ and $\vartheta_i$ are the azimuth and the elevation angle of the $i$th multipath at the BS antenna array, respectively. $u(\psi_i, \vartheta_i)$ is the response vector of BS antenna array with the azimuth $\psi_i$ and the elevation angle $\vartheta_i$. Without loss of generality, the BS antenna array is assumed as the uniform planar antenna array in this paper. Therefore, the response vector of BS antenna array with the azimuth $\psi_i$ and the elevation angle $\vartheta_i$ is expressed as [30]

$$u(\psi_i, \vartheta_i) = \frac{1}{\sqrt{N_{Tx}}} [1, \ldots, e^{i \frac{2\pi}{N_{Tx}} d(m \sin(\psi_i) \sin(\vartheta_i) + n \cos(\vartheta_i))}, \ldots, e^{i (N_{Tx}-1) \frac{2\pi}{N_{Tx}} d((M-1) \sin(\psi_i) \sin(\vartheta_i) + (N-1) \cos(\vartheta_i))}]^T,$$ (4)

where $d$ is the distance between adjacent antennas, $\lambda$ is the carrier wave length, $M$ and $N$ are the row and column number of the BS antenna array, respectively. $m$ is denoted as the $m$th
antenna in the row of the BS antenna array, \(1 \leq m < M; n\) is denoted as the \(n\)th antenna in the column of the BS antenna array, \(1 \leq n < N\).

B. Problem Formulation

Based on the system model in Fig. 1, the link spectrum efficiency of the \(k\)th UE is expressed as

\[
R_k = \log_2 \left( 1 + \frac{h_k^H \mathbf{b}_{\text{RF}} b_{\text{BB},k}^H \mathbf{B}_{\text{RF}} h_k}{\sum_{i=1, i \neq k}^K h_i^H \mathbf{b}_{\text{RF}} b_{\text{BB},i}^H \mathbf{B}_{\text{RF}} h_i + \sigma_n^2} \right).
\]  

(5)

Note that from (5) we get the instantaneous spectrum efficiency. And in this paper, we assume that the BS transmitter has perfect CSI, i.e. channel vectors \(h_k, k = 1, ..., K\) are known at the BS. This assumption is widely adopted for the investigation of precoding problems in massive MIMO systems and millimeter wave transmission systems [11], [12], [23], [24]. In practical wireless communication systems, the CSI can be obtained through uplink channel estimation then applied to downlink precoding based on the channel reciprocity in the time division duplex (TDD) mode [7], [31]. Moreover, the millimeter wave multipath channel estimation utilizing compressed channel sensing was investigated in [13] and [32]. Furthermore, considering all the UEs, the sum spectrum efficiency is expressed by

\[
R_{\text{sum}} = \sum_{k=1}^K R_k.
\]  

(6)

The total BS power is expressed as

\[
P_{\text{total}} = \frac{1}{\alpha} \sum_{k=1}^K \| \mathbf{B}_{\text{RF}} \mathbf{b}_{\text{BB},k} \|^2 + N_{\text{RF}} P_{\text{RF}} + P_{\text{C}},
\]  

(7)

where \(\alpha\) is the efficiency of the power amplifier, and the term \(\sum_{k=1}^K \| \mathbf{B}_{\text{RF}} \mathbf{b}_{\text{BB},k} \|^2\) is the power consumed to transmit signals for \(K\) UEs over the given bandwidth \(W\). \(P_{\text{RF}}\) is the power consumed at every RF chain which is comprised by converters, mixers, filters, phase shifters, etc. Considering the number of antennas is fixed in a wireless communication system, the number of phase shifters is also fixed since each phase shifter is associated with one antenna. \(P_{\text{C}}\) is the power consumed for site-cooling, baseband processing and synchronization in the BS. To simplify the derivation, \(P_{\text{C}}\) is fixed as a constant.

In this paper, we focus on how to maximize the BS energy efficiency (bits per Joule) by optimizing the baseband precoding matrix \(\mathbf{B}_{\text{BB}}\), the RF precoding matrix \(\mathbf{B}_{\text{RF}}\) and the number of RF chains \(N_{\text{RF}}\). This optimization problem is formed by

\[
(N_{\text{RF}}^\text{opt}, \mathbf{B}_{\text{RF}}^\text{opt}, \mathbf{B}_{\text{BB}}^\text{opt}) = \arg \max_{N_{\text{RF}}, \mathbf{B}_{\text{RF}}, \mathbf{B}_{\text{BB}}} \eta = \frac{W_P}{P_{\text{total}}},
\]  

s.t. \(\| \mathbf{B}_{\text{RF}} \mathbf{b}_{\text{BB},k} \|^2 \leq P_{\text{max}}\) \(k = 1, ..., K\),

(8)

where \(W_P\) is the transmission bandwidth, \(\Gamma_k\) is the minimum spectrum efficiency required by UE\(_k\), and \(P_{\text{max}}\) is the maximum transmit power required for wireless downlinks. In general, the RF precoding is performed by phase shifters, which can change the signal phase but can not change the signal amplitude. Therefore, the amplitude of RF precoding matrix is fixed as a constant, which is added as a constraint for (8), i.e., \(\| \mathbf{b}_{\text{RF}} \|^2 = \frac{1}{N_{\text{RF}}}\). Furthermore, there exists a minimum data rate required by each UE in practical applications. The minimum data rate is obtained by multiplying the corresponding minimum spectrum efficiency by the bandwidth. Since the bandwidth is fixed in this paper, an equivalent minimum spectrum efficiency constraint is used to satisfy the minimum data rate requirement, which is expressed as \(R_k \geq \Gamma_k, k = 1, ..., K\) in (8). And 

\[
\sum_{k=1}^K \| \mathbf{B}_{\text{RF}} \mathbf{b}_{\text{BB},k} \|^2 \leq P_{\text{max}}
\]  

is the maximum transmit power constraint.

III. ENERGY EFFICIENT HYBRID PRECODING DESIGN

To maximize the energy efficiency in (8), an EEHP algorithm is developed to jointly optimize the baseband precoding matrix, the RF precoding matrix and the number of RF chains in the following.

A. Upper Bound of Energy Efficiency

Based on definitions of the baseband precoding matrix and the RF precoding matrix, the size of \(\mathbf{B}_{\text{RF}} \in \mathbb{C}^{N_{\text{FF}} \times N_{\text{RF}}}\) and \(\mathbf{B}_{\text{BB}} \in \mathbb{C}^{N_{\text{BF}} \times K}\) is related with the number of RF chains \(N_{\text{RF}}\). To simplify the derivation, we first fix the number of RF chains. Based on the optimization objective function in the Section II, (8) is a non-concave function with regard to \(\mathbf{B}_{\text{RF}}\) and \(\mathbf{B}_{\text{BB}}\). In general, there does not exist an analytical solution for such non-concave functions. To tackle this problem, \(\mathbf{B} = \mathbf{B}_{\text{RF}} \mathbf{B}_{\text{BB}}\) is configured as a digital precoding matrix \(\mathbf{B} \in \mathbb{C}^{N_{\text{FF}} \times K}\), \(\mathbf{B} = [b_1, ..., b_k, ..., b_K]\) whose size does not depend on the number of RF chains \(N_{\text{RF}}\). Furthermore, the amplitude of \(\mathbf{B}\) is free from the constraint \(\| \mathbf{b}_{\text{RF}} \|^2 = \frac{1}{N_{\text{RF}}}\). Substituting the digital precoding matrix \(\mathbf{B}\) into (8) and neglecting the constraint \(\| \mathbf{b}_{\text{RF}} \|^2 = \frac{1}{N_{\text{RF}}}\), the optimization
Algorithm 1 Energy Efficient Hybrid Precoding-A (EEHP-A) algorithm.

Begin:

1) Assuming $B^{(0)}$ to be the initial digital precoding matrix, $\Omega_k^{(0)}$ and $\Xi_k^{(0)}$ are calculated by (10) for the UE $UE_k$, $k = 1,...,K$;
2) At the $n$th, $n = 1,2,...$, iteration step, the iterative step length $\mu_k^{(n)}$ is searched within $[0,1]$ for all $K$ UEs

$$\mu_k^{(n)} = \arg \max_{\mu_k^{(n)} \in [0,1]} \eta \left\{ \left[ I_{N_t} + \mu_k^{(n)} \left( \left[ \Xi_k^{(n-1)} \right]^{-1} \Omega_k^{(n-1)} - I_{N_t} \right) \right] b_k^{(n-1)} \right\}$$

s.t. $\bar{R}_k \left( \left[ I_{N_t} + \mu_k^{(n)} \left( \left[ \Xi_k^{(n-1)} \right]^{-1} \Omega_k^{(n-1)} - I_{N_t} \right) \right] b_k^{(n-1)} \right) \geq \Gamma_k$; \hspace{1cm} (12)

$$\sum_{k=1}^K \left\| \left[ I_{N_t} + \mu_k^{(n)} \left( \left[ \Xi_k^{(n-1)} \right]^{-1} \Omega_k^{(n-1)} - I_{N_t} \right) \right] b_k^{(n-1)} \right\|^2 \leq P_{\text{max}}$$

3) Based on $\mu_k^{(n)}$, the digital precoding matrix $b_k^{(n)}$ is calculated at the $n$th $n = 1,2,...$ iteration step

$$b_k^{(n)} = \left[ I_{N_t} + \mu_k^{(n)} \left( \left[ \Xi_k^{(n-1)} \right]^{-1} \Omega_k^{(n-1)} - I_{N_t} \right) \right] b_k^{(n-1)};$$ \hspace{1cm} (13)

4) Based on $b_k^{(n)}$ and (10), $\Omega_k^{(n)}$ and $\Xi_k^{(n)}$ are calculated by (10) for the UE $UE_k$.
5) Return to step 2 and keep iterating till $b_k^{(n)}$ converges.

end Begin

problem in the Section II is transformed as

$$B^{\text{opt}} = \arg \max_B \bar{\eta} = \frac{W \sum_{k=1}^K \bar{R}_k}{\frac{1}{\alpha} \sum_{k=1}^K \|b_k\|^2 + N_{\text{RF}} P_{\text{RF}} + P_{\text{C}}}$$

s.t. $\bar{R}_k \geq \Gamma_k$, $k = 1,...,K$

$$\sum_{k=1}^K \|b_k\|^2 \leq P_{\text{max}}$$

where

$$\bar{R}_k = \log_2 \left( 1 + \frac{\sum_{i=1,i\neq k}^K h_k^H b_i h_i^H h_k + \sigma_n^2}{\sum_{i=1,i\neq k}^K h_k^H b_i h_i^H h_k + \sigma_n^2} \right).$$ \hspace{1cm} (9b)

Based on (9), the energy efficient is maximized by optimizing the digital precoding matrix $B$, where $B$ is only constrained by the maximum transmit power $P_{\text{max}}$ and the minimum spectrum efficiency $\Gamma_k$. Assume that the maximum energy efficiency in (8) is denoted as $\eta_{\text{max}}$. Similarly, assume that the maximum energy efficiency in (9) is denoted as $\bar{\eta}_{\text{max}}$. Compared (8) with (9), two optimization problems have the same objective function. But (9) has less constraints than that of (8). Therefore, the solution of (9), i.e., the maximum energy efficiency of (9) is larger than or equal to the solution of (8), i.e., the maximum energy efficiency of (8). Therefore, the maximum energy efficiency $\eta_{\text{max}}$ is upper bounded by the maximum energy efficiency $\bar{\eta}_{\text{max}}$, i.e., $\eta_{\text{max}} \leq \bar{\eta}_{\text{max}}$.

B. Energy Efficiency Local Optimization

Considering (9) is a non-concave function, it is difficult to find a global optimization solution for this optimization problem. A local optimization solution $\bar{\eta}_{\text{opt}}$ with the optimal digital precoding matrix $B^{\text{opt}} = \left[ b_1^{\text{opt}}, \ldots, b_K^{\text{opt}} \right]$ is first derived for the energy efficiency optimization in (9).

Denoting the energy efficiency and spectrum efficiency in (9) as functions of $b_k$, i.e. $\bar{\eta}(b_k)$ and $\bar{R}_k(b_k)$. The gradient of $\bar{\eta}(b_k)$ with respect to $b_k$ is derived by

$$\frac{\partial \bar{\eta}(b_k)}{\partial b_k} = \frac{2}{P^2} \left[ \Omega_k - \Xi_k \right] b_k,$$ \hspace{1cm} (10a)

with

$$\Omega_k = \frac{\sum_{j=1}^K h_k^H b_j h_j^H}{\sum_{j=1}^K h_k^H b_j h_j^H + \sigma_n^2},$$ \hspace{1cm} (10b)

$$\Xi_k = \frac{\sum_{i=1,i\neq k}^K \bar{R}_i + P \sum_{i=1,i\neq k}^K \left( \delta_i^2 + \delta_i h_k^H b_i h_i^H \right) h_h^H}{\alpha \ln 2 I_{N_t} + P \sum_{i=1,i\neq k}^K \left( \delta_i^2 + \delta_i h_k^H b_i h_i^H \right) h_h^H},$$ \hspace{1cm} (10c)

$$P = \frac{1}{W} \left( \frac{1}{\alpha} \sum_{k=1}^K \|b_k\|^2 + N_{\text{RF}} P_{\text{RF}} + P_{\text{C}} \right),$$ \hspace{1cm} (10d)

$$\delta_i = \sum_{j=1,j\neq i}^K h_k^H b_j h_j^H h_i + \sigma_n^2,$$ \hspace{1cm} (10e)

where $\delta_i$ is the sum of the received interference power and the noise power for the UE $UE_i$, $i = 1,...,K$. $\bar{R}_i$ is obtained from (9b) by replacing $k$ with $i$.

When the zero-gradient condition $\frac{\partial \bar{\eta}(b_k)}{\partial b_k} = 0$ is applied, the local optimization solution for the UE $UE_k$, $k = 1,...,K$ is derived as

$$\Xi_k b_k = \Omega_k b_k.$$ \hspace{1cm} (11)
To obtain the optimal digital precoding matrix $\mathbf{B}^{\text{opt}}$ of the local optimization solution, an iterative algorithm is developed and called the energy efficiency hybrid precoding-A (EEHP-A) algorithm on the top of the previous page.

Based on the EEHP-A algorithm, the $\mathbf{b}_k^{\text{opt}}$ is obtained by the converged $\mathbf{b}_k^{(n)}$. After obtaining $\mathbf{b}_k^{\text{opt}}$, $k = 1, \ldots, K$ for all $K$ UEs, the local optimization solution $\tilde{\eta}^{\text{opt}}$ is achieved. To ensure the convergence of EEHP-A algorithm, the corresponding proof is given as follows.

Proof : Assuming $\mathbf{X} = \begin{bmatrix} \Xi_k^{(n-1)} \end{bmatrix}^{-1} \Omega_k^{(n-1)} \mathbf{b}_k^{(n-1)}$, (12) and (13) are rewritten as

$$
\begin{align*}
\mu_k^{(n)} &= \arg \max_{\mu_k^{(n)} \in [0, 1]} \eta \left\{ \mu_k^{(n)} \mathbf{X} + \left( 1 - \mu_k^{(n)} \right) \mathbf{b}_k^{(n-1)} \right\} \\
\text{s.t.} \quad &\tilde{R}_k \left( \mathbf{b}_k^{(n)} \right) \geq \Gamma_k \\
&\sum_{k=1}^{K} \left\| \mathbf{b}_k^{(n)} \right\|^2 \leq P_{\text{max}}
\end{align*}
$$

(14)

$$
\begin{align*}
\mathbf{b}_k^{(n)} &= \mu_k^{(n)} \left[ \Xi_k^{(n-1)} \right]^{-1} \Omega_k^{(n-1)} \mathbf{b}_k^{(n-1)} + \left( 1 - \mu_k^{(n)} \right) \mathbf{b}_k^{(n-1)} \\
&= \mu_k^{(n)} \mathbf{X} + \left( 1 - \mu_k^{(n)} \right) \mathbf{b}_k^{(n-1)}
\end{align*}
$$

(15)

For the UE $\text{UE}_k$, $k = 1, \ldots, K$, $\Xi_k^{(n-1)}$ based on (10c) is a Hermitian symmetric positive matrix. Hence, $\Xi_k^{(n-1)}$ can be denoted as $\Xi_k^{(n-1)} = \mathbf{Z} \mathbf{Z}^H$, where $\mathbf{Z}$ is a symmetric positive definite matrix. Furthermore, the following result is derived as (16):

$$
\begin{align*}
\frac{\partial \tilde{\eta} \left( \mathbf{b}_k^{(n-1)} \right)}{\partial \mathbf{b}_k^{(n-1)}}^H \left( \mathbf{X} - \mathbf{b}_k^{(n-1)} \right) \\
&= \frac{2}{P_t^2} \left[ \mathbf{b}_k^{(n-1)} \right]^H \left( \Omega_k^{(n-1)} - \Xi_k^{(n-1)} \right) \times \\
&\left( \left[ \Xi_k^{(n-1)} \right]^{-1} \Omega_k^{(n-1)} - 1 \right) \mathbf{b}_k^{(n-1)} \\
&= \frac{2}{P_t^2} \left[ \mathbf{b}_k^{(n-1)} \right]^H \left( \Omega_k^{(n-1)} \left[ \Xi_k^{(n-1)} \right]^{-1} \Omega_k^{(n-1)} - 2\Omega_k^{(n-1)} + \Xi_k^{(n-1)} \right) \mathbf{b}_k^{(n-1)} \\
&= \frac{2}{P_t^2} \left[ \mathbf{b}_k^{(n-1)} \right]^H \left( \Xi_k^{(n-1)} - \Omega_k^{(n-1)} \right) \mathbf{b}_k^{(n-1)} \succeq 0
\end{align*}
$$

(16)

Based on (16) and the proposition in [34], $\tilde{\eta} \left( \mathbf{b}_k^{(0)} \right) \leq \tilde{\eta} \left( \mathbf{b}_k^{(1)} \right) \leq \cdots \leq \tilde{\eta} \left( \mathbf{b}_k^{(n)} \right)$ are non-decreasing sequences for the UE $\text{UE}_k$, $k = 1, \ldots, K$. Moreover, $\tilde{\eta} \left( \mathbf{b}_k \right)$ is upper-bounded according to the proposition in [21]. It is easily known that the upper-bounded non-decreasing sequence approaches to a convergence value. Therefore, $\tilde{\eta} \left( \mathbf{b}_k \right)$ in EEHP-A is proved to converge.

### C. Hybrid Precoding Matrices Optimization

Based on (9) and the EEHP-A algorithm, the local optimization solution $\tilde{\eta}^{\text{opt}}$ is obtained. When the hybrid precoding matrices $\mathbf{B}_\text{RF} \mathbf{B}_\text{BB}$ approach the optimal digital precoding matrix $\mathbf{B}^{\text{opt}}$ with the constraint $\left| \mathbf{B}_\text{RF} \right|_{i,j}^2 = \frac{1}{N_{\text{tx}}}$, the energy efficiency $\eta$ will approaches the local optimization solution $\tilde{\eta}^{\text{opt}}$. Therefore, the optimal hybrid precoding matrices $\mathbf{B}_\text{RF}^{\text{opt}}$ and $\mathbf{B}_\text{BB}^{\text{opt}}$ can be solved by minimizing the Euclidean distance between $\mathbf{B}_\text{RF} \mathbf{B}_\text{BB}$ and $\mathbf{B}^{\text{opt}}$ [11], [12], [35]

$$
\begin{align*}
\left( \mathbf{B}_\text{RF}^{\text{opt}}, \mathbf{B}_\text{BB}^{\text{opt}} \right) &= \arg \min_{\mathbf{B}_\text{RF}, \mathbf{B}_\text{BB}} \left\| \mathbf{B}^{\text{opt}} - \mathbf{B}_\text{RF} \mathbf{B}_\text{BB} \right\|_F \\
\text{s.t.} \quad &\left| \mathbf{B}_\text{RF} \right|_{i,j}^2 = \frac{1}{N_{\text{tx}}}
\end{align*}
$$

(17)

Considering the non-convex constraint $\left| \mathbf{B}_\text{RF} \right|_{i,j}^2 = \frac{1}{N_{\text{tx}}}$ [33], it is not tractable to analytically solve the optimization problem in (17). Based on the millimeter wave channel in (3), the entries of BS antenna array steering matrix $\mathbf{U} = \left[ \mathbf{u} \left( \psi_1, \vartheta_1 \right), \ldots, \mathbf{u} \left( \psi_1, \vartheta_1 \right), \ldots, \mathbf{u} \left( \psi_{N_{\text{RF}}}, \vartheta_{N_{\text{RF}}} \right) \right] \in \mathbb{C}^{N_{\text{tx}} \times N_{\text{RF}}}$ are constant-amplitude which can be implemented by phase shifters in BS RF circuits. Meanwhile, as pointed out in [11], the columns vectors of steering matrix $\mathbf{U}$ are independent from each other in millimeter wave channels. Moreover, $\mathbf{U} \in \mathbb{C}^{N_{\text{tx}} \times N_{\text{RF}}}$ and $\mathbf{B}_\text{RF} \in \mathbb{C}^{N_{\text{tx}} \times N_{\text{RF}}}$ have the same row numbers. To simplify the engineering application, $N_{\text{RF}}$ column vectors are selected from $\mathbf{U}$ to form the column vectors of $\mathbf{B}_\text{RF}$. The detailed vector selection method is described in the EEHP-B algorithm. Furthermore, the baseband precoding matrix $\mathbf{B}_\text{BB}$ is optimized by approaching $\mathbf{B}_\text{RF} \mathbf{B}_\text{BB}$ to $\mathbf{B}^{\text{opt}}$. As a consequence, the optimization problem in (17) is transformed as follows

$$
\mathbf{B}_\text{BB}^{\text{opt}} = \arg \min_{\mathbf{B}_\text{BB}} \left\| \mathbf{B}^{\text{opt}} - \mathbf{U} \mathbf{B}_\text{BB} \right\|_F \\
\text{s.t.} \quad &\left\| \text{diag} \left( \mathbf{B}_\text{BB} \right) \right\|_F = N_{\text{RF}}, \\
&\left\| \mathbf{U} \mathbf{B}_\text{BB} \right\|^2 = \left\| \mathbf{B}^{\text{opt}} \right\|^2
$$

(18)

where $\mathbf{B}_\text{BB} \in \mathbb{C}^{N_{\text{RF}} \times K}$ is a digital precoding matrix constrained by $\left\| \text{diag} \left( \mathbf{B}_\text{BB} \right) \right\|_F = N_{\text{RF}}$, and $\mathbf{B}_\text{BB}$ has $N_{\text{RF}}$ non-zero rows; $\left\| \mathbf{U} \mathbf{B}_\text{BB} \right\|^2 = \left\| \mathbf{B}^{\text{opt}} \right\|^2$ is the transmit power constraint. As a result, the energy efficient hybrid precoding-B (EEHP-B) algorithm is developed for the optimization problem in (18) as follow.
Algorithm 2 Energy Efficient Hybrid Precoding-B (EEHP-B) algorithm.

Begin:

1) Preset $B_{\text{RF}}$ as an $N_{\text{Tx}} \times N_{\text{RF}}$ empty matrix, and set $B_{\text{temp}} = B_{\text{opt}}$;
2) For $i = 1 : 1 : N_{\text{RF}}$
   \[ \Delta = U^H B_{\text{temp}} \; ; \]
   \[ v = \arg \max_{v=1,\ldots,N_{\text{opt}}} [\Delta \Delta^H]_{v,v} ; \]
   \[ B_{\text{RF}} = [B_{\text{RF}} | [U]_{v,v} ;] ; \]
   \[ B_{\text{BB,temp}} = (B_{\text{RF}}^H B_{\text{RF}})^{-1} \; B_{\text{RF}}^H B_{\text{RF}}^{\text{opt}} ; \]
   \[ B_{\text{temp}} = \| B_{\text{RF}} - B_{\text{RF}} B_{\text{BB,temp}} \|_F ; \]
End for
3) $B_{\text{RF}}^{\text{opt}}$ is solved by the step 2. The optimal baseband precoding matrix is calculated by $B_{\text{BB}}^{\text{opt}} = \| B_{\text{BB,temp}} \|_F \| B_{\text{RF}}^{\text{opt}} B_{\text{BB,temp}} \|_F$.

end Begin

Since the EEHP-B algorithm has the specified cycle number, i.e., $N_{\text{RF}}$, the EEHP-B algorithm is guaranteed to converge.

When the optimal hybrid precoding matrices $B_{\text{RF}}^{\text{opt}}$ and $B_{\text{BB}}^{\text{opt}}$ are submitted into (8), an optimal energy efficiency $\eta_{\text{opt}}$ can be obtained. Based on the EEHP-B algorithm, the value of $\eta_{\text{opt}}$ approaches to the value of $\tilde{\eta}_{\text{opt}}$, i.e., $\eta_{\text{opt}} \leq \tilde{\eta}_{\text{opt}}$. Considering $\tilde{\eta}_{\text{opt}}$ is a locally optimal solution for the energy efficiency optimization in (9), $\eta_{\text{opt}}$ is also a locally optimal solution for the energy efficiency optimization in (8).

D. number of RF chains Optimization

Based on EEHP-A and EEHP-B algorithms, a local optimization solution $\eta_{\text{opt}}^{\text{local}}$ with optimized hybrid precoding matrices $B_{\text{RF}}^{\text{opt}}$ and $B_{\text{BB}}^{\text{opt}}$ is available for the energy efficiency optimization in (8). However, the number of RF chains is fixed for the solution $\eta_{\text{opt}}^{\text{local}}$. To maximize the energy efficiency, the number of RF chains is further optimized based on the locally optimal solution $\eta_{\text{opt}}^{\text{local}}$.

By analyzing (9) and (17), the number of RF chains $N_{\text{RF}}$ is related not only to the size of the optimized hybrid precoding matrices $B_{\text{RF}}^{\text{opt}}$ and $B_{\text{BB}}^{\text{opt}}$ but also to the entries of $B_{\text{RF}}^{\text{opt}}$ and $B_{\text{BB}}^{\text{opt}}$. Therefore, it is difficult to derive an analytical solution for the optimal number of RF chains. However, the number of RF chains $N_{\text{RF}}$ is a positive integer and is limited in the specific range $[K,N_{\text{Tx}}]$. In this case, we can utilize the ergodic searching method to find the optimal number of RF chains maximizing the energy efficiency in (8). Therefore, the EEHP algorithm is developed to achieve the global optimization solution for the energy efficiency optimization in (8).

Algorithm 3 Energy Efficient Hybrid Precoding (EEHP) algorithm.

Begin:

1) For $N_{\text{RF}} = K : 1 : N_{\text{Tx}}$ (search all the possible values of $N_{\text{RF}}$ from $K$ to $N_{\text{Tx}}$)
   For a certain value of $N_{\text{RF}}$, calculate $B_{\text{RF}}^{\text{opt}} (N_{\text{RF}})$ according to the EEHP-A algorithm;
   Based on $B_{\text{RF}}^{\text{opt}} (N_{\text{RF}})$ and $N_{\text{RF}}$, calculate $B_{\text{BB}}^{\text{opt}} (N_{\text{RF}})$ and $B_{\text{BB}}^{\text{opt}} (N_{\text{RF}})$ according to the EEHP-B algorithm;
   Calculate $\eta_{\text{opt}} (N_{\text{RF}})$ with $B_{\text{RF}}^{\text{opt}} (N_{\text{RF}})$ and $B_{\text{BB}}^{\text{opt}} (N_{\text{RF}})$;
End for
2) Find the optimal number of RF chains $N_{\text{RF}}^{\text{opt}}$ maximizing the energy efficiency;
3) Configure the global optimal hybrid precoding matrices as $B_{\text{RF}}^{\text{opt}} (N_{\text{RF}}^{\text{opt}})$ and $B_{\text{BB}}^{\text{opt}} (N_{\text{RF}}^{\text{opt}})$.

end Begin

Based on the EEHP algorithm, the global maximum energy efficiency $\eta_{\text{opt}}^{\text{local}}$ is achieved by configuring the number of RF chains $N_{\text{RF}}^{\text{opt}}$, the RF chain precoding matrix $B_{\text{RF}}^{\text{opt}} (N_{\text{RF}}^{\text{opt}})$ and the baseband precoding matrix $B_{\text{BB}}^{\text{opt}} (N_{\text{RF}}^{\text{opt}})$. Considering $\eta_{\text{global}} \leq \eta_{\text{opt}} \leq \tilde{\eta}_{\text{max}}$, an suboptimal energy efficiency optimization solution is found by the EEHP algorithm in this section.

Furthermore, according to the computational complexity of matrix calculation and iterative algorithms in [36] and [37], the computational complexity of the proposed algorithm is explained as follows: The complexity of Algorithm 1 is calculated as $O(N_{\text{Tx}}K) + O(N_{\text{Tx}}^3)$ floating point operations (flops); the complexity of Algorithm 2 is calculated as $O(N_{\text{RF}}^3 K + N_{\text{RF}}^2 N_{\text{Tx}} + N_{\text{Tx}}N_{\text{RF}}K)$ flops; combining Algorithm 1 and 2, the complexity of the EEHP algorithm, i.e., Algorithm 3 is calculated as $O((N_{\text{Tx}} - K) (N_{\text{Rx}}^3 K + N_{\text{RF}}^2 + N_{\text{RF}}^2 N_{\text{Tx}} + N_{\text{Tx}}N_{\text{RF}}K + N_{\text{Tx}}^3))$ flops.

IV. ENERGY EFFICIENT OPTIMIZATION WITH THE MINIMUM NUMBER OF RF CHAINS

In general, the cost of RF chain is very high in wireless communication systems. To reduce the cost of massive MIMO systems, an energy efficient solution with the minimum number of RF chains is investigated in the following.

A. Energy Efficiency Hybrid Precoding with the Minimum number of RF chains

Based on the function of RF chains and the hybrid precoding scheme, the number of RF chains is larger than or equal to the number of baseband data streams in massive MIMO communication systems [9], [40]. In this paper the number of baseband data streams is assumed to be equal to the number of active UEs. Without loss of generality, the minimum number
of RF chains is configured as \( N_{RF}^{\text{min}} = K \), where \( K \) is the number of active UEs in Fig. 1.

When the minimum number of RF chains is configured, the RF precoding matrix \( \mathbf{B}_{RF} \) has a size of \( N_{Tx} \times K \), which is exactly the size of the conjugate transpose of the downlink channel matrix. Therefore, the entry of RF precoding matrix \( \mathbf{B}_{RF} \) is directly configured as [16]

\[
[B_{RF}]_{i,j} = \frac{1}{\sqrt{N_{Tx}}} e^{j\theta_{i,j}},
\]

where \([B_{RF}]_{i,j}\) denotes the \((i,j)\)th entry of the RF precoding matrix \( \mathbf{B}_{RF} \), and \( \theta_{i,j} \) is the phase of the \((i,j)\)th entry of the conjugate transpose of the downlink channel matrix.

When the downlink channel matrix \( \mathbf{H}^H \) and the RF chain precoding matrix are combined together, an equivalent downlink channel matrix for all \( K \) UEs is given by

\[
\mathbf{H}_{eq}^H = \mathbf{H}^H \mathbf{B}_{RF} = [\mathbf{B}_{RF}^H \mathbf{h}_1, \ldots, \mathbf{B}_{RF}^H \mathbf{h}_K] \mathbf{H}^H \in \mathbb{C}^{K \times N_{eq}}.
\] (20)

Substitute (20) into (8), the energy efficiency optimization problem is transformed as

\[
\hat{\mathbf{B}}_{BB}^{\text{opt}} = \arg \max_{\mathbf{B}_{BB}} \eta = \frac{1}{\alpha} \sum_{k=1}^{K} \|\mathbf{B}_{RF} \mathbf{b}_{BB,k}\|^2 + KP_{RF} + P_C
\]

s.t. \( \hat{R}_{k,eq} \geq \Gamma_k, k = 1, \ldots, K \),

\[
\sum_{k=1}^{K} \|\mathbf{B}_{RF} \mathbf{b}_{BB,k}\|^2 = \sum_{k=1}^{K} P_k \leq P_{\text{max}}
\]

(21a)

where

\[
\hat{R}_{k,eq} = \log_2 \left( 1 + \frac{\mathbf{h}_{i,eq}^H \mathbf{b}_{BB,k} \mathbf{b}_{BB,k}^H \mathbf{h}_{i,eq}}{\sum_{i=1,i\neq k}^{K} \mathbf{h}_{i,eq}^H \mathbf{b}_{BB,j} \mathbf{b}_{BB,j}^H \mathbf{h}_{i,eq} + \sigma_n^2} \right).
\] (21b)

Similar to the optimization problem in (8), the energy efficiency \( \eta \) in (20) is maximized by the optimal baseband precoding matrix \( \hat{\mathbf{B}}_{BB}^{\text{opt}} \). Considering the objective function in (21) is non-concave, it is intractable to solve for the global optimum of \( \eta \). Therefore, a local optimum solution is developed for (21) as follow.

Given that \( \eta \) is a function of the baseband precoding vector of the \( k \)th UE, i.e. \( \eta(\mathbf{b}_{BB,k}) \), the gradient of \( \eta(\mathbf{b}_{BB,k}) \) is derived by

\[
\frac{\partial \eta(\mathbf{b}_{BB,k})}{\partial \mathbf{b}_{BB,k}} = \frac{2}{P_{\text{max}}} \left[ \hat{\mathbf{f}}_k - \hat{\mathbf{e}}_k \right] \mathbf{b}_{BB,k},
\] (22a)

with [22b – 22e].

\[
\hat{\mathbf{f}}_k = \frac{P_{\text{max}} \sigma_n^2}{\sum_{j=1}^{K} \mathbf{h}_{i,eq}^H \mathbf{b}_{BB,j} \mathbf{b}_{BB,j}^H \mathbf{h}_{i,eq} + \sigma_n^2},
\] (22b)

\[
\hat{\mathbf{e}}_k = \frac{P_{\text{max}} \mathbf{h}_{i,eq}^H}{\sum_{j=1}^{K} \mathbf{h}_{i,eq}^H \mathbf{b}_{BB,j} \mathbf{b}_{BB,j}^H \mathbf{h}_{i,eq} + \sigma_n^2}.
\] (22c)

where \( \hat{\mathbf{e}}_k \) is the sum of the received interference and noise power for the \( i \)th UE, \( \hat{\mathbf{f}}_k \) is obtained by replacing \( k \) with \( i \) in (21b). Replacing the results of (10) by the results of (22), the baseband precoding matrix \( \hat{\mathbf{B}}_{BB}^{\text{opt}} \) is solved by the EEHP-A algorithm. Substituting the baseband precoding matrix \( \hat{\mathbf{B}}_{BB}^{\text{opt}} \) into the EEHP algorithm, a local optimum of \( \hat{\eta} \) is solved. To differentiate this approach from the EEHP algorithm, this algorithm is denoted as the energy efficient hybrid precoding with the minimum number of RF chains (EEHP-MRFC) algorithm.

To analyze the performance of EEHP-MRFC algorithm, numerical simulation results are illustrated in Fig. 2. In generally, the optimization result of EEHP-MRFC algorithm depends on the initial values of the baseband precoding matrix, i.e. \( \mathbf{B}_{BB}^{(0)} \). Without loss of generality, \( \mathbf{B}_{BB}^{(0)} \) can be configured to have equal entries as [21]

\[
\mathbf{B}_{BB}^{(0)} = \sqrt{\frac{P_{\text{max}}}{K}} 1_{K \times K},
\] (23)

where \( 1_{K \times K} \) denotes the \( K \times K \) matrix whose entries are equal to 1, the coefficient \( \sqrt{\frac{P_{\text{max}}}{K}} \) is due to the maximum
TABLE I Simulation parameters of EEHP algorithm [10], [38]–[40]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum transmit power $P_{\text{max}}$</td>
<td>33 dBm</td>
</tr>
<tr>
<td>Minimum spectrum efficiency for each UE $\Gamma_k$</td>
<td>3 bit/s/Hz</td>
</tr>
<tr>
<td>Power consumed by each RF chain $P_{\text{RF}}$</td>
<td>48 mW</td>
</tr>
<tr>
<td>Power consumed by other parts of the BS $P_{C}$</td>
<td>20W</td>
</tr>
<tr>
<td>The number of BS antennas $N_{\text{Tx}}$</td>
<td>200</td>
</tr>
<tr>
<td>Power amplifier efficiency $\alpha$</td>
<td>0.38</td>
</tr>
<tr>
<td>Noise power spectral density</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>28 GHz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Cell radius</td>
<td>200 m</td>
</tr>
<tr>
<td>Minimum distance between the UE and the BS</td>
<td>10 m</td>
</tr>
<tr>
<td>Path loss exponent $\gamma$</td>
<td>4.6</td>
</tr>
<tr>
<td>The number of multipaths $N_{\text{ray}}$</td>
<td>30</td>
</tr>
<tr>
<td>Azimuth $\psi_i$ and elevation angle $\phi_i$</td>
<td>Uniformly distributed in $[0, 2\pi]$</td>
</tr>
</tbody>
</table>

transmit power constraint in the BS. The detailed simulation parameters are list in Table I at the top of this page. Based on the results in Fig. 2, the EEHP-MRFC algorithm converges after a limited iteration number. Besides, the convergence rate decreases the number of UEs increases. Moreover, the converged value of the energy efficiency also decreases with the increase of the number of UEs. This result indicates that the energy efficiency of massive MIMO system is inversely proportional to the number of active UEs.

B. Energy Efficiency Optimization Considering the Numbers of Antennas and UEs

In practical engineering applications, the optimal number of transmit antennas and the optimal number of UEs can be performed by the resource management and the user schedule schemes for maximizing the energy efficiency of 5G wireless communication systems. However, the EEHP algorithm cannot directly derive the analytical number of transmit antennas and UEs for maximizing the energy efficiency of 5G wireless communication systems. Therefore, we try to derive the optimal number of transmit antennas and UEs for maximizing the energy efficiency of 5G massive MIMO communication systems. To simplify the derivation, a specified scenario with rich scattering and multipaths propagation in a millimeter wave wireless channels is considered for the ergodic capacity calculation in this paper. Based on measurement results of millimeter wave channels in [29], [41], [42], the Rayleigh fading model can be adopted to describe the considered millimeter wave wireless channels.

Assume that the transmitter, i.e., the BS has the perfect CSI. When the minimum number of RF chains is configured and the ZF precoding is adopted in the system model [8], based on (19) and (20), the baseband precoding matrix is given by

$$B_{\text{BB}} = H_{eq} \left( H_{eq}^H H_{eq} \right)^{-1} D,$$

where $D$ is a $K \times K$ diagonal matrix, which aims to normalize $B_{\text{BB}}$. Assume that $P_{\text{out}}$ is the total BS downlink transmit power consumed by $K$ active UEs. To simplify the derivation, the equal power allocation scheme is assumed to be adopted for all $K$ active UEs. Substituting (24) into (5), the normalized link capacity, i.e. the link spectral efficiency of UE$_k$ is expressed as [23]

$$\tilde{R}_{k;ZF} = \log_2 \left( 1 + \frac{P_{\text{out}}}{K \left( H_{eq}^H H_{eq} \right)^{-1} k,k} \right).$$

(25)

Based on Jensen inequality, the upper-bound of the ergodic link capacity of UE$_k$ is derived by

$$\mathbb{E} (R_{k;ZF}) \leq \tilde{R}_{k;ZF} = \log_2 \left[ 1 + \mathbb{E} \left( \frac{P_{\text{out}}}{K \left( H_{eq}^H H_{eq} \right)^{-1} k,k} \right) \right],$$

(26)

where $\mathbb{E} (\cdot)$ is the expectation operation taken over the Rayleigh fading channel $H$ within $H_{eq} = B_{\text{RF}}^H H$. Diagonal and off-diagonal entries of $H_{eq}$ are given by

$$[H_{eq}]_{k,k} = h_{eq}^H b_{\text{RF},k} = \frac{1}{\sqrt{N_{\text{Tx}}}} \sum_{i=1}^{N_{\text{Tx}}} \left| H_{i,k} \right|,$$

(27a)

$$[H_{eq}]_{j,k} = h_{eq}^H b_{\text{RF},k} = \frac{1}{\sqrt{N_{\text{Tx}}}} \sum_{i=1}^{N_{\text{Tx}}} \left| H_{i,j} e^{j \theta_{i,k}} \right|,$$

(27b)

where $b_{\text{RF},k}$ is the $k$th column of $B_{\text{RF}}$. With Rayleigh fading channel considered and based on results in [16], the diagonal entry of $H_{eq}$ is governed by a normal distribution, i.e.,

$$[H_{eq}]_{k,k} \sim \mathcal{N} \left( \overline{\lambda} \sqrt{N_{\text{Tx}}} \left( \frac{\pi \sqrt{N_{\text{Tx}}}}{4} - 1 - \frac{\pi}{4} \right) \right)$$

and the off-diagonal entry of $H_{eq}$ is governed by a standard normal distribution, i.e.,

$$[H_{eq}]_{j,k} \sim \mathcal{CN} (0, 1).$$

Considering massive MIMO antennas are equipped at the BS, without loss of generality, the number of BS antennas is assumed to be larger than or equal to 100, i.e., $N_{\text{Tx}} \geq 100$. In this case the expected value of diagonal entries is much larger than the expected value of off-diagonal entries in $H_{eq}$. Therefore, the expected value of the off-diagonal entries can be set to zero in $H_{eq}$, and $H_{eq}$ is approximated as a diagonal matrix [16]. Based on (26), the upper-bound of the ergodic link capacity of UE$_k$ is approximated as

$$\tilde{R}_{k;ZF} \approx \log_2 \left[ 1 + \mathbb{E} \left( P_k \left| [H_{eq}]_{k,k} \right|^2 \right) \right]$$

$$= \log_2 \left[ 1 + \mathbb{E} \left( P_k \left( \frac{N_{\text{Tx}} \pi^2}{4} + \pi^2 + 4 \right) \right) \right],$$

(28)
When the ergodic link capacity is replaced by the upper-bound of the ergodic link capacity, the upper-bound of the BS energy efficiency is derived by

\[ \hat{\eta}_{ZF} = K \log_2 \left( 1 + \frac{P_{\text{out}}}{\alpha} \left( \frac{N_{\text{Tx}} \pi^2 - \pi + 4}{4 \ln 2} \right) \right), \]

(29)

where \( P_{\text{BB}} \) is the power consumed by the baseband processing for the baseband data stream, \( P_C^* \) is the fixed BS power consumption without the power consumed for the downlink transmit, the RF chains and the baseband processing.

For the upper-bound of the BS energy efficiency in (29), the following proposition is given.

**Proposition:** Considering the impact of the number of UEs and transmit antennas on the BS energy efficiency, a function \( \mathcal{G}(K, N_{\text{Tx}}) \) is formed as (30)

\[ \mathcal{G}(K, N_{\text{Tx}}) = \left[ \frac{P_{\text{out}} (P_{\text{RF}} + P_{\text{BB}}) (N_{\text{Tx}} \pi^2 - \pi + 4)}{4K \ln 2} - \left[ 1 + \frac{P_{\text{out}} (N_{\text{Tx}} \pi^2 - \pi + 4)}{4K} \right] \right] \times \log_2 \left[ 1 + \frac{P_{\text{out}} (N_{\text{Tx}} \pi^2 - \pi + 4)}{4K} \right]. \]

(30)

When \( \mathcal{G}(1, 100) \geq 0 \), there exists a critical number of antennas \( N_{\text{Cri}} \). The critical number of antennas \( N_{\text{Cri}} \) is the smallest integer which is larger than or equal to the root of the equation \( \mathcal{G}(1, N_{\text{Tx}}) = 0 \). When \( N_{\text{Tx}} \geq N_{\text{Cri}} \), there exists an optimal number of UEs \( K_{\text{opt}} \geq 1 \) which maximizes the BS energy efficiency as \( \hat{\eta}_{ZF}^{\text{opt}} \). \( K_{\text{opt}} \) is solved by the integer closest to the root of the equation \( \mathcal{G}(K, N_{\text{Tx}}) = 0 \). When \( N_{\text{Tx}} < N_{\text{Cri}} \), the maximum BS energy efficiency \( \hat{\eta}_{ZF}^{\text{opt}} \) is achieved with the number of UEs \( K = 1 \). Moreover, the BS energy efficiency \( \hat{\eta}_{ZF} \) decreases with the increase of the number of UEs \( K \).

When \( \mathcal{G}(1, 100) < 0 \), there exists an optimal number of UEs \( K_{\text{opt}} \) which maximizes the BS energy efficiency as \( \hat{\eta}_{ZF}^{\text{opt}} \). When the number of antennas \( N_{\text{Tx}} \) is given, the optimal number of UEs \( K_{\text{opt}} \) is solved by the integer closest to the root of the equation \( \mathcal{G}(K, N_{\text{Tx}}) = 0 \).

**Proof:** The proposition is proved in Appendix.

Note that in the above proposition and the corresponding appendix, the minimum number of antennas is set as 100 considering the massive MIMO scenario. Based on the results in [16], the approximation in (28) is guaranteed to hold when the number of antennas is larger than or equal to 100. Based on the Appendix, \( \mathcal{G}(1, N_{\text{Tx}}) \) is a monotonous decreasing function with respect to \( N_{\text{Tx}} \). Utilizing the bisection method, the critical number of antennas searching (CNAS) algorithm is developed to solve the critical number of antennas \( N_{\text{Cri}} \).

Algorithm 4 Critical Number of Antennas Searching (CNAS) algorithm.

**Begin:**

1) Preset the initial lower bound of searching range \( N_{\text{Tx}}^\text{Low} = 100 \) and the initial upper bound of searching range \( N_{\text{Tx}}^\text{High} = 1000 \);

2) Adjust the upper bound of the range until \( \mathcal{G}(1, N_{\text{Tx}}^\text{High}) \) is less than or equal to 0.

**While** \( \mathcal{G}(1, N_{\text{Tx}}^\text{High}) > 0 \)

**Do** \( N_{\text{Tx}}^\text{High} = N_{\text{Tx}}^\text{High} \times 2; \)

**End**

3) Preset the median value as \( N_{\text{Tx}}^\text{Temp} = \left( N_{\text{Tx}}^\text{Low} + N_{\text{Tx}}^\text{High} \right) / 2 \).

4) Keep searching until the median value satisfies \( \mathcal{G}(1, N_{\text{Tx}}^\text{Temp}) = 0 \).

**While** \( \mathcal{G}(1, N_{\text{Tx}}^\text{Temp}) \neq 0 \)

If \( \mathcal{G}(1, N_{\text{Tx}}^\text{Temp}) > 0 \)

\( N_{\text{Tx}}^\text{Low} = N_{\text{Tx}}^\text{Temp} \),

Else

\( N_{\text{Tx}}^\text{High} = N_{\text{Tx}}^\text{Temp} \).

**End**

\( N_{\text{Tx}}^\text{Temp} = \left( N_{\text{Tx}}^\text{Low} + N_{\text{Tx}}^\text{High} \right) / 2 \);

**End**

5) Configure the critical number of antennas as the smallest integer not less than the final median value, i.e.,

\( N_{\text{Cri}} = \left\lceil N_{\text{Tx}}^\text{Low} \right\rceil \).

**end Begin**

When the critical number of antennas \( N_{\text{Cri}} \) is obtained by the CNAS algorithm, the optimal number of UEs \( K_{\text{opt}} \) is solved by \( \mathcal{G}(K, N_{\text{Tx}}) = 0 \) which maximizes the BS energy efficiency \( \hat{\eta}_{ZF}^{\text{opt}} \). Considering \( \mathcal{G}(K, N_{\text{Tx}}) \) monotonously decreases with the increase of the number of UEs \( K \), the UE number optimization (UENO) algorithm is developed to solve the optimal number of UEs \( K_{\text{opt}} \) by the bisection method.

Since the above CNAS and UENO algorithm are based on the bisection method, the computational complexity of the CNAS and UENO algorithms are calculated as \( O \left\lceil \log_2 \left( \frac{N_{\text{tx}}^\text{High} - N_{\text{tx}}^\text{Low}}{N_{\text{tx}}^\text{Low}} \right) \right\rceil \) and \( O \left\lceil \log_2 (K_{\text{High}} - K_{\text{Low}}) \right\rceil \), respectively [43].
Algorithm 5 The UE Number Optimization (UENO) algorithm.

Begin:
1) Preset the initial lower bound of the searching range \( K_{\text{Low}} = 1 \) and the initial upper bound of the searching range \( K_{\text{High}} = 40 \);
2) Adjust the upper bound of the range until \( G(K_{\text{High}}, N_{\text{Tx}}) \) is less than or equal to 0;
   \[ \textbf{While} \ G(K_{\text{High}}, N_{\text{Tx}}) > 0 \]
   \[ \textbf{Do} \ K_{\text{High}} = K_{\text{High}} \times 2; \]
   \[ \textbf{End} \]
3) Preset the median value as \( K_{\text{Temp}} = (K_{\text{Low}} + K_{\text{High}})/2 \);
4) Keep searching until the median value satisfies \( G(K_{\text{Temp}}, N_{\text{Tx}}) = 0 \);
   \[ \textbf{While} \ G(K_{\text{Temp}}, N_{\text{Tx}}) \neq 0 \]
   \[ \textbf{If} \ G(K_{\text{Temp}}, N_{\text{Tx}}) > 0 \]
   \[ K_{\text{Low}} = K_{\text{Temp}}; \]
   \[ \textbf{Else} \]
   \[ K_{\text{High}} = K_{\text{Temp}}; \]
   \[ \textbf{End} \]
   \[ K_{\text{Temp}} = (K_{\text{Low}} + K_{\text{High}})/2; \]
   \[ \textbf{End} \]
5) Configure the optimal number of UEs as the integer closest to the final median value, i.e., \( K_{\text{opt}} = \lfloor K_{\text{Temp}} - 1/2 \rfloor \).
end Begin

V. SIMULATION RESULTS

Energy efficiency optimization solutions with respect to the number of RF chains, transmit antennas and active UEs are simulated in the following. Without loss of generality, the number of active UEs is configured as 10. Other default parameters are listed in Table I.

The EEHP algorithm is proposed in Section III to maximize the BS energy efficiency. To tradeoff the energy and cost efficiency of the BS RF circuits, the EEHP-MRFC algorithm is developed in Section IV. To analyze the proposed EEHP and EEHP-MRFC algorithms, the energy efficient digital precoding (EEDP) algorithm and sparse precoding algorithm are simulated for performance comparisons. In the EEDP algorithm, the energy efficiency of 5G wireless communication systems is obtained by substituting the optimal digital precoding vectors \( \mathbf{b}_{\text{opt}} \) derived from the EEHP-A algorithm into (9). The sparse precoding algorithm in [11] is also simulated, which implements a spectrum efficiency maximization hybrid precoding scheme.

The two proposed algorithms along with the EEDP algorithm, the sparse precoding algorithm and the traditional ZF precoding algorithm are compared in Fig. 3. In order to better compare the energy efficiency performance of the algorithms, the total transmit power for all the UEs is used as the comparison standard [20], [44]. For each algorithm, the energy efficiency first increases with the increasing total transmit power. When the total transmit power exceeds a given threshold, the energy efficiency starts to decrease. The variation tendencies of the curves coincide with the previously published results [20], [44]. When the total transmit power is fixed, the EEDP algorithm has the highest energy efficiency which is consistent with the analysis result in Section III. The ZF precoding algorithm has the lowest energy efficiency because it uses the same number of RF chains as antennas, which leads to the highest power consumption for the RF chains. Besides, the sparse precoding algorithm performs more poorly than the EEHP algorithm but outperforms the EEHP-MRFC algorithm in terms of energy efficiency for 5G wireless communication systems. Although the energy efficiency of the EEHP-MRFC algorithm is not the best result, this algorithm is valuable for
reducing the transmitter cost and the design complexity by minimizing the number of RF chains. In practical applications, the selection of the EEHP algorithm or the EEHP-MRFC algorithm depends on the desired tradeoff between the energy and cost efficiency for 5G wireless communication systems. Fig. 4 illustrates the BS energy efficiency with respect to the number of transmit antennas considering different numbers of multipath components. The sparse precoding and EEDP algorithms are also simulated to compare with the two proposed EEHP and EEHP-MRFC algorithms. It can be seen that the BS energy efficiency increases with increasing numbers of the transmit antennas. Meanwhile, increasing the number of multipath components yields the highest BS energy efficiency when the number of transmit antennas is fixed. Decreasing energy efficiency results are yielded by the algorithms in the order EEDP, EEHP, sparse precoding and finally the EEHP-MRFC algorithm, respectively.

The BS energy efficiency with respect to the number of RF chains is shown in Fig. 5. As for the EEDP and EEHP algorithms, the BS energy efficiency first increases then decreases with increasing numbers of the RF chains. For the sparse precoding and EEHP-MRFC algorithms, the BS energy efficiency always decreases when increasing the number of RF chains. When the number of multipaths is fixed as 30 and the number of RF chains is less than or equal to 26, the energy efficiency of the EEHP-MRFC algorithm is larger than that of the sparse precoding algorithm. Further, when the number of RF chains is larger than 26, the energy efficiency of the EEHP-MRFC algorithm is always less than that of the sparse precoding algorithm.

In Fig. 6, the spectrum efficiency as a function of the number of RF chains and the number of multipaths is illustrated. It can be seen that sparse precoding algorithm has the highest spectrum efficiency. As for EEDP and EEHP algorithms, the spectrum efficiency increases with increasing the numbers of the RF chains. Considering that the number of RF chains always equals the number of UEs in the EEHP-MRFC algorithm, the spectrum efficiency of the EEHP-MRFC algorithm decreases with the increase of the number of RF chains. When the number of the RF chains is fixed, decreasing spectrum efficiency results are yielded by the algorithms in the order sparse precoding, EEDP, EEHP, and finally the EEHP-MRFC algorithm, respectively.

The impact of the number of transmit antennas and the number of UEs on the BS energy efficiency is investigated in Section IV.B. Based on the CNAS and UENO algorithms, numerical simulations are shown in Fig. 7. Without loss of generality, the number of transmit antennas are configured as 100, 150 and 200, respectively. The power consumed by other parts of the BS is configured as $P_C = 20W$ in Fig. 7. The BS energy efficiency first increases then decreases with increasing
of the number of UEs. The maximums of the BS energy efficiency correspond to the optimal numbers of UEs 35, 50 and 55, respectively, which is consistent with the optimal number of UEs obtained from the proposition.

VI. CONCLUSION

In this paper, the BS energy efficiency considering the energy consumption of RF chains and baseband processing is formulated as an optimization problem for 5G wireless communication systems. Considering the non-concave feature of the objective function, an available suboptimal solution is proposed by the EEHP algorithm. To tradeoff the energy and cost efficiency in RF chain circuits, the EEHP-MRFC algorithm is developed for 5G wireless communication systems. Based on the CNAS and UENO algorithms, the energy efficiency of 5G wireless communication systems can be maximized by optimizing the number of UEs and BS antennas, which is easily employed in the user scheduling and resource management schemes. Compared with the maximum energy efficiency of conventional ZF precoding algorithm, numerical results indicate that the maximum energy efficiency of the proposed EEHP and EEHP-MRFC algorithms are improved by 220% and 171%, respectively. Moreover, the difference between the EEHP algorithm and the EEHP-MRFC algorithm is illustrated by numerical simulation results. Furthermore, our results provide some available suboptimal energy efficiency solutions and insights into the energy and cost efficiency of RF chain circuits for 5G wireless communication systems. For the future study, we will try to investigate the energy and spectral efficiency optimization of 5G radio frequency chain systems in the multi-cell scenario.

APPENDIX

Proof to Proposition:

To simplify the derivation, some variables are defined as follows: \( z = \frac{1}{K}, \quad z \in (0, 1], \quad a = P_{out} \left( \frac{N_{Tx}N_{Cri}^2}{4} \right), \quad b = \frac{1}{a}P_{out} + P_{CR}, \quad c = (P_{RF} + P_{BB}). \) The derivative of \( \eta_{ZF} \) with respect to \( z \) is given by

\[
\frac{d \eta_{ZF}}{dz} = \frac{d}{dz} \left( \frac{\log_2(1+az)}{c+zb} \right) = \frac{a(c+zb)}{(1+az)2} - b \log_2(1+az) \\
= \frac{(ac+zb)}{(1+az)2} - \frac{b \log_2(1+az)}{(1+az)2}.
\]

When the numerator of (31) is defined by

\[
f(z,a) = \left( \frac{ac}{b \ln 2} + \frac{a}{b \ln 2} \right)(1+az) - (1+az) \log_2(1+az),
\]

(31) is simply rewritten as

\[
\frac{d \eta_{ZF}}{dz} = \frac{f(z,a)}{c+zb}.
\]

Since \( \frac{df(z,a)}{dz} = \frac{a}{b \ln 2} - (a \log(1+az) + \frac{a}{b \ln 2}) < 0, \) \( f(z,a) \) monotonously decreases with increase of \( z \in (0, 1] \). Moreover, the limitation of \( f(z,a) \) is derived by

\[
\lim_{z \to 0^+} f(z,a) = \frac{ac}{b \ln 2} > 0.
\]

If \( f(1,a) > 0 \), then \( f(z,a) > 0, z \in (0, 1] \). Furthermore, we have the result \( \frac{df_{ZF}}{dz} > 0 \). Therefore, \( \eta_{ZF} \) monotonously increases with increase of \( z \in (0, 1] \). In other words, \( \eta_{ZF} \) monotonously decreases with the increase of \( K \). In this case, the BS energy efficiency \( \eta_{ZF} \) is maximized by \( K = 1 \). If \( f(1,a) < 0 \), there must exist an optimal value \( z_{opt} \), \( z_{opt} \in (0, 1] \), which ensures \( f(z_{opt}, a) = 0 \). The integer closest to \( 1/z_{opt} \) is the optimal number of UEs \( K_{opt} \) which maximizes the BS energy efficiency \( \eta_{ZF} \).

The differential of \( f(1,a) \) with respect to \( a \) is derived by

\[
\frac{\partial f(1,a)}{\partial a} = \frac{c}{b \ln 2} - \log_2(1+a).
\]

(34) implies that \( \frac{\partial f(1,a)}{\partial a} \) decreases with increase of \( a \). When the number of transmit antenna is configured as \( N_{Tx} = 1 \), i.e., \( a \) is minimized as \( a_{min} \), the corresponding differential result is \( \frac{\partial f(1,a)}{\partial a} < 0 \) considering the practical value range of \( P_{out}, P_{CR}, P_{RF} \) and \( P_{BB} \). Therefore, we have the result \( \frac{\partial f(1,a)}{\partial a} < 0 \) for all available values of \( a \). As a consequence, \( f(1,a) \) monotonously decreases with increase of \( a \in [a_{min}, \infty) \).

Substitute \( z = \frac{1}{K}, \ z \in (0, 1], \ a = P_{out} \left( \frac{N_{Tx}N_{Cri}^2}{4} \right), \ b = \frac{1}{a}P_{out} + P_{CR}, \ c = (P_{RF} + P_{BB}) \) into (32), the function \( G(K, N_{Tx}) \) is transformed by \( f(z,a) \), when \( f(1,a_{min}) < 0 \), i.e., \( G(1,100) < 0 \), there exists an optimal value \( z_{opt} \) which ensures \( f(z_{opt}, a) = 0 \) and maximizes the BS energy efficiency \( \eta_{ZF} \). The integer closest to \( 1/z_{opt} \) is the corresponding optimal number of UEs \( K_{opt} \).

When \( f(1,a_{min}) \geq 0 \), i.e., \( G(1,100) \geq 0 \), there exist a critical number of antennas \( N_{Cri}^C \) which ensures \( f(1,a_{opt}) \left( N_{Tx} = N_{Cri}^C \right) = 0 \). When \( N_{Tx} \geq N_{Cri}^C \), there exists an optimal value \( z_{opt} \) which ensures \( f(z_{opt}, a) = 0 \) and maximizes the BS energy efficiency \( \eta_{ZF} \). As a consequence, the integer closest to \( 1/z_{opt} \) is the corresponding optimal number of UEs \( K_{opt} \). When \( N_{Tx} < N_{Cri}^C \), \( \eta_{ZF} \) monotonously decreases with the increase of \( K \). In this case, the BS energy efficiency \( \eta_{ZF} \) is maximized by \( K = 1 \).
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