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Abstract

This paper presents an approach for the qualitative analysis of data obtained from past communicative interactions in an open multiagent system. Such qualitative analysis focuses on the use of high-level agent communication languages to infer theories about agents with mental states which are normally not accessible for the outside observer. The inference of these theories, or context models, is based on logging semantic data available from protocol execution traces and using this information as samples for the application of data mining algorithms. These context models can be applied both by system developers and agents themselves at run-time for various tasks, e.g. to predict future agent behaviour, to support the process of ontological alignment in communication, or to assess the trustworthiness of agents. An implementation of the approach presented is also given, the ProtocolMiner tool, which automates the building of context models from arbitrary protocol executions.
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1 Introduction

The interaction among autonomous, rational agents is one of the essential characteristics of a multiagent system (MAS). For this reason, most MAS platforms offer various mechanisms to support such interaction, including an infrastructure for sending and receiving messages, establishing conversations, following interaction protocols, sharing vocabularies using ontologies, etc.

Most of the analysis tools included in MAS development frameworks fall into two categories: (1) analysis of agents’ mental states, and (2) analysis of the interactions among agents. The analysis of mental states usually assumes that the
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agents’ implementation is known and available. This constraint is very restrictive in open MAS that run on interoperable agent interaction platforms where different agents can be added to the system by different users at runtime. On the other hand, methods for interaction analysis often remain very superficial and address only fixed syntactic elements that can be observed in message exchanges (e.g. performative, sender and receiver, successful/unsuccessful completion of the protocol, etc). This paper covers these shortcomings employing the semantics of interactions to perform a qualitative analysis which is able to infer theories about agents with hidden mental states.

To appreciate the utility of a qualitative analysis, let us take the FIPA Contract-Net protocol as example [1]. This protocol describes an agent (the Initiator) who wants one or more agents (the Participants) to perform a task. In this protocol, there are a large number of analysis tasks that can be performed following a quantitative analysis: (1) obtaining the number of conversations in which each agent has participated; (2) conversations in which an error occurred in the flow of messages defined by the protocol; (3) number of agents which rejected a proposal; (4) number of tasks that a participant was unable to perform after committing to them; etc.

Although this quantitative analysis can be very useful for a developer, more interesting information is usually captured in the specific semantics of messages, i.e. qualitative properties. The developer of the Initiator agent, for example, may be interested in which tasks are usually rejected by agents or, more specifically, how the process used by a Participant to accept or reject a task is implemented (in the sense of a decision rule in the agent’s reasoning mechanism). Of course, this information is hidden if the Participant agents’ implementation is unknown by the Initiator. Nonetheless, considering a concrete past execution of the protocol, the Initiator agent can easily recognise if a particular task has been accepted or rejected by a specific Participant. What is more, after several executions of the protocol, the Initiator can generalise the individual cases to build a more general theory that explains participants’ behaviours.

We call theories which allow a developer to perform a qualitative analysis context models. As illustrated in the example, these models correlate the status of logical constraints attached to interaction protocol specifications to perceived agent behaviour. In other words, they map the conditions under which a certain behaviour occurs to the resulting behaviour itself.

Construction of these context models is based on capturing regularities in previously observed interactions by using data mining techniques. Context models are able to reveal implicit causal relationships between states of the system and the reasoning and decision-making mechanisms of all agents involved. These models can be used for various purposes: (1) to make predictions about future behaviour; (2) to infer the definitions other agents apply when validating logical constraints during an interaction; and (3) to analyse the reliability and trustworthiness of agents based on the logical coherence of their utterances.

In addition to the definition, construction and use of the context models; the contribution of this paper is to present an approach to automatically generate these models and an implementation of this approach, the ProtocolMiner tool.

The remainder of the paper is structured as follows. After reviewing related
work in section 2, we introduce the formal approach in section 3. The Proto-
ocolMiner tool is presented in section 4. Section 5 gives empirical results obtained
in a case study. Finally, section 6 concludes.

2 Related work

Many tools for run-time multiagent systems analysis address the testing, debug-
ging, validation or verification of these systems. For example, the Tracer Tool [9]
provides a semi-automated solution for agent software understanding, using high-
level agent concepts instead of detailed execution traces and programming data
structures. The tool proposed in [14] for the JADEX agent platform can be used
to verify the consistency of internal events and message declarations and to obtain
an overall communication structure as a three-dimensional graph. The inspector
tool [6] for the Agent Factory Agent Programming Language (AFAPL) provides
support for the inspection of the internal states of agents, and for monitoring the
performance of the underlying agent components. Similarly, INGENIAS [8] pro-
vides a visual debugging tool to inspect agents’ mental states. These approaches
are, however, only suitable for systems in which the mental states of the agents can
be inspected by the designer, i.e. effectively only for systems whose code has been
disclosed a priori, or who have been designed by the user performing the analysis
themselves.

In contrast to this, there are also methods aimed at design-time (static) analysis
of multiagent systems properties such as MABLE [15]. This imperative program-
ning language uses the SPIN model checker to automatically verify properties of
the system. While valuable, these approaches can only verify certain properties
of agent interactions (based on observed interactions or on design-time specifica-
tions). However, they cannot derive any additional and explicit knowledge about
the emergent behaviour of the system apart from whether agents are behaving
correctly or not.

The only exception to this is some work that has recently emerged in the area
of ontology matching [3, 4]. In these contributions, hypotheses about the possible
meanings of unknown terms used by the other agent are filtered based on structural
knowledge of the protocols. This is achieved by either (1) looking at the ontological
relationships between candidate concepts based on the terms that appear earlier in
the same dialogue or in previous dialogues, or (2) by reasoning about the overall
syntactic structure of the protocol. However, this kind of reasoning is only used
to resolve ontological conflict. On the other hand, the approach presented in this
paper is able to infer more general emergent properties of interactions.

The notable limitation of all (but the latter) existing work is that it does not
consider semantic elements of interactions for analysis, e.g. the constraints used by
the agents while they are executing protocols, and which cause a concrete protocol
execution to unfold in a particular way. Also, they fail to induce compact, explicit
theories about the ways in which interaction evolves in a system, and which could
be useful for the design of adaptive agents. The following section describes the
ProtocolMiner tool which is able to induce this kind of theories. MR: the next
section describes the theory, not the tool.
3 Formal approach for a qualitative analysis

Beyond the presentation of the ProtocolMiner tool, which uses a specific protocol specification language, the analysis provided by this tool is based on a formal approach. This approach for qualitative interaction analysis is independent of the specific development platform used. This section formalises: how to define protocols that are semantically annotated; how to obtain a context model from the execution of these protocols using data mining techniques; and how to build the training data set for these techniques.

3.1 Defining a protocol and its context

In brief, our framework is based on defining a protocol model as a graph \( G = (V, E) \). In this graph, each node \( v \in V \) is labelled with a message \( m(v) = q(X, Y, Z) \) with performatives \( q \) (a string) and sender / receiver / content variables \( X, Y, \) and \( Z \). Besides, each edge is labelled with a (conjunctive) list of (say, \( n \)) constraints \( c(e) = \{c_1(t_1, \ldots, t_k), \ldots, c_n(t_1, \ldots, t_k)\} \). Each constraint \( c_i(\ldots) \) has arity \( k_i \), head \( c_i \) and arguments \( t_j \) which may contain constants, functions or variables (in general the label of an edge could be an arbitrary formula \( \phi \in L \) of a logical language \( L \)). All variables that occur in such constraints are implicitly universally quantified. The framework also assumes that all outgoing edges of a node result in messages with distinct performatives, i.e. for all \( (v, v') \in E \), \( m(v') = q(\ldots) \land m(v''') = q(\ldots) \Rightarrow v' = v''' \). Therefore, each observed message sequence corresponds to (at most) one path in \( G \) by virtue of its performatives. Figure 1 shows an example protocol model in this generic format for illustration purposes.

The semantics of a protocol model \( G \) can be defined by looking at the pairs \( \langle \pi, \theta \rangle \) which specify the path and variable substitution that any message sequence \( m \) corresponds to in protocol model \( G \). With this, we can define the context of \( m \) as \( c(G, \langle m_1, \ldots, m_n \rangle) = \bigwedge_{i=1}^{n-1} c(e_i)\theta \) where \( G(m) = \langle \pi, \theta \rangle \). Crucial to our view of qualitative interaction analysis is the assumption that for any observed message sequence \( m \), the conjunction of edge constraints described by the context \( c(G, \langle m_1, \ldots, m_n \rangle) \) was logically true at the time of the interaction.

3.2 Obtaining a context model by data mining

The basic method for applying data mining methods to protocol interactions is as follows: Consider a protocol model \( G \), and message sequences \( m \) obtained from past executions of \( G \). Any such sequence can be translated to a pair \( G(m) = \langle \pi, \theta \rangle \) as defined above. This approach assumes that only sequences allowed by \( G \) occur (if necessary, \( G \) can be modified on the fly to accommodate unexpected messages by adding constraint-free edges and message nodes). Assuming that a set of such substitution-annotated paths are used as a training data set \( D \), an inductive learning algorithm \( L : \mathcal{D} \to \mathcal{H} \) can be used to map any concrete data set \( D \subseteq \mathcal{D} \), where \( \mathcal{D} \) is the set of all possible observations, to a learning hypothesis \( h \in \mathcal{H} \) taken from the hypothesis space of the machine learning algorithm in question [10].

This paper proposes to augment the learning data by the logical context of the data samples, i.e. to include the logical formula \( c(G, m) \) in the data samples, which
Figure 1: A simple negotiation protocol model: A decides the terms of a desired product, and requests T from B. The initial response from B depends on availability: if terms T cannot be satisfied, A and B go through an iterative process of negotiating new terms for the item, depending on the keepNegotiating, altAcceptable, and alternative predicates. In case of acceptance, the process of negotiation is repeated to decide the price P for the product. Edge constraints are annotated with the variable representing the agent that has to validate them (subscript A or B). Additional (redundant) shorthand notation $c_i/m_j$ is introduced. Different out-edges represent XOR if constraints are mutually exclusive, and OR else.

can be directly inferred using the logical constraints provided by the definition of $G$. The model obtained with the learning algorithm using the context as training data is what we call a context model.

Determining the most suitable learning algorithms for a particular context mining task is beyond the scope of this paper, our method does not depend on the use of a specific algorithm. For example, figure 2 shows the context model for the constraint altAcceptableA of the protocol described in figure 1 when used in a car trading system. In this case, a decision tree algorithm has been employed to learn a specific constraint in the protocol.

3.3 Preparing the training data set

Due to the nature of multiagent interaction, additional design decisions have to be made before standard data mining machinery can be used, which are to do with the details of how exactly training data is constructed from raw protocol execution traces. We discuss these in the following sections.
<table>
<thead>
<tr>
<th>persons</th>
<th>lug_boot</th>
<th>doors</th>
<th>count</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>small</td>
<td>2</td>
<td>F (8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>F (7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>F (8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-more</td>
<td>T (105)</td>
</tr>
<tr>
<td>4</td>
<td>med</td>
<td>2</td>
<td>F (13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>F (8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>F (13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5-more</td>
<td>T (120)</td>
</tr>
<tr>
<td></td>
<td>big</td>
<td></td>
<td>T (402)</td>
</tr>
</tbody>
</table>

Figure 2: Context model of the $\text{altAcceptable}_A$ constraint, obtained using the J48 decision tree algorithm after 1000 negotiations using the protocol described in figure 1. The notation $a = v : T/F$ denotes that “if $a$ has value $v$ the target predicate has value $T/F$”. Every leaf includes the number of instances classified under a certain path in parentheses.

### 3.3.1 Dealing with different agents

In defining the datasets to be used for protocol mining, one important design decision is how to deal with the presence of multiple agents. If all messages and contexts that occur in observed interactions were treated as features of learning samples this would amount to an attempt to derive globally valid interaction patterns. This learning strategy would imply that a shared theory regarding logical constraints and a shared ontological understanding of all terms used in communication exists among agents. In many cases, however, the purpose of interaction mining is to infer definitions of constraints or behavioural patterns that are specific to an agent or a group of agents.

To be able to make these distinctions, we need a method for filtering data obtained from protocol executions according to individual agents or groups of agents. Assume an assignment $\sigma : \text{Var} \rightarrow \text{Ag}$ where $\text{Var}$ is the set of all variables occurring as sender/receiver variables in nodes of the graph, and $\text{Ag}$ the set of agent names. Then for any agent $a \in \text{Ag}$, $V_\sigma(a)$ are the nodes that correspond to messages sent by agent $a$ under role assignment $\sigma$, and $E_\sigma(a)$ are the incoming edges to those messages (formally, $E_\sigma(a) = \{(v, v') \in E \mid v' \in V_\sigma(a)\}$). We generalise these notions to $V_\sigma(A)/E_\sigma(A)$ for $A \subseteq \text{Ag}$ by taking the union over the respective sets for agents.

As an example, consider the protocol model depicted by the graph in figure 1. Assuming a set of agents $\text{Ag} = \{a_1, a_2\}$, a role assignment $\sigma = \{[A/a_1], [B/a_2]\}$, and the request-provide-termsAccepted path, $V_\sigma(a_1)$ would contain the request and termsAccepted messages and $E_\sigma(a_1) = \{\text{termsWanted}(T)\}$ as the only constraint of the incoming edges to utterances performed by $a_1$.

The most cautious form of data filtering in this setting would be to reduce the path $\pi$ of every sample to those nodes and edges that pertain to the learn-
ing agent $a_i$. Only contextual information $c(G_{a_i}, m)$ from the restricted graph $G_{a_i} = \langle V_{\sigma}(a_i), E_{\sigma}(a_i) \rangle$ would be considered because $a_i$ can safely verify “own” constraints along $\pi$. With this strategy, all logical constraints verified by other agents are dropped. Note, however, that the path $\pi$ and substitution $\theta$ used in the learning sample are still based on the full graph, as the observed messages were objectively perceived, i.e. $G(m) = \langle \pi, \theta \rangle$.

At the other end of the spectrum, if $a_i$ fully trusts the other agent(s) and can safely assume that all agents’ ontologies and logical theories are fully aligned, it can use the entire path information as part of each learning sample. This strategy assumes that the definitions of constraints are common to all agents and that every agent verifies the constraints reliably and honestly.

### 3.3.2 Dealing with paths, loops, and variables

Standard data mining algorithms assume a fixed number of attributes (features) and values. Because of this, in our approach to qualitative analysis a number of issues arise that require certain further design decisions to be made.

Firstly, when collecting different paths for inclusion in the training dataset, their labels (messages/constraints) and the set of variables contained in these labels may differ. This is not a problem in principle, as data samples can be “padded” with “unknown” values for all messages and context constraints that do not occur in them, but this can be computationally wasteful. In many practical cases, it will be more appropriate to create a different data set for each observed path $\pi$. This is because any model learnt over such path-specific training data captures better the precise circumstances under which it occurs.

Moreover, at a domain-specific level, one can merge data across different paths into a single set while only observing a fixed set of certain messages and constraints. Different messages along the path can even be ignored introducing a single path label (or path group label) for each path to predict interaction outcomes. For example, an artificial boolean label success can be attached to a number of paths, effectively classifying different paths into two categories (where paths with $\text{success} = \text{true}$ belong to the category of successful interactions, and all other paths are deemed unsuccessful).

Secondly, the results of the constraints functions in the context (but not the attributes in the arguments of these constraints) should be removed when the learning algorithm tries to predict the “outcome” value. This information is explicit in the definition of the protocol and is reflected in the path models it provides. Moreover, including these results may hinder learning techniques from relating the details of constraint argument values (note that the definition of the constraints in the protocol is still necessary) to the overall outcome of the protocol.

Thirdly, many common interaction protocols (e.g. negotiation protocols like auction and bargaining protocols) involve iterations of sub-sequences that can be repeated an arbitrary or number of times. The existence of a loop in a protocol means that variables occurring in a logical constraint or messages used in the loop can have several constants as ground instantiations in the same execution $\{g_1, g_2, \ldots, g_n\}$, where $n$ is the number of iterations in the loop. Moreover, $n$ may vary depending on the number of iterations occurred in each run. Different strate-
Figure 3: LCC implementation of the “participant” role in the FIPA Request Interaction Protocol

```plaintext
a(participant, B) ::
request(X) <= a(initiator, A) then
  (agree(X) => a(initiator, A) <- consider(X) then
    (informDone(Y) => a(initiator, A) <- performed(X,Y))
  or
    (failure() => a(initiator, A))
) or (refuse() => a(initiator, A))
```

gies can be employed to obtain fixed-length samples for use in the training dataset. (1) If \( N \) is the maximum number of iterations observed in a protocol across various runs, \( N \) “copies” of each variable can be kept (with copies of messages and context predicates that contain it as attributes in the learning samples). This, however, introduces a lot of redundancy in paths with fewer than \( N \) iterations of the loop which will have to use a value of “unknown”. (2) Considering only the first/last ground term \( g_1/g_n \) for a specific variable \( V \) in a loop. In many cases (e.g. negotiations) keeping two copies of each variable, one for the first and one for the last value will suffice as intermediate steps are less important for the outcome of the interaction.

4 ProtocolMiner

ProtocolMiner is a prototypical tool that provides comprehensive functionality for qualitative protocol mining. While the tool itself is designed for use by a human designer, an application programming interface (API) is also provided to allow agents to exploit emerging knowledge extracted from past interaction.

We first briefly introduce the definition of semantically annotated protocols that ProtocolMiner is designed to operate on. This is followed by details about how ProtocolMiner implements the formal approach described in Section 3.

4.1 Defining protocols in ProtocolMiner

The ProtocolMiner tool is a plugin for the OpenKnowledge platform [13], a protocol specification and execution platform designed for large-scale heterogeneous multiagent systems. ProtocolMiner automates the construction of context models. This includes the registration and recovery of the training data for any protocol implemented and executed in OpenKnowledge. OpenKnowledge uses a protocol definition language called the Lightweight Coordination Calculus or LCC [11], a language that uses declarative Prolog-like constraints in protocol specifications. As an example, an implementation of the “participant” role in the FIPA Request Interaction Protocol [2] in LCC is shown in figure 3. This specification defines a role \( a(participant,B) \) (binding the concrete agent identifier to variable \( B \) at runtime when the agent adopts the role) in terms of the message sequences allowed for that role. Incoming/outgoing messages are denoted by double arrows \( <= \) and
from/to another role identifier, and guards (preconditions) on messages appear on the right hand side of a message exchange, prefixed by a single arrow \( \leftarrow \) (the language also allows for postconditions prefixed by \( \rightarrow \), these are not used in the above example). Sequential concatenation, disjunction, and iteration are captured by keywords \texttt{then}, \texttt{or} and Prolog-like recursive calls of role clauses, respectively. In this specific example, the constraint \texttt{consider(X)} is used to determine whether to \texttt{agree} or \texttt{refuse} the request for \texttt{X}.

Although ProtocolMiner has been implemented to use LCC based protocol specifications, other interaction platforms may be used as data sources as long as their specification mechanism can be translated to the protocol-model graph structure defined in section 3.1.

### 4.2 ProtocolMiner features

The ProtocolMiner user interface is shown in figure 4 after logging executions of the case study presented for evaluation purposes in the following section. As explained above, ProtocolMiner allows a developer to define a protocol which meets the requirements specified in section 3.1 using LCC language. ProtocolMiner also integrates the Weka [5] algorithms allowing the tool to use a large number of data mining algorithms to obtain the context models described in section 3.2. The strategies to build a training data described in section 3.3 are also implemented in the tool. The ProtocolMiner GUI, shown in figure 4, allows a developer or agent to select the agents considered in the dataset through SQL expressions. For example, if the developer is only interested in agents \texttt{a1} and \texttt{a2}, the \texttt{“add filter”} option can be used to introduce \texttt{A='a1’ and B='a2’}. Additionally, the list of selected attributes in the dataset allows for arbitrary selections of subsets of constraints (or edges).
to be considered by the data mining procedure. The tool also allows a developer or agent to select the paths considered in the data set and to label them with an “output attribute” by means of the option “add label”. Moreover, several paths that only differ in the number of iterations of a loop can be selected and merged to a single path using the “join paths” option. Besides, the tool can be configured to (1) log all the values given to an attribute in a path (every value is stored in a new attribute), (2) to log only the first and last values along a path, or (3) to log only the last value given to an attribute at the end of a protocol execution.

5 Case study

To illustrate the usefulness of our approach, we have analysed data generated in a car selling domain, where agents negotiate over cars using the protocol shown in figure 1.

5.1 Description of the system under test

To make the discussion concrete, we apply our system to a well-known database for car evaluation [7]. This database includes the technical characteristics and prices which are used in the system. More specifically, a potential customer (role A) is requesting offers from a car selling agent (role B) where $T$ specifies the technical characteristics including number of doors, capacity in terms of persons to carry, the size of luggage boot and estimated safety of the car. For the interactions analysed in the case study, we assume that the values for car characteristics are given as a tuple $T = (doors, persons, lug_boot, safety)$.

After negotiating the car’s technical features, the agents use the protocol to negotiate the price and maintenance terms (below we refer to these as “price terms”). Specifically, the potential customer (role A) requests price terms $P$ from a car selling agent (role B) for the negotiated features $T$. Price terms are given as a tuple $P = (buying, maint)$, where the two attributes refer to the cost of purchase and maintenance.

We define ten customer agents $C_i$, where $1 \leq i \leq 10$, with associated mental states, i.e. different preferences regarding $T$ and $P$ that determine what offers they will accept, where $C_i := MS_{i \mod 5}$. Therefore, agents $C_1$ and $C_6$ have mental state $MS_1$, $C_2$ and $C_7$ have mental state $MS_2$, and so on.

For the purposes of this case study, we assume that a single seller ($S$) is analysing the system evolution from its local point of view, aiming to predict the different outcomes of its interactions based on perceived regularities regarding the observed behaviour of the customers\footnote{Due to space limitations, this section does not detail the possible values of $T, P$, the mental states for the customers, and the decisions made by customers and sellers to follow the protocol described in figure 1. An extended version of this evaluation can be found at http://ants.dif.um.es/staff/emiloserra/QA/EE.pdf, and provides the necessary detail to reproduce our results.}.
5.2 Strategy to build the training data

In converting raw sequences of message exchanges to training data samples (see section 3.3), we make use of the simplest, most general data generation method that ProtocolMiner offers.

Firstly, we consider the agent \( B = S \) (\( S \) is the seller agent name) who performs the analysis to obtain knowledge about the others agents’ (opaque) mental states. Therefore, the learning input is restricted to \( V_c(A) \) and \( E_c(A) \), where \( c \) is the customer role in the protocol and \( A \) is any agent participating in this role.

As far as variables occurring in constraints are concerned, we uniformly record all attributes contained in “terms” descriptions \( T \) and \( P \), including a “?” (unknown) value for those not mentioned in a given execution trace. Our strategy to deal with loops is to only record the last value of every variable occurring in multiple iterations. We introduce a variable \( outcome \in \{ S, F, N \} \) to denote Successful completion of the negotiation (path ended with \( m_{11} \), see figure 1), Failure to unsuccessful (paths \( m_4 \) and \( m_6 \)) and Neutral for a “neutral” outcome (the remaining paths).

Three open source implementations of data mining techniques are employed using their default parameters to illustrate the impact of using different algorithms in an exemplary way, and also to show that our method does not depend on the use of a specific learning algorithm. More specifically, we use the \( J48 \) decision tree algorithm (an implementation of the C4.5 algorithm), the \( NNge \) classification rules algorithm (Nearest neighbor like algorithm) and the \( BayesNet \) technique (a Bayesian network classifier) [5].

5.3 Learning a context model for a constraint

In our first experiment, the seller tries to learn a context model for a single constraint, \( c_4 = \text{altAcceptable}_A(T) \), and a single customer agent, \( C_1 \).

The output of the \( J48 \) algorithm after 1000 protocol executions is shown in figure 2. The time taken to build the model (on a 2.4 Ghz 4GB RAM machine) is 0.01 seconds and a tree with 15 nodes is obtained as the hypothesised mental state that corresponds to the logical formula:

\[
\text{altAcceptable}_{C_1}(T) \iff \neg \neg (\text{persons}(T) = \text{more} \land \text{luggage}(T) = \text{small} \land \text{doors}(T) = \text{5-more}) \lor \\
(\text{persons}(T) = \text{more} \land \text{luggage}(T) = \text{med} \land \text{doors}(T) = \text{5-more}) \lor \\
(\text{persons}(T) = \text{more} \land \text{luggage}(T) = \text{big})
\]

This formula is logically equivalent to the mental state implemented by the customer, \( MS_1(T) \), and, therefore, the constraint has been learned completely by the seller using context models even without having access to the customer’s implementation.

5.4 Protocol outcome prediction by context models

To conduct a more exhaustive evaluation, a seller tries to learn a context model for the overall outcome of the protocol. Figure 5 shows the average model accuracy across 100 repeated experiments. The accuracy of the context models is evaluated using cross-validation across 100 experiments with 10000 negotiations each.
Figure 5: Average model accuracy (based on cross-validation) shown across total number of negotiation (100 experiments). Learning algorithms: J48, NNge and BayesNet. Error bars show standard deviation.

The experiments demonstrate that accurate context models can be built using contextual information extracted from concrete executions of a protocol to predict its final outcome. More specifically, after an average of 200 total negotiations (i.e. 20 per customer), the models classified at least 80% of all instances correctly. Therefore, as the following section shows, an agent can build a context model after only a few negotiations, consider a specific context as input for the model, and predict the outcome of the protocol without actually interacting with another agent.

5.5 Agents predicting interactions by context models

In this section, we show how agents can use context models directly to improve their own performance in communicative exchanges with others. For this, we enable customers to build and use context models to choose a good seller for the concrete context (including the product) they are looking for. Assume that we have three sellers, $S_1$, $S_2$ and $S_3$, who are able to offer products which satisfy the different mental state models used by customers.

We compare the prediction accuracy of our system against two alternative analysis strategies: (1) Random and (2) Quantitative. For (1), the seller is chosen randomly – this provides a baseline for the minimum performance that could be achieved without any use of context models. An optimal strategy is not included, as 100% success constitutes the upper bound of what can be achieved in this scenario (we ensure that there are always sellers in the system who can provide the requested items). For (2), the seller is chosen using a distance function based on the number of past successes and failures with them in the customer’s personal
experience. The function used is \( D(s, f) = 1 - \left(1 + \frac{s}{f+1}\right)^{-1} \), where \( s \) is the number of successes and \( f \) the number of failures with a particular seller, and the seller to interact with is chosen with a probability proportional to \( D(s, f) \) \[12\].

As figure 6 shows, after 100 negotiations (10 negotiations per customer) the use of context models (independently of the data mining technique used) greatly outperforms the random and quantitative strategies. Besides, the use of decision trees converges faster to optimal performance than the other two learning techniques considered. In these experiments, using context models built with J48 or NNge, customers reach over 90% of successes after only 750 negotiations (75 negotiations per customer) and over 99% after 7500 conversations.

6 Conclusions and future work

In this paper, we have presented a novel mechanism to exploit qualitative information provided by high-level ACLs and interaction protocols. In these protocols, messages are associated with logical constraints, which can be used as “semantic” annotations of communication in a natural way. This work is motivated by shortcomings in existing multiagent systems analysis methods which mostly ignore this rich source of contextual information when analysing run-time multiagent interactions. The main advantage of using contextual information is that data mining methods can be used to infer qualitative information from observed message exchanges.

A formal approach has been detailed with the aim of making interaction data available for qualitative data mining. In this approach, information about the shared protocol models has been used as background knowledge. As part of the
approach presented, this paper has discussed different alternatives for dealing with the specific nature of agent interaction protocols when converting interaction experiences to training data. This involves addressing issues such as the presence of multiple agents, variable-length execution paths, and loops that are commonly present in common multiagent interaction protocols. Subsequently, an implementation of our formal approach, ProtocolMiner, has been presented. Finally, a case study has been described (with an extended version available on-line) to hint at the potential of applying data mining in real-world multiagent systems.

In the future, we aim to apply our analysis methods to more real-world examples in order to extract guidelines for making appropriate choices when selecting training data extraction strategies and appropriate data mining algorithms. We would also like to explore the use of more advanced machine learning methods to learn logical theories of, for example, the internal ontological conceptualisations agents use, and to rate their competence and trustworthiness based on the knowledge they appear to have based on their interaction behaviour. We believe these to be promising practical avenues for addressing one of the fundamental problems of open systems, which is to be able to derive knowledge of the internal workings of other agents without being able to observe their internal state.
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