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Abstract
We explore, by time-dependent MQDT calculations, the potential for coherent control of autoionization using phase-shaped optical pulses. We investigate the effect of step-like spectral phase modulation on the autoionization dynamics of Rydberg wave packets in the Xe atom. It is found that a single step in the spectral phase has a substantial effect on the branching ratio, if the position of the step corresponds to a resonance in the Rydberg system. These effects are enhanced if the optical pulse is engineered to have multiple steps that reflect the periodicity inherent in Rydberg systems. Further calculations indicate that, to a large extent, the effects of phase manipulations are additive and independent. We also compare this new approach with approaches based on sequences of identical coherent optical pulses. The two methods are complementary, and we suggest that in the future they may be combined.

1. Introduction

During the last 15 years increasingly rapid progress has been made in the area of coherent control [1, 2]. The ability to control the dynamics of quantum mechanical systems is a fascinating development in modern physics, and includes selective population transfer in atoms and molecules, and the steering of the dynamics of bound and free electrons (see e.g. [3] and references in [4]).

Of great importance in this field is the development of techniques for the generation of shaped femtosecond optical pulses [5]. Ultrashort optical pulses can be shaped into target wave forms by intensity and phase modulation of the original spectrally dispersed pulse. In principle, such spectral phase and amplitude filtering techniques can produce almost any arbitrary pulse shape. Recently Renard et al [6] demonstrated that substantial control over the pulse shape can be achieved by shaping of the phase only.

In this paper we explore the potential of such phase-shaped pulses for coherent control of autoionizing states of Xe, and compare this with the results achieved using trains of identical
coherent pulses. In particular, we are interested in the opportunities to control the branching ratio between the separate ionization channels. Controlling the branching ratio for nonradiative decay of excited states in atoms and molecules is a problem of continuing interest in physics.

2. Theory

2.1. Time-dependent MQDT

Time-dependent methods to calculate quantum dynamics broadly fall in two groups. The first category of methods propagates a wave packet, thereby exploring relevant regions of available phase space [7, 8]. The second category of methods follows the dynamics of the system by forming a coherent superposition of stationary states of different energy. This is particularly useful for Rydberg systems, where multichannel quantum defect theory (MQDT) provides exceptionally accurate energies and wavefunctions for the system. A number of workers have used this to explore wave packet dynamics in Rydberg systems, both in the discrete [9, 10] and the autoionizing [11–14] regions of the spectrum. In the following we use the approach of Fielding et al [12] for autoionizing Rydberg states.

The time-dependent autoionization cross-sections are proportional to

$$\sigma_i(t) \propto \left| \int dE e^{-iEt} G(E) d^{(-)}(E) \sqrt{E} \right|^2$$

(1)

in the limit of impulsive weak-field excitation. The spectral profiles $G(\omega)$, equivalent to $G(E)$ in atomic units, are investigated further in section 3. The total cross section is the incoherent sum of the partial cross sections,

$$\sigma(t) = \sum_{i \in \text{open}} \sigma_i(t)$$

(2)

and the branching ratio for each channel, $B_i$, is obtained as

$$B_i = \frac{\int dt \sigma_i(t)}{\int dt \sigma(t)}.$$ (3)

The resonant dipole transition moments $d^{(-)}$ in equation (1) are obtained by MQDT. We review briefly the MQDT equations for autoionizing states in the following, but for an in-depth discussion we refer the reader to one of the excellent reviews that exist on the topic [15, 16]. In essence, MQDT is a subset of scattering theory. It exploits the fact that complicated many-electron interactions in a Rydberg atom or molecule are localized to an inner reaction volume, outside of which a single-electron view is essentially correct.

The boundary conditions on the MQDT wavefunction are such that the wavefunction must vanish exponentially in closed channels when $r \to \infty$, while in open channels it must have a phase shift $\pi \tau$. This can be written in the form of the generalized eigenvalue equation

$$\Gamma_{ia}(E) A_{ap}(E) = \tan \pi \tau_p(E) \Lambda_{ia} A_{ap}(E),$$

(4)

where

$$\Gamma_{ia}(E) = \begin{cases} U_{ia} \sin \pi (\nu_i + \mu_a), & i \in \text{closed} \\ U_{ia} \sin \pi \mu_a, & i \in \text{open} \end{cases}$$

(5)

and

$$\Lambda_{ia}(E) = \begin{cases} 0, & i \in \text{closed} \\ U_{ia} \cos \pi \mu_a, & i \in \text{open} \end{cases}$$

(6)
for closed and open channels \( i \) respectively. The accumulated phase in closed channels is \( \beta_i = \pi(v_i - l_i) \), where \( l_i \) is the orbital angular momentum of the electron and \( v_i = \sqrt{-R/(E - E_i^+)} \) is the effective principal quantum number, where \( R \) is the Rydberg constant and \( E_i^+ \) is the ionization limit. The number of non-trivial solutions to equation (4) equals the number of open channels. Each \( \rho \)th solution vector must be normalized

\[
\sum_{i \in \text{open}} \left( \sum_{a} U_{ia} \cos \pi [\mu_a - \tau_\rho(E)] A_{a\rho}(E) \right)^2 = 1.
\]

(7)

Having thus obtained the collision eigenchannel solutions \( A_{a\rho}(E) \), and the collision eigenchannel phase shifts \( \pi \tau_\rho(E) \), it is now straightforward to calculate the dipole transition moments to each collision eigenchannel,

\[
d_\rho(E) = \sum_{a} d_a(E) A_{a\rho}(E),
\]

(8)

where \( d_a(E) \) are the transition moments in the close-coupled channels. In order to obtain the probability of ejection of a photoelectron into any specific ionization channel, we then construct a travelling wavefunction as a superposition of collisional eigenchannel functions that satisfy the incoming wave boundary condition at infinity so that the amplitude of the outgoing wave vanishes in all open channels \( i \neq j \). This gives

\[
d_\rho(-)(E) = \sum_{\rho} d_\rho(E) T_{\rho \rho}(E) e^{i\pi \tau_\rho(E)} d_\rho(E),
\]

(9)

where \( T_{\rho \rho}(E) \) is an orthonormal \( N_o \times N_o \) matrix with elements

\[
T_{\rho \rho}(E) = \sum_{a} U_{ia} \cos(\pi \mu_a - \pi \tau_\rho) A_{a\rho}
\]

(10)

and, in a Coulomb potential,

\[
\eta_i(E) = (1/k_i) \ln 2k_i - l_i \pi/2 + \arg(l_i + 1 - i/k_i),
\]

(11)

where \( k_i = \sqrt{2(E - E_i^+)} \) is the linear momentum of an electron in open channel \( i \).

2.2. Xe

The Xe atom has long been an important model system for theoretical studies of autoionizing spectra \([17, 18]\), and has frequently been re-visited in novel and interesting experiments \([19–21]\). The present paper concerns the Rydberg states of Xe between the first and second ionization limit with total angular momentum \( J = 1 \) (excluding nuclear spin), accessed by a single photon from the ground state. This part of the spectrum contains five dipole-allowed Rydberg channels. Each channel is identified by the state of the core and the Rydberg electron. A good description of the angular momentum is \( j l \) coupling; the Xe\(^+\) ion core is \( L S \)-coupled with \( L^+ + S^+ = J^+ \), and the total angular momentum of the core \( J^+ \) couples to the orbital angular momentum \( l_i \) of the Rydberg electron, \( J^+ + l_i = K_i \), and finally the angular momentum \( K_i \) couples to the spin of the Rydberg electron, \( K_i + s_i = J \).

The first and second ionization limits correspond to the ground \( ^2\text{P}_{3/2} \) and the first excited \( ^2\text{P}_{1/2} \) states of Xe\(^+\), respectively. In this region the atom has two closed channels, which autoionize by coupling to three continuum channels. The two bound series converge to the second ionization limit and correspond to excitation of an outer \( p_{1/2} \) electron to ns\(^1/2\) (sharp resonances) or nd\(^1/2\) (diffuse resonances) channels, while the three continuum channels correspond to the excitation of an outer \( p_{1/2} \) electron to \( \epsilon s_{1/2} \), \( \epsilon d_{1/2} \) or \( \epsilon d_{5/2} \) continuum states \([18]\), where \( \epsilon \) is the energy above the lower ionization limit.
We use the quantum defects, the transformation matrix and the transition moments from the relativistic MQDT calculations by Johnson et al [18]. These calculations take the spin–orbit coupling into account. Atomic data for Xe are obtained from NIST [22].

3. Optical pulses

3.1. Sequence of coherent pulses

Sequences of identical coherent pulses have been used successfully for control in many Rydberg experiments in both atoms and molecules [20, 21]. We take this opportunity to revisit the theory and to present both frequency and time-domain interpretations of control schemes based on two identical pulses. The effect of a two-pulse control scheme on the autoionization of Xe is investigated.

Quite generally, a train of \( N \) identical pulses \( G(t) \) centred at times \( t_k \),

\[
f_N(t) = \sum_{k}^N G(t - t_k)
\]

has the Fourier transform

\[
F_N(\omega) = G(\omega) \sum_{k}^N e^{i\omega t_k}.
\]

This follows from the linearity and time-shifting properties of Fourier transforms [23, 24]. In the limit of many identical pulses, equation (13) describes a sharp optical frequency comb [25]. The actual pulse shape determines the spatial localization of the excited wave packet [26], but does not influence the emergence of a comb-like structure in the optical power spectrum.

For a pulse train, with one pulse at time \( t_1 \) and a second pulse at time \( t_1 + \delta t \), we can write the Fourier transform \( F_2(\omega) \) as

\[
F_2(\omega) = G(\omega) \cos(\omega\delta t/2) \exp[i\omega(t_1 + \delta t/2)].
\]

In particular, note that the envelope in equation (14) is modulated by a cosine term. The resulting comb has an optical power spectrum proportional to \( |\cos(\omega\delta t/2)| \), with peaks spaced by

\[
\Delta \omega = 2\pi/\delta t.
\]

The position of the peaks can be shifted by an angle \( \theta \) in the cosine term. This can be achieved by an additional time delay \( 2\theta/\omega_0 \), since \( \omega(\delta t + 2\theta/\omega_0)/2 \approx \omega\delta t/2 + \theta \), where \( \omega_0 \) is the central frequency of the laser pulse. A shift of \( \theta = \pi/2 \), for instance, swaps the positions of the peaks and the troughs in the comb. Finally, the comb can be centred at the central laser frequency \( \omega_0 \) by adding an additional time delay \( \gamma = -(1/\omega_0)\mod(\omega\delta t, 2\pi) \).

From the Rydberg formula, \( E_n \propto (n - \mu)^{-2} \), it follows that for large principal quantum numbers \( n \) the energy spacing is \( \Delta E = n^{-3} \), and that the quantum defect \( \mu \) shifts the energy by \( \mu n^{-3} \) to first order. A wave packet excited at a central frequency \( \omega_0 \) has principal quantum number \( \pi \) and a classical Kepler orbit period of \( T_{cl} = 2\pi/\Delta E = 2\pi \pi^3 \). Substituting the expression for \( T_{cl} \) into equation (15) it follows that \( \delta t = T_{cl} \) gives a \( 1/\pi^3 \) spacing in the comb, i.e. the resulting comb overlaps with all states in a Rydberg series. A delay \( \delta t = T_{cl}/2 \), on the other hand, gives a spacing of \( 0.5/\pi^3 \), and so only every second state is excited. This means that it is possible to select either even \( n \) or odd \( n \) states. The Schrödinger’s cat states of Noel and Stroud [27] can be interpreted in this framework.

An even more interesting scenario occurs when there are two Rydberg series with the same ionization limit present. The spacing between the levels in the two series is approximately...
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**Figure 1.** Branching ratio for ionized electrons in the three open channels as a function of θ ∈ [−π, π] for a time delay δt = 2Tcl + θ/ω₀ between two coherent 1 ps Gaussian pulses centred at θ = 30.0188. The insets show the optical power spectrum for θ = ±π and θ = 0 respectively, with the total photoionization cross-section plotted in the background for guidance.

- Δμ/π², where Δμ = μ₂ − μ₁, and where μ₁ and μ₂ are quantum defects characteristic of each Rydberg series. Maximum selectivity between the two series is achieved when the peaks of the comb coincide with one series and the troughs with the other, which occurs when the time delay δt = Tcl/2Δμ and the spacing of the comb is 2Δμ/π². For instance, when Δμ = 0.25, the required delay time is δt = 2Tcl. A small additional time delay will shift the comb for maximum overlap with one series and minimum overlap with the other. The difference in quantum defect between the two autoionizing series ns and nd in Xe is Δμ ≈ 0.25, so the example above is highly relevant to the present work.

- We now discuss the same control scheme from a time-domain perspective. Here the time evolution of the excited Rydberg wave packet becomes of central importance. The phase evolution of a wave packet excited around the central excitation frequency ω₀ can be examined by a Taylor expansion [28, 29]

\[
\exp(i\omega_0 t) \approx \exp \left( \frac{-i}{2\hbar^2} \left[ 1 - 2 \frac{\delta \nu}{\pi} + 3 \left( \frac{\delta \nu}{\pi} \right)^2 - \cdots \right] t \right), \tag{16}
\]

with ν = n − μ and δν = π − ν. From equation (16) it is clear that the phase evolution has a component due to the quantum defect μ. Hence, the phase difference Φ between two channels is proportional to the difference in quantum defects Δμ,

\[
\Phi(t) = \frac{2\pi \Delta \mu}{T_{cl}} t. \tag{17}
\]

Equation (17) is key to the time-domain interpretation of the two pulse coherent control scheme. It has a semiclassical interpretation where the oscillating Rydberg wave packet acquires a phase kick proportional to the quantum defect during each collision with the ion core, and where t/Tcl counts the number of collisions. In our case, where Δμ = 0.25, the two components of the wave packet will be approximately Φ = π out of phase at time t = 2Tcl. A second pulse at that time will interfere destructively with one component and constructively with the other.

- Both the frequency and time domain analysis shows that a time delay of δt = 2Tcl + θ/ω₀ will be most efficient in selecting between the ns1/2 and nd3/2 autoionizing series in Xe. We calculated the ionization branching ratio with the parameter θ ∈ [−π, π] using two identical 1 ps FWHM Gaussian pulses centred at principal quantum number θ = 30.0188. Figure 1
shows the branching ratio for the three open channels as a function of \( \theta \). The branching ratios have maxima and minima at \( \theta = \pm \pi \) and \( \theta = 0 \), respectively. The \( s_{1/2} \) channel has a maximum at \( \theta = 0 \) and a minimum at \( \theta = \pm \pi \). The insets in figure 1 show that these points correspond to maximum respectively minimum overlap of the optical spectrum with the \( s_{1/2} \) resonances.

It is worth noting that figure 1 shows that we cannot achieve completely independent control over the ionization into each open channel in the present two pulse scheme. The reason, essentially, is that the two pulse scheme relies on the different decay characteristics of the closed channels. Since, in this case, the number of open channels is greater than the number of closed channels, there will always be some degree of correlation between the branching ratios into the different open channels [30, 31]. Also, close inspection of figure 1 reveals that while the branching ratio for the \( s_{1/2} \) channel is symmetric around \( \theta = 0 \), the two \( d \)-electron channels are somewhat asymmetric. This can be understood in terms of the different energy parameters for the \( s_{1/2} \) and \( d_{3/2} \) resonances. The \( s_{1/2} \) resonances are almost symmetric at the resolution of the pulse, while the broad \( d_{3/2} \) resonances have a marked asymmetry [32, 33].

The degree of control can be fine tuned by adding a chirp to one of the two pulses [29]. In the time domain this corresponds to a second-order term in the phase evolution of the wave packet that compensates for the dispersion of the wave packet. A complementary view is that the chirp improves the overlap in the wings of the power spectrum (see insets in figure 1).

### 3.2. Spectral phase modulation of single pulse

An unmodified laser pulse can be described accurately by a Gaussian function. A Gaussian pulse with FWHM duration \( \tau \), central frequency \( \omega_0 \) and pulse intensity \( E_0 \) can be written as

\[
G(t) = E_0 \exp(-2 \ln 2 t^2/\tau^2) \exp(-i \omega_0 t) \tag{18}
\]

with the frequency representation given by a Fourier transform as

\[
G(\omega) = (E_0 \tau/2\sqrt{\ln 2}) \exp(-\tau^2(\omega - \omega_0)^2/8 \ln 2). \tag{19}
\]

In what follows, the spectral electric field is written \( G(\omega) = |G(\omega)| e^{i \psi(\omega)} \), where \( |G(\omega)| \) is the amplitude and \( \psi(\omega) \) is the phase. In the general case, no analytical Fourier transform exists and the Fourier transform to the time domain is done numerically using a standard FFT [24]. The spectral amplitude is assumed to be a Gaussian as described by equation (19). We first study the effect of a step in the spectral phase in the form

\[
\psi(\omega) = \alpha H(\omega - \omega_n), \tag{20}
\]

where \( H(\omega) \) is the Heaviside step function and \( \alpha \) is the magnitude of the step. In the particular case when \( \omega_n = \omega_0 \), an explicit Fourier transform has been found [6] and the temporal electric field has the following form,

\[
G(t) = \frac{E_0}{\sqrt{2\pi}} \cos \frac{\alpha}{2} \exp \left(-\frac{8 \ln 2}{9 \tau^2} t^2\right) \left(1 + \tan \frac{\alpha}{2} \text{erfi} \frac{t \sqrt{2 \ln 2}}{\tau}\right) \exp(-i \omega_0 t), \tag{21}
\]

where \( \text{erfi} \) is the antisymmetric error function [6]. The effect of a single phase step on a Gaussian pulse is demonstrated in figure 2. The step creates a pulse doublet in the time domain, with a \( \pi \) phase jump between the two pulses. The relative height of the two peaks is controlled by the magnitude of the spectral phase step.

In Rydberg systems, the resonances (states) come in series which repeat for every unit of the effective quantum number. It is therefore reasonable to assume that the phase should change in a manner which reflects the periodicity inherent in the system. The effect of a
sequence of phase steps (under the same unchanged Gaussian envelope) on the optical pulse is explored in figure 3. The spectral phase \( \Psi_1(\omega) \) can be written as

\[
\Psi_1(\omega) = \alpha \sum_n H(\omega - \omega_n),
\]

where \( \omega_n \sim (n - \mu)^{-2} \) for a single channel Rydberg series. The behaviour in the time domain is quite analogous to the single phase step case, except that there is now a whole series of peaks approximately separated by the classical period \( T_{cl} \sim 4.1 \) ps. As before, the relative amplitude of the peaks in the time domain is changed by the magnitude \( \alpha \) of the spectral phase steps. Also, in both cases a step of magnitude \( \alpha = \pi \) gives peaks symmetric around \( t = 0 \) in the time domain (see figures 2(d) and 3(d)).

Finally, we examine the effect of a sequence of step-up, step-down phase pulses as shown in figure 4(a) and (c). The corresponding phase function, which aims to reflect the periodicity
of the Rydberg energy levels, can be written as

$$\Psi(\omega) = \alpha \sum_n H(\omega - \omega_n) - H(\omega - \omega'_n),$$

(23)

where $\omega_n \neq \omega'_n$ are the positions of the two legs of the pulse. In figure 4 we see that amplitude in the time domain is distributed symmetrically around $t = 0$ irrespective of $\alpha$, but with the relative height of the central and the flanking peaks determined by the magnitude of $\alpha$. Here, as in the previous two cases, the temporal phase is relatively insensitive to the magnitude of $\alpha$ in the spectral phase.

4. Results

The branching ratio for autoionizing Xe atoms is calculated by equations (1)–(3) for a single 1 ps Gaussian pulse centred at principal quantum number $\pi = 30.0188$, the position of a $nS_{1/2}$ narrow resonance. Figure 5 shows the branching ratio when scanning the position of one single spectral phase step, as described by equation (20), over one unit of the effective quantum number. It is clear that the position of the phase step has a strong influence on the branching ratio, while the magnitude $\alpha$ of the phase step has a lesser but not insignificant effect, with the $\alpha = \pi$ step having the stronger effect. Overall, the shape of the branching ratio curves changes very little with different magnitudes $\alpha$ of the spectral phase step. Since the amplitude of the phase step influences the relative height of the temporal amplitude, but does not change the temporal phase characteristics much, it is likely that the mechanism depends mostly on the phase. The biggest effect on the branching ratios occurs at the narrow $nS_{1/2}$ resonance, as can be seen from the scaled total photoionization cross-sections included in figure 5.

With only one spectral phase step, control is limited to the resonance located at the centre of the optical pulse. It makes sense to extend the control by repeating the same phase-jump at each resonance under the spectral envelope. We therefore use repeated steps, as described by equation (22) and illustrated in figure 3. The position of the phase steps, which are repeated for every principal quantum number, is scanned as in the previous calculation. Figure 6 shows the resulting branching ratios. We see that, as anticipated, the branching ratios show greater variation, with lower minima and higher maxima. As in the single step case, the position of the
phase steps is more important than the magnitude $\alpha$, which again indicates that the temporal phase is more important than the temporal amplitudes. Although the temporal structure of the optical pulse is quite different compared to the single spectral phase step, the shape of the branching curves remains virtually unchanged (compare figures 5 and 6). This indicates that the basic mechanism is the same in both cases and that indeed we simply adapt to the periodicity of the Rydberg system.

Finally, we try to extend the degree of control by using pulsed spectral phases, as described by equation (23) and illustrated in figure 4. The height of the pulses is set to $\alpha = \pi$ and $\alpha = \pi/2$ and one leg of each pulse is fixed at a position which corresponds to a narrow $ns_{1/2}$ resonance. This position is chosen since it gives the greatest change in branching ratio for single and repeated steps (figures 5 and 6). We then scan the other leg of the pulse over one unit of the effective principal quantum number, in complete analogy with the two previous
calculations. The results are shown in figure 7. When the position of the scanned leg is \( n > 30.1 \), the branching ratios converge very closely on the branching ratios obtained in the previous calculation with repeated steps positioned at the \( ns_{1/2} \) resonances, which indicates that the first leg, fixed at the \( ns_{1/2} \) resonances, determines the branching ratio, and that the position of the second leg only is important for \( n < 30 \). For \( n < 30.1 \) the position of the second leg corresponds broadly to the \( nd_{5/2} \) resonances, and leads us to believe that the two phase-jumps act on either resonance in a rather independent manner.

5. Conclusions

The aim of this paper was to explore the potential of the application of novel phase-shaped pulses to Rydberg systems. Our calculations show that there is substantial potential for direct and intuitive control over these systems with shaped pulses. In particular, it is interesting to note that an apparently complicated temporal pulse may have a surprisingly simple structure in the frequency domain. The level of control achieved with simple manipulation of the spectral phase is encouraging, and, as our pulsed-phase calculations indicate, the effects are almost additive in nature, which may simplify intelligent coherent control tremendously (i.e. control based on an understanding of the physics of the system).

Further work has three promising routes. Firstly, one can include the full adjustability of the phase and shape the amplitude of the envelope. The parameter space will become intractable by simple mapping methods, and adaptive pulse-shaping and optimization algorithms [34] will be required. Secondly, we aim to elucidate the basic mechanisms of the control process. We are collaborating with Ch Jungen (Orsay, Paris-Sud) to calculate full wavefunctions and probability fluxes so that the dynamics of the system can be inspected more closely. This part of the project also involves a closer study of the complex excitation function, which describes the flow of energy between the electromagnetic field and the quantum system [35]. Finally, we aim to combine pulse shaping techniques with the two pulse schemes discussed in section 3.1 of this paper. Such hybrid schemes should have great potential for efficient control.
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