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How reliably can we infer diversity-dependent diversification from phylogenies?
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Summary
1. Slowdowns in lineage accumulation in phylogenies suggest that speciation rates decline as diversity increases. Likelihood methods have been developed to detect such diversity dependence. However, a thorough test of whether such approaches correctly infer diversity dependence is lacking.
2. Here, we simulate phylogenetic branching under linear negative diversity-dependent and diversity-independent models and estimate from the simulated phylogenies the maximum-likelihood parameters for three different conditionings – on survival of the birth-death process given the crown age, on tree size (N) and on tree size given the crown age. We report the accuracy of recovering the simulation parameters and the reliability of the model selection based on the χ² likelihood ratio test.
3. Parameter estimate accuracy: Conditioning on survival given the crown age yields a severe bias of the carrying capacity K towards N and an upward bias of the speciation rate, particularly in clades where diversity-dependent feedbacks are still weak (N ≪ K). Conditioning on N yields an overestimate of K and an underestimate of speciation rate, particularly when saturation has been reached. Dual conditioning yields relatively unbiased parameter estimates on average, but the deviation from the true value for any single estimate may be large.
4. Model selection reliability: The frequency of incorrectly rejecting a diversity-independent model when the simulation was diversity-independent (type I error) differs substantially from the significance level α used in the likelihood ratio test, rendering the likelihood ratio test inappropriate. The frequency of correctly rejecting the diversity-independent model when the simulation was diversity-dependent (power) is larger when the clade is closer to equilibrium and for conditioning on crown age.
5. We conclude that conditioning on crown age has the best statistical properties overall, but caution that parameter estimates may be biased. To assess parameter uncertainty in future studies of diversity dependence on real data, we recommend parametric bootstrapping, examination of the likelihood surface and comparison of estimates across the types of conditioning. To assess model selection reliability, we discourage the use of the χ² likelihood ratio test or AIC (which are equivalent in this case), but recommend a likelihood ratio test based on parametric bootstrap. We illustrate this method for the diversification of Dendroica warblers.
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Introduction

Over the last few decades, the use of molecular phylogenies to understand the dynamics of lineage diversification has grown rapidly (Rabosky 2009; Morlon 2014). A common observation is that clades appear to undergo an initial burst of diversification followed by a slowdown towards the present (Weir 2006; Phillimore & Price 2008). This pattern has attracted considerable interest and is often interpreted as evidence that a clad radiates and niches become filled, clad diversity feeds back negatively on the opportunities for further speciation (Phillimore & Price 2008; Rabosky & Lovette 2008a; Rundell & Price 2009; Rabosky 2013), although several alternative explanations exist (Pigot et al. 2010; Etienne & Rosindell 2012; Moen & Morlon 2014; Harmon & Harrison 2015).

Until recently, many tests for diversification slowdowns employed the gamma statistic, which was designed to test whether the temporal distribution of branching events on a reconstructed phylogeny departed from the expectation under a pure-birth process (Pybus & Harvey 2000). More recently, models have been developed to explicitly test whether rates of diversification depend on the number of extant lineages at any given point in time. While the first of these ‘diversity-dependent’ models ignored extinction (Rabosky & Lovette 2008a; Bokma 2009), new approaches have been developed that allow for non-zero extinction and thus account for extinct lineages, which have left no extant descendants but may still have influenced the dynamics of diversification in the past (Etienne & Haegeman 2012; Etienne et al. 2012). This modelling
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framework reconciles two widespread observations of diversity dynamics: that many clades undergo temporal declines in diversification and that extinction is a pervasive feature of the fossil record.

Diversity-dependent models are generalizations of the constant-rate (diversity-independent) birth–death process allowing for a decline in the per-lineage speciation rate as the number of lineages accumulates (Rabosky & Lovette 2008a). Increases in extinction rate with diversity are also possible, but these generally find little support from molecular phylogenetic data (Rabosky & Lovette 2008b). In addition to the initial speciation rate and the extinction rate, this model requires an additional parameter \( K \), representing the equilibrium species richness or ‘carrying capacity’ of the clade. Formally, \( K \) corresponds to the equilibrium value of \( N \) (the number of extant species) where the rate of speciation equals the rate of extinction. Alternatively, we can introduce a parameter \( K' \) that denotes the maximum (gamma) diversity of species that could exist in the absence of extinction. If all species are sympatric, then a possible interpretation of \( K' \) is the total number of available niches (although in this context the niche concept is often not clearly defined, McNerny & Etienne 2012a,b,c). In contrast, if all species are allopatric, then \( K' \) may be interpreted as the number of islands or regions that could generate allospecies. \( K \) and \( K' \) are related to one another, depending on the functional form of the diversity dependence, and below we give an example for linear negative diversity dependence of the speciation rate.

Given the observed branching times in an empirical phylogeny, the likelihood of the diversity-dependent speciation model and simpler constant-rate pure-birth or birth–death models can be calculated (Etienne et al. 2012) and model comparison can proceed via likelihood ratio tests or AIC. In addition to testing for evidence of diversity dependence, these models also return parameter estimates that potentially offer further insights into the dynamics of a clade’s diversification, including the initial speciation rate, the total number of available niches \( (K') \), carrying capacity \( (K) \) and whether the number of species in the clade has reached equilibrium \( (N/K = 1) \) or is still in an ascending phase (Etienne et al. 2012; Jonsson et al. 2012; Pyron & Wiens 2013; Valente, Phillimore & Etienne 2015). While this represents an exciting possibility, it is important that we understand the degree to which the parameters estimated from these models are reliable and whether model comparison leads to the (most) correct model being inferred.

Previous work exploring the performance of diversity-dependent models suggested that under certain conditions – when clades are young and/or governed by high rates of extinction – \( K \) is biased downwards towards the observed tree size \((N)\) and the initial speciation rate \((\lambda_0)\) is biased upwards (Etienne et al. 2012). However, the severity of these potential biases and the conditions under which they arise have yet to be thoroughly explored. Here, we examine this question using simulations across a broad combination of diversification scenarios. We assess the statistical performance of this diversity-dependent model in terms of (i) its precision and bias in recovering the simulation parameters, with a particular focus on \( K \), and (ii) the power to detect diversity dependence.

Because we always analyse extant phylogenies, the likelihood should be conditioned on survival of the birth–death process until the present (Nee, May & Harvey 1994; Stadler 2013). While the standard approach is to additionally condition on the observed crown age, it is also possible to condition on the tree size, \( N \) (Stadler 2013), or on both crown age and \( N \). These different forms of conditioning incorporate different amounts of the information contained in the phylogeny into the likelihood, and thus, we also examine how the choice of conditioning may influence statistical performance.

We find that when conditioning is on crown age or \( N \), parameter estimates (particularly for the clade-level carrying capacity \( K \)) are often biased. In contrast, simultaneous conditioning on crown age and \( N \) ameliorates the biases in parameter estimates but at the expense of greatly reduced precision. Furthermore, we find that standard likelihood ratio tests, or equivalently, AIC-based model comparisons, yield incorrect type I errors. We discuss the implications of these results for inferences regarding diversity-dependent species diversification and provide guidelines for future research. In particular, we recommend the use of parametric bootstrapping for a proper likelihood ratio test, and we illustrate this using the diversification of *Dendroica* (recently moved to the genus *Setophaga*) as a case study (Rabosky & Lovette 2008a; Etienne et al. 2012).

**Methods**

We assumed a birth–death model of diversification with the following rates of speciation and extinction as a function of diversity \( N \):

\[
\lambda(N) = \max(0, \lambda_0 - (\lambda_0 - \mu)N/K) \\
\mu(N) = \mu
\]

where \( \lambda_0 \) is the initial speciation rate. This dependence on \( N \) ensures that speciation and extinction rates equal each other at the ‘carrying capacity’ \( \lambda(K) = \mu \). This model is mathematically equivalent to a model with

\[
\lambda(N) = \max(0, \lambda_0(1 - N/K')) \\
\mu(N) = \mu
\]

under the substitution \( K' = \lambda_0 K/(\lambda_0 - \mu_0) \). We note that viewing \( K \) as the carrying capacity is just one biological interpretation of a mathematical parameter. Furthermore, we simply assume a linear negative diversity dependence, which is arguably the simplest way to incorporate diversity dependence. To assess model performance, we simulated clades under known combinations of parameter values, hereafter for brevity termed ‘diversification scenarios’. These were as follows: initial speciation rate \( \lambda_0 \) (0-5, 0-8), extinction rate \( \mu \) (0, 0-1, 0-2, 0-4), carrying capacity \( K \) (40, 80, \( \infty \)) and crown age (5, 10, 15). When \( K = \infty \), this corresponds to a constant-rate pure-birth (\( \mu = 0 \)) or birth-death (\( \mu > 0 \)) model. When \( K = 40 \) or \( K = 80 \), this corresponds to a diversity-dependent scenario with zero or non-zero constant extinction. We varied crown age to produce a range of diversification scenarios from young clades that are far from equilibrium to old clades that have reached equilibrium. We chose these diversification scenarios because they represent cases for which it is reasonable to apply diversity dependence to the whole tree. We argue that for older and larger clades, rate shifts (Alfaro et al. 2009) and decoupling of diversity-dependent dynamics (Etienne & Haegeman 2012) will make it highly unlikely that the clade has been governed by a single diversity-dependent process.
For each combination of parameter values, we used the R package DDD, v3.2 (Etienne et al. 2012), to simulate 1000 trees and estimate maximum-likelihood parameters for each tree under the (i) constant-rate birth-death model — estimating $\lambda_0$ and $\mu$ while fixing $K = \infty$ (two parameters), (ii) diversity-dependent model with extinction — estimating $\lambda_0$, $\mu$, and $K$ (three parameters). We used two starting values for each optimization of the diversity-dependent model to reduce the risk of convergence on a local rather than global optimum and checked manually for several simulations whether higher optima existed, which we found not to be the case. To assess how the form of conditioning influences model performance, we fitted each of these models using three different conditionings on: (i) crown age, (ii) tree size at the present and (iii) crown age and tree size. Mathematically, this means that we divide the likelihood that is conditioned only on crown age (but not survival) by the probability of both crown lineages surviving for conditioning (i) and, for conditioning (ii), by the probability of both crown lineages surviving and yielding precisely $N$ species at the present. For conditioning (ii), we assume a uniform prior on the stem age and integrate the likelihood for conditioning (iii) across all stem ages from $-\infty$ to the observed crown age. This is identical to what has been commonly done for the diversity-independent model when conditioning on tree size (Stadler 2013). In practice, this involves either numerically integrating backwards from the present or computation of the inverse of the large transition matrix, both of which are computationally costly.

For diversification scenarios where diversity dependence was operating ($K = 40$ or $K = 80$), we assessed the power to correctly infer diversity dependence as the proportion of clades where the diversity-dependent model was preferred to the simpler diversity-independent model on the basis of a likelihood ratio test with a single degree of freedom and significance level of $\alpha = 0.05$. For diversification scenarios where diversity dependence was not operating ($K = \infty$), we assessed type I error rate as the proportion of clades where the diversity-dependent model was incorrectly identified as the best fitting model. We applied this test only to simulations with $\lambda_0 = 0.5$ and crown age $= 5$, because larger values often generated extremely large trees, for which likelihood optimization proved unfeasible. Finally, for both scenarios, we assessed the bias of the parameter estimates as the tendency to overestimate or underestimate the true value, and the precision as the spread of the estimated values.

When conditioning on tree size alone, we would ideally simulate clades of a fixed size. However, simulations for fixed tree size are only feasible when the phylogeny can be simulated backwards, or branching times can be sampled directly from a known probability distribution or indirectly from simulations. Simulating backwards is impossible for the diversity-dependent model, because knowledge of the diversity at any point in time is needed to calculate the diversification rates. Similarly, while sampling branching times directly is possible for various models (Stadler 2011; Höhna 2013), it is not feasible for the diversity-dependent model (Lambert & Stadler 2013). Indirect sampling, using simulation approach of Hartmann, Wong & Stadler (2010), which lets the system run to extinction, subsequently samples points at which the number of species equals the predefined size and then reconstructs the phylogeny from these points, is not feasible because when $\lambda_0 > \mu$, the diversity-dependent process is extremely unlikely to become extinct once it has reached equilibrium, and hence simulations will take a very long time. Interestingly, this problem also underlies the complexity of the computation of the likelihood conditional on fixed tree size through numerical integration: when diversity dependence is substantial, there is a non-negligible probability that the stem age of a phylogeny is in the very remote past. Given these difficulties, all our simulations assume a fixed crown age (we consider three values: 5, 10 and 15). Although we acknowledge that conditioning on tree size alone will violate this assumption, Stadler (2013) found that for the constant-rate birth-death model, results are robust towards such violations and we expect the same robustness to apply here.

Results

PARAMETER ESTIMATE ACCURACY AND PRECISION

When clades are conditioned on crown age, the parameters estimated under the diversity-dependent model, and in particular $K$, are subject to large biases (i.e. the average estimate across many simulations is different from the value used to generate the simulated data) and therefore cannot be reliably inferred (Figs 1, S4–S6, Supporting information). The estimate of $K$ tends to be biased downwards towards the observed clade size, resulting in an overestimation of the true degree of clade saturation ($N/K$). There is also a tendency for $\lambda_0$ and $\mu$ to be overestimated. The extent of these biases is elevated when extinction is high and clades are young, corresponding to conditions in which the clades are far from equilibrium. The biases do not decrease substantially for larger trees (Figs S11–S14, Supporting information). We note that this does not conflict with asymptotic maximum-likelihood theory because using an increasingly larger number of trees to simultaneously estimate the parameters would cause the bias to decrease towards zero. Conditioning on tree size ($N$) also yields biased estimates, but with the bias in the opposite direction, with $K$ overestimated, and $\lambda_0$ and $\mu$ underestimated (Figs 1, S4–S6, Supporting information). In contrast to conditioning on either crown age or $N$, we find that conditioning on crown age and $N$ combined yields unbiased parameter estimates (Figs 1, S4–S6, Supporting information). However, this dual conditioning is accompanied by a severe loss of information and we find that parameters cannot be estimated precisely (i.e. we observe large variation in parameter estimates). In other words, this conditioning improves accuracy at the expense of precision. A substantial number of simulations show very unrealistic combinations of parameter estimates, with $\lambda_0$ and $\mu$ almost equal to one another, and $K$ well below the actual tree size (Figs S11–S14, Supporting information). This means that $K$ is high and there is hardly any diversity dependence. We consider these parameter set artefacts of maximum likelihood.

MODEL SELECTION RELIABILITY

The $\chi^2$ likelihood ratio test does not yield the correct type I errors (Fig. 2). That is, for a significance level of $\alpha = 0.05$, the type I error should be, by definition, equal to 0.05. The number of times the diversity-dependent model is incorrectly selected using the likelihood ratio test is, however, much larger than $\alpha$ under all three conditionings, with conditioning on crown age leading to most elevated type I errors. For this reason, the power to infer diversity dependence when it is actually operating is also not represented correctly by the $\chi^2$ likelihood ratio test. Nevertheless, differences in power for the same conditioning will still be correctly portrayed: power generally decreases as
extinction rate \( \mu \) increases (Fig. 2) and as the initial speciation rate \( \lambda_0 \) decreases (Figs 2, S1–S3, Supporting information).

Using the likelihood ratio that corresponds with a significance level of \( \alpha = 0.05 \) for the diversity-independent simulations to measure power in the diversity-dependent simulations, we find that the behaviour of the power as a function of extinction rate is similar across different parameter settings (black dots in power plots of Figs 2, S1–S3, Supporting information).

The mismatch between our type I error rate and the significance level used (Figs 2, S1–S3, Supporting information) is due to the fact that the conditions justifying the use of the \( \chi^2 \) likelihood ratio test are not satisfied (Wilks 1938; Tekle, Gudicha, & Vermunt 2016; Gudicha et al. 2016). For proper model selection, we recommend the parametric bootstrapping approach suggested by Tekle, Gudicha, & Vermunt (2016); Gudicha et al. (2016). The steps involved in this bootstrap approach, applied to our case of inferring diversity dependence, and incorporating a small correction suggested by North, Curtis & Sham (2002), are as follows:

1. Estimate the maximum-likelihood (ML) parameters under the constant-rate (CR) model and the diversity-dependent (DD) model and calculate the likelihood ratio (LR). We term this LR\(_{D0}\).

2. Simulate \( X_{CR} \) times under CR with the ML parameters of the observed data estimated under the CR model in step 1.

3. Estimate the ML parameters for these \( X_{CR} \) simulated CR data sets under both CR and DD, and calculate the LR for each simulated data set.

4. Compare the observed LR\(_{D0}\) with the distribution of LRs from the simulations. If the number of simulations with a larger LR than LR\(_{D0}\) is denoted by \( R_{CR} \), then the \( p \)-value of the test is \( (R_{CR} + 1)/(X_{CR} + 1) \).

5. Use a significance level of \( \alpha \) (e.g. 0.05) to accept or reject the CR model (type I error) and record the LR associated with this alpha, call this LR\(_{a}\). Note that this is the 100*(1 – \( \alpha \))th percentile of the LRs.

6. Simulate \( X_{DD} \) times under DD with the ML parameters of the observed data estimated under the DD model in step 1.

7. Estimate parameters for these \( X_{DD} \) simulations under both CR and DD using ML and calculate the LR for each simulated data set.

8. If the number of the \( X_{DD} \) simulations where the LR exceeds LR\(_{a}\) is denoted by \( R_{DD} \), then the power of the test is given by \( R_{DD}/(X_{DD} + 1) \).

This analysis is computationally time-consuming and therefore precludes its application to our simulated trees, because

---

**Fig. 1.** Bias and precision of parameter (\( \lambda_0 \), \( \mu \), \( K \), \( N/K \)) estimates obtained from diversity-dependent diversification models across 1000 simulations for a range of diversification scenarios (crown age: 5, 10, 15; extinction rate \( \mu \): 0, 0.1, 0.2, 0.4; intrinsic speciation rate \( \lambda_0 \): 0.8 and clade-level carrying capacity \( K \): 40), for three forms of conditioning. Thin horizontal black lines correspond to the true values used to generate the simulated data. The grey line in the bottom row corresponds to the value expected in equilibrium. In the box plots, thick solid lines, boxes and whiskers correspond to the 50th, 75th and 95th percentiles, respectively.

we would have had to apply it over 100,000 times (36 diversification scenarios each applied to 1000 trees and three different conditionings). However, for analysis of data sets typically used in empirical studies, this approach is practical and realistic. For illustration purposes, we applied the approach to the Dendroica phylogeny, for which strong evidence for diversity dependence was previously found (Rabosky & Lovette 2008a; Etienne et al. 2012), and which we confirm here (Fig. 3). The $P$-value (area to the right of the black arrow in Fig. 3) is very small, $<0.001$ (the resolution of the bootstrap), and the power of the test (area to the right of the blue arrow) is very high: 0.996. It is also clear that the LR distribution under CR deviates from a $\chi^2$ distribution with one degree of freedom (which is a monotonically decreasing function). The ML parameter estimates under the three conditionings are very different, with conditioning on tree size and dual conditioning yielding unrealistic values (Table 1). As argued above, we consider this an artefact of the maximum-likelihood method. There is a local likelihood optimum for both dual conditioning and conditioning on tree size that has parameter values similar to those for conditioning on crown age (which appear to be relatively unbiased for this data set, Fig. S15, Supporting information).

Discussion

PARAMETER ESTIMATE ACCURACY AND PRECISION

Our simulation study demonstrates that existing methods for inferring diversity-dependent diversification dynamics are subject to several major biases. The direction and magnitude of these biases depend heavily on both the true history of species diversification and the form of conditioning used. Conditioning on the observed crown age is the most widely used approach in phylogenetic analyses, but we find that this is often associated with strong biases in the estimated rates of speciation and clade equilibrium richness. In particular, estimates of carrying capacity tend to be biased downwards leading to the mistaken inference that clades are at or near saturation when in fact richness is still increasing. These biases are greatest when clades are young or subject to high rates of extinction. The estimates for the Dendroica clade seem unbiased; hence, this may be interpreted as true saturation.

An alternative to conditioning on crown age is to condition on the observed tree size. However, we find that parameters estimated using this approach are also subject to major biases, but operating in the opposite direction to when conditioning on crown age. In particular, we find that estimates of clade equilibrium richness are biased upwards leading to the mistaken inference that richness is still increasing when in fact clades are at or near saturation.

Given the biased nature of parameter estimates obtained when conditioning on either crown age or tree size, we also tested the effects of conditioning on both of these states. Our results show that this form of dual conditioning leads to less biased but very imprecise parameter estimates. For young clades or those diversifying under moderate rates of extinction, this uncertainty is so large that the estimated parameters cannot be meaningfully interpreted. These results extend previous findings for the diversity-independent model (Stadler 2013) and show that published likelihood-based inferences regarding...
the equilibrium richness of a clade or degree of saturation should be treated with extreme caution.

Uncertainty in parameter estimates is highest among young clades that are typically small and by themselves contain little information. This does not seem to be an effect of tree size only (Figs S11–S14, Supporting information). We caution that excluding these clades from analyses may lead to biased inferences regarding typical macroevolutionary dynamics (Ricklefs 1938; Tekle, Gudicha, & Vermunt 2016; Gudicha et al. 2016). A possible approach to remove this bias is to condition on tree size having a certain minimum value, but the statistical properties of this conditioning will need to be explored.

**MODEL SELECTION RELIABILITY**

We found that the $\chi^2$ likelihood ratio test to compare nested models, which is commonly used and which we employed here as well, is not valid for inferring the operation of diversity dependence, because the observed type I error does not correspond with the significance level used in the test. Using AIC as an alternative model selection tool does not resolve this, because model selection based on AIC is identical to the $\chi^2$ likelihood ratio test in nested models: a log likelihood difference of 2 units ($\Delta LL = 2$) between two models with one parameter difference ($\Delta n = 1$) translates to an AIC difference of 2 units ($\Delta AIC = -2 \times \Delta LL + 2 \times \Delta n = -2$) and a $P$-value of approximately 0.05 in the $\chi^2$ likelihood ratio test. The mismatch between type I error and significance level cannot be easily remedied by applying corrected AIC, AICc. First, the mismatch between assumed and observed type I error arises because one model is a boundary case of the other ($K = \infty$) rather than because of small sample size. Secondly, sample size is not well defined for phylogenetic trees. In particular, the likelihood of the phylogeny under a diversity-dependent model is not simply a product of likelihoods for each branching point, as is the case for the diversity-independent birth–death model after conditioning on tree size ($N$) (Maddison, Midford & Otto 2007; Lambert & Stadler 2013). Fortunately, proper likelihood ratio testing is still possible based on a parametric bootstrapping approach, as we outlined above. Although it is computationally costly, we anticipate that these costs are small compared to the amount of time and effort needed to collect data and build phylogenies.

The failure of the $\chi^2$ likelihood ratio test is probably due to the fact that conditions leading to the $\chi^2$ distribution are not met when the simpler model fixes a parameter of the more general model at a boundary of the parameter domain (Wilks 1938; Tekle, Gudicha, & Vermunt 2016; Gudicha et al. 2016). Here, this applies to $K$ which is infinite for the constant rate birth–death model. However, the result may hold more generally, for example in comparisons of the constant-rate birth–death model with the pure-birth (Yule) model, or the protracted speciation model (Etienne & Rosindell 2012) to the constant rate birth–death model. We therefore recommend that our bootstrap likelihood ratio test will also be applied in these cases.

When measuring power in the diversity-dependent simulations using the likelihood ratio that corresponds to a significance level of $\alpha = 0.05$ for the diversity-independent simulations, we found that the behaviour of the power as a function of the extinction rate is similar across different parameter settings. There may be one caveat: the parameter set on which the critical likelihood is based necessarily differs from the parameter set for which the power is computed, and these parameter sets bear no specific relationship to one another. For example, in Fig. 2, we used the critical likelihood ratio obtained from diversity-independent simulations with $\lambda_0 = 0.5$ and $K = \infty$ for power tests of simulations with $\lambda_0 = 0.8$ and $K = 40$, and alternative changes are used in Figs S1–S3 (Supporting information). In contrast, in our bootstrap likelihood

---

**Table 1. Maximum-likelihood estimates of the DD model parameters for the Dendroica clade under three different conditionings**

<table>
<thead>
<tr>
<th>Conditioning</th>
<th>$\lambda_0$</th>
<th>$\mu$</th>
<th>$K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crown age</td>
<td>3.04</td>
<td>0.17</td>
<td>24.59</td>
</tr>
<tr>
<td>Tree size</td>
<td>0.45</td>
<td>0.33</td>
<td>6.09</td>
</tr>
<tr>
<td>Crown age and tree size</td>
<td>0.00287</td>
<td>0.00279</td>
<td>0.656</td>
</tr>
</tbody>
</table>

---

test, the two simulation parameter sets are related because they are the ML parameter sets for one and the same real data set. Yet, because this difference is subtle, we believe that the similarity in the behaviour of the power as a function of extinction rate is robust.

Interpreted pessimistically, our analyses suggest that under currently available forms of conditioning, parameters estimated from diversity-dependent models are either biased or subject to such high uncertainty as to be of little practical use for parameter estimation. Therefore, the use of these models should be restricted to hypothesis testing, where our recommended bootstrap procedure will identify the accuracy of the inference. Optimistically, however, the parametric bootstrap can help identify the bias and uncertainty and it is possible that new forms of conditioning will be developed that partially or even completely ameliorate these problems.

Our results provide several guidelines when attempting to infer diversity-dependent dynamics. First, if the aim of the study was hypothesis testing and to ascertain whether the dynamics of diversification have been subject to diversity dependence, then it does not seem to matter much which conditioning is used, but in all cases power may be low. Secondly, parameter values obtained from diversity-dependent models should be interpreted extremely cautiously. In the case of single conditionings, parameter estimates are strongly biased but in opposite directions, while in the case of dual conditioning, estimates are subject to extremely high uncertainty. The magnitude of this uncertainty may be greater than the bias in parameters under single conditioning. To gain a quick overview of this uncertainty, one can compare parameter estimates for various initial values and across the different forms of conditioning; for a more thorough overview, we recommend plotting the likelihood surface (around the optimum). Alternatively, one can use parametric bootstrapping to obtain parameter uncertainty estimates (Fig. S15, Supporting information; e.g. Etienne, Morlon & Lambert 2014 for the protracted speciation model). The proposed bootstrap likelihood ratio test suggested above can provide the necessary uncertainty estimates, and thus these come at no extra cost. We note that this parametric bootstrap approach is limited to conditioning on clade size only because simulations under the other two conditionings are practically impossible.

Any meta-analysis based on estimated parameters (e.g. examining how carrying capacity $K$ or initial speciation rate varies across clades as a function of a covariate such as latitude) should explicitly account for parameter uncertainty when estimating the effect sizes and significance of these trends. The modelling framework to do this already exists, as it is possible to incorporate the squared standard error of parameter estimates into a phylogenetic meta-analysis (Ives, Midford & Garland 2007; Hadfield & Nakagawa 2010).

In this paper, we have focused on the question of whether the presence or absence of diversity dependence can be reliably detected by comparing a diversity-dependent model with its diversity-independent limit. We have not considered the question of whether detection of diversity dependence truly indicates that diversity dependence is operating, or whether other mechanisms (e.g. time-dependent speciation rates) can be mistaken for diversity dependence or vice versa. Future research dealing with this important issue will have to resolve the complication that comparison of non-nested models may strongly depend on the mathematical function used to implement the mechanism.

Whether species richness exists at some form of steady state or increases unbounded is one of the most fundamental questions we can ask about biodiversity. Along with the fossil record, reconstructed phylogenies are among the few sources of information that biologists have found to address this question. We therefore encourage further research in the development of methods that fully utilize the information encoded within phylogenies to provide reliable and robust inferences on the dynamics of species diversification.
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