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Abstract

Purpose – China is the world’s largest user market for digital technologies and experiencing unprecedented rates of rural-urban migration set to create the world’s first “urban billion”. This is an important context for studying nuanced adoption behaviours that define a digital divide. Large-scale studies are required to determine what behaviours exist in such populations, but can offer limited ability to draw inferences about why. The purpose of this paper is to report a large-scale study inside China that probes a nuanced “digital divide” behaviour: consumer demographics indicating ability to pay by electronic means but behaviour suggesting lack of willingness to do so, and extends current demographics to help explain this.

Design/methodology/approach – The authors report trans-national access to commercial “Big Data” inside China capturing the demographics and consumption of millions of consumers across a wide range of physical and digital market channels. Focusing on one urban location we combine traditional demographics with a new measure that reflecting migration: “Distance from Home”, and use data-mining techniques to develop a model that predicts use behaviour.

Findings – Use behaviour is predictable. Most use is explained by value of the transaction. “Distance from Home” is more predictive of technology use than traditional demographics.

Research limitations/implications – Results suggest traditional demographics are insufficient to explain “why” use/non-use occurs and hence an insufficient basis to formulate and target government policy.

Originality/value – The authors understand this to be the first large-scale trans-national study of use/non-use of digital channels within China, and the first study of the impact of distance on ICT adoption.

Keywords Digital divide, Technology adoption, E-inclusion/exclusion, E-science, Grid computing
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Introduction

In 2004 China commenced the “Village Access Project” to provide basic telephone services to rural areas and by 2008 had achieved connection of at least two workable telephone lines to 99.5 per cent of its total administrative villages (Xia and Lu, 2008). In the same year China became home to the world’s largest national population of mobile phone users (Cellular News, 2008) and the world’s largest national population of internet users (Macfie, 2008).
The geographical contrasts implied by the above figures have made China the subject of numerous “digital divide” studies. Though the origins of this term are found in the design of digital communications (Kronmiller and Baghdady, 1966), its use in relation to societal access to digital communications and computers was first made popular in 1998 in the US National Telecommunications and Information Administration “Digital Divide” report (McConnaughey et al., 1998). This was long after the importance of such access and use by all members of society had been recognised in the legislature, most notably in the “High Performance Computing Act of 1991” (US Congress, 1991). This Act included significant appropriations to support a National Research and Education Network and supported the work of the US National Centre for Supercomputing Applications from which emerged the Mosaic browser widely credited with accelerating diffusion of the web (Schatz and Hardin, 1994).

Academic studies of regional digital divides have emphasised inter-state and intra-state differences in access to infrastructure as an explanatory variable. Inter-state comparisons between countries at different levels of economic and technical development have tended to confirm a positive relationship between investment in infrastructure and social and economic benefits (Marton and Singh, 1991; Brown et al., 1995; Castells, 1996; Chen and Wellman, 2004; Warschauer, 2010). Studies that probe intra-state divides have shown that these macro-level relationships break down as we start to resolve local contexts, where a positive investment in infrastructure may be either negatively or positively correlated with the scale of the divide. This divergence is ascribed to more finely grained socio-economic factors that affect both organisational (Forman et al., 2002) and community uptake of digital technologies, ranging from barriers such as computer literacy (Light, 2001; Cushman and McLean, 2008; Zheng and Walsham, 2008; Bach et al., 2013; Choi and DiNitto, 2013) to the perceived value of the information products and services (Hoffman et al. 2000).

Such “digital divides” are often unhelpfully treated as binary divides between “haves” and “have nots” (Norris, 2001) where empirical observations sit in categories defined by a matrix combining multiple definitions of “who, with which characteristics, connects how to what?” (Hilbert, 2011). As this lens becomes more discriminating, for example, by more detailed segmentation of the population into smaller, more numerous groups, the permutations necessarily increase exponentially. This allows very finely grained distinctions between what defines membership of one side of the binary divide vs the other, but potentially obscures the far more nuanced inequalities and associated behaviours that arise from membership of the “have less” category (Qiu, 2009).

Not only will a binary lens miss these more nuanced forms of digital exclusion, they cannot be countered with policy instruments derived from that initial assumption. Policy instruments based on a binary lens will focus on what is generally true for most of the population rather than exploration of barriers affecting those at the margins of society who may be found at the extremes of the population distribution. This should improve the situation for the majority but this may increase the relative divide for those who are missed.

For example, whilst computer access and computer literacy are important explanatory variables for modelling a binary digital divide, even if these factors are universally addressed a digital divide will not only remain, it may grow (Bach et al., 2013). Indeed the increases in socio-economic inequality and social exclusion in the USA (Bach et al., 2013) since the High Performance Computing Act of 1991 (US Congress, 1991) raises similar cautions about the evidence base from which policy assumptions about computer use are derived to those posed by Solow (1987) in relation
to industry’s use of computers that “you can see the computer age everywhere but in the productivity statistics”. Bach et al. (2013) highlight this disconnect in relation to broadband policy, citing Eubanks’ (2011) conclusion that the validity of key assumptions were “dangerously unexamined”.

Once the most obvious inequalities of access are addressed for the majority, there is the further problem that the binary lens may prove too crude to even resolve populations for whom a digital divide remains. There is some evidence of this in the UK where 90 per cent of the population are now classed as internet users (World Bank, 2015). Here detailed studies of media use and attitudes reported by the UK Communications Regulator, Ofcom, as part of their obligations under the UK 2003 Communications Act, note “one in eleven children do not use the internet at all, in any location” but that “no particular socio-economic group is more likely not to use the internet at all” (Ofcom, 2012). That such a large population of non-users cannot be discriminated on any socio-economic criteria suggests that the current demographic analysis needs to be refined.

In this paper we focus on the challenge of trying to “see” and understand these more nuanced forms of digital exclusion in very large populations. We approach this in two ways: through computational methods that scale efficiently as we study larger populations, and also by extending the socio-economic lens we use to try and improve the resolution with which we identify more nuanced behaviours.

To access the required quality and quantity of data we work with a very large commercial company in China. Though this introduction has framed the research in a policy domain, this choice recognises that exclusion is countered by a better understanding of user needs by both policymakers and by business. In particular the latter, as business should be able to respond very quickly to the opportunity to convert a “non-user” to a “new user” as they re-focus business processes from what one of the pioneers of internet search engines, Joe Kraus, described as “dozens of markets of millions of consumers” to “millions of markets of dozens of consumers” (Day, 2013).

Preserving the “visibility” of excluded user needs as markets globalise and suppliers grow in scale and efficiency
The fastest route to inclusion is identification of a new and unsatisfied combination of user requirements that characterise a group large enough to be commercially viable to design and produce for.

However, as domestic suppliers search for the more nuanced segments that characterise non-use, these groups tend to get progressively smaller and hence diminishing returns eventually limits the proportion of a national population who will have their needs addressed in this way (Verdegem and Verhoest, 2009). This proportion has some geometric dependency on the size of the domestic market as when the market segments of “dozens of consumers” anticipated by Kraus (Day, 2013) become commercially viable in a country of the size of the UK, the same characteristics may define a more profitable segment containing thousands of consumers within a country of the size of China (ONS, 2014; World Bank 2014).

Globalisation of markets therefore offers the promise of “scaling up” domestic demand to include similar user needs in much larger populations, giving suppliers potential economies of scale, reducing pressure on prices and hence accelerating inclusion. However, greater economies of scale in global markets that are open to competition also increase the minimum efficient scale required to be competitive and results in a market “shakeout” that reduces the spread and diversity of competitors (Teece, 1993).
Though the dot.com bubble provides an extreme example of such a “shakeout”, with the NASDAQ composite historical peak still marking that event 14 years later (NASDAQ, 2014), the general point identified by Gort and Klepper’s (1982) analysis of the diffusion of 46 new products introduced between 1887 and 1960 is that “the structure of markets (in terms of number and composition of producers) is shaped, to an important degree, by discrete events such as technical change and the flow of information among existing and potential producers”. Such analysis today would draw on increasing recognition, and encouragement, of the active role of the consumer as a cooperative part of the production process, resonating with Parsons’ (1951) “relationships of cooperation with others in the same ‘productive’ process”, and reflected in the “professional-consumer dialectic” of Gartner and Reissman (1974) (Huber, 1976), Toffler’s (1980) “prosumer” and Prahalad and Ramaswamy’s (2000) value co-creation.

The impact of active consumers on market structure and diffusion of products and services is “most obvious in the digital domain” (Ritzer, 2014) as in a global digital economy, technical change and the flow of information are strongly coupled. Active consumers are a highly visible part of the business process and act to ensure that the output of the co-production process takes account of their needs and values. Non-users however are not a visible part of the process, and if Ritzer’s (2014) view of the future impact of the Internet of Things is correct, with ad hoc networks of machines acting as negotiating proxies for digitally engaged human “prosumers”, then non-users are at risk of increasing marginalisation across a widening digital divide.

This gives us two basic categories with which to explore the digital divide in large-scale consumer data: users who are “digital-visible” with varying degrees of activity, and non-users who are “digital-invisible”. Note that, whilst all non-users are “invisible” to a digital economy in which consumption signals preferences, it does not follow that non-users are necessarily at risk of exclusion as they may be electing to use alternative technologies, and be able to afford to do so regardless of any increased cost. The digital-excluded are thus a subset of the “digital-invisible” and need to be distinguished from those who elect to be non-users if policy instruments are to be targeted effectively.

We must also take care with how we define use of a digital technology that leads to visible engagement with the digital economy. We define “digital visibility” as use that explicitly and synchronously establishes a personally identifiable digital trace in the consumption record. For example, a consumer may use mail or the internet to order the same product, from the same supplier, using the same payment method. In both cases a data trace is established in the invoice order processing system, but it is only by using the internet that the consumer synchronously establishes and validates that trace. With mail order the record is established and validated instead by the company.

As digital markets globalise, shakeouts increase the scale and efficiency of suppliers, and users become more actively engaged in co-production, a key policy concern is whether the needs of the potentially excluded become more or less “visible” in Gort and Klepper’s (1982) “flows of information” and can therefore help shape the market?

Here, geometric considerations offer a further insight. As the geographic boundaries of a market expand and scale returns reduce the number of competing producers, the result is a necessary increase in the average physical distance between suppliers to a market and between suppliers and consumers. Though consumers are presented with a range of direct and indirect market channels it is instructive to contrast Coughlan’s
(1985) highly cited work on market channel structure that indicated profit maximisation by use of indirect “marketing middlemen” with the 2014 poll of 580 senior marketing executives by Accenture that found one third predicting digital market channels to account for 75 per cent of their media budgets by 2019 (Parsons, 2014). Coughlan’s (1985) analysis had ignored the impact of economies of scope or scale whilst digital market channels offer both and are able to dis-intermediate other parties by using (Parsons, 2014): “data to target, data to personalise, data to analyse return on investment. In other words – direct marketing”. Digital market channels are therefore evolving to become direct market channels.

There is no natural limit to the scale efficiencies offered by direct market channels in a global digital market. Ultimately this means that the physical distances between producer and consumer can be of the same scale as the market: global, with consequences for market structure that may be inferred from Chandler’s observation, quoted in Teece (1993), that:

The critical entrepreneurial act was not the invention-or even the commercialization-of a new or greatly improved product or process. Instead it was the construction of a plant of the optimal size required to exploit fully the economies of scale or those of scope, or both.

The same objectives are reflected in Oracle’s consolidation of its 40 data centres in 2006 to two major facilities in the USA (Oracle, 2014), and the Range International Information Group’s collaboration with IBM to build a data centre in China, planned for completion in 2016, to host China’s global cloud computing services and set to be the size of the Pentagon (Range, 2013; IBM, 2011).

The potential significance of this increase in physical distance on the characteristics of the digital divide reflects its impact on Gort and Klepper’s (1982) “flows of information” among existing and potential suppliers and customers. The introduction of such “factors preventing or disturbing the flow of information between potential and actual suppliers and customers” may be understood as increasing a “psychic distance” that impedes understanding of one party by the other (Evans et al., 2000; Evans and Mavondo, 2002; Johanson and Vahlne, 1977; Johanson and Wiedersheim-Paul, 1975; Vahlne and Wiedersheim-Paul, 1973).

Though the value of psychic distance as a management tool has been contested (Stöttinger and Schlegelmilch, 2000), it is clear that it reflects impediments to understanding why certain behaviours are expressed. It is also generally acknowledged that geographical distance is one of the most significant antecedents of psychic distance: “Indeed, simple geographical distance turns out to be more than three times as important as cultural distance” (Håkanson and Ambos, 2010). Håkanson and Ambos (2010) also conclude that information flows, and hence competitiveness, can be highly sensitive to geographical proximity, citing the case of a German-domiciled pharmaceutical company that ascribed significant improvements to its competitiveness by locating its “Eastern Europe” hub a relatively short distance across a common border into Austria, rather than anywhere in the former East Germany.

If we accept the general points that increased geographical distance has a negative impact on information flow and that in a “direct digital economy” this is compensated for using “data to target, data to personalise, data to analyse return on investment” (Parsons, 2014), then it appears evident that as geographic distance increases, product development will be increasingly informed by “actual customers” on one side of the digital divide rather than the “potential customers” on the other.
A recent example of this is the development of Google Wave, a product designed to improve upon e-mail as a collaboration tool by combining features of shared document applications and social media that had already established significant user communities. “Wave” was released to developers and invited users by Google in 2009, opened to the general public in May 2010, with a decision to discontinue the product advertised just three months later (Wave, 2013). The relatively limited opportunity to bring in “potential users” who were new to these technologies reflected a strategy for market expansion that framed this product’s development in terms of combining the expressed needs of existing users of competing and complementary products that might migrate to “Wave”. The Google CEO Eric Schmidt articulated this strategy in the year “Wave” was first released (Arrington, 2009): “We’ve always taken the position of we want to do things that matter to a large number of people at scale. [...] We don’t want to work on problems that only affect a small number of people”.

This strategic focus on large segments described by relatively homogeneous needs in a globalising market is logical for companies with the potential to be global-scale suppliers. It is also a strategy likely to receive positive feedback in a globalising market, as any sensitivity to physical distance that might negatively impact market segmentation and potential market share can be masked by sales growth due to that underlying market expansion. This has two potentially adverse consequences for the digital divide:

1. A supplier will tend to promote growth through targeting more consumers that display the same demand behaviour, thus ignoring “non-users” who are excluded both at home and abroad.

2. Since the supplier only samples one part of the distribution of demand characteristics, i.e. existing users of direct digital market channels, they are less able to understand “what” is distinctive about their customer group, “why” this consumption behaviour is being expressed and “how” it might evolve in future. This makes it harder for suppliers to identify new user requirements amongst existing users and unsatisfied requirements amongst non-users.

This latter point may appear counter-intuitive as companies such as Google and Amazon have demonstrated machine-learning approaches that deliver commercial value from establishing “inference free” associations between product purchases, and between product purchases and consumer demographics. However, despite claims that machine learning “provides the effective means for modeling and predicting a human subject’s desires” (Chatzis and Demiris, 2012) such approaches focus on existing users in large groups for pragmatic and computational scalability reasons (Chatzis and Demiris, 2012; Zegarra and Efremenko, 2011). It is this focus on similarity and distinctiveness amongst existing users that limits any ability to infer that non-users have different demographics, nor that such differences that may exist necessarily explain, far less predict, why “a human subject” is a non-user of services like Google and Amazon. It follows that if non-users are not understood, then users are not fully understood and hence that product development is adversely impacted for both groups.

In summary, whilst globalising markets offer enhanced prospects for excluded segments to meet the test of commercial viability and hence for the digital divide to be reduced, we argue that this will not occur if scale efficiencies impede the flow of information required to identify non-user needs, or global-scale suppliers adopt
strategies that reduce relative investment in understanding more nuanced user requirements. Making the requirements of non-users more “visible” in a global digital economy is an important focus for policy interventions, with potential benefits for both user and non-user groups. We address this in the present study by focusing on digital payment technologies as a key enabler of access to, and visibility within, China’s digital economy. In what follows we attempt to probe more nuanced user needs found in populations with demographics indicating an ability to pay by digital methods combined with behaviour that suggests a lack of willingness to do so.

Method and data
This paper sets out to explore nuanced consumer behaviour amongst non-users of digital payment technologies in the context of a globalising digital economy. Such behaviours may prove to be exhibited by a very small proportion of the overall population, described in statistical terms as “outliers”. The difficulty of using small samples of an unknown distribution to identify outliers in the overall population has long been recognised (Hume, 1739) and hence the first requirement of the data for this study was that it should be large in scale relative to the population being studied.

The second requirement of the data is that it should capture the behaviour of users and non-users, contain demographic data that may allow these groups to be distinguished, and keep other factors as comparable as possible. In relation to use and non-use of digital payment technologies, this means that the data should arise from consumption of the same products and services from the same supplier, where both use and non-use of digital payment technologies are viable alternatives.

The location of the work in China addresses scale requirements in both market size and geographic extent, setting it in the context of the largest synchronous electronic market in the world: a single time-zone encompassing nearly one quarter of the world’s population and the majority of current global economic growth (Figure 1).

The infrastructure required to combine expertise, confidential data and distributed computational resources from both Europe and China was established through complementary investments in grid computing facilities by the Chinese Academy of Sciences (CAS) and the UK Economic and Social Research Council (see Acknowledgements). This was enhanced by the development of the EU-funded Trans-Eurasia Information Network: the “first large-scale research and education network for the Asia-Pacific”, giving more network bandwidth between the EU and China, and much shorter network latency (TEIN, 2014), both of which improve the efficiency of distributed computing interactions.

Building on an established collaboration with the Computer Network and Information Center of the CAS, access was brokered to a company within China that had sufficient scope and scale of operations to meet the above data requirements. The general characteristics of this company’s operational data were:

1. consumption and market channel data for millions of consumers across China over a period of years;

2. a diverse range of alternative market channels, including “digital” options such as online sales and electronic payments, and “physical” options such as shops and cash, allowing consumption records of both users and non-users of digital channels to be captured; and
(3) a set of products responding to diverse consumer preferences, including “premium” and “value” offerings across product lines that range from highly differentiated branded products to generic consumables, with promotional campaigns targeting a wide range of consumer demographics.

Though a similar scope and scale of data might be found in a number of countries, a particularly distinctive quality of this data arises from China’s preference for “Face to Face” transactions (Haley, 2002), and in this case the requirement for all customers to have a validated account prior to purchase. This allowed all transactions to be unambiguously linked to a single consumer regardless of their timing, market channel or payment type, and hence for each individual consumption trace to be linked to a consumer’s demographic data. These demographic data are listed in Table I, and include a new demographic: “Distance from home”, that arises from the ability to associate each consumer with a government-registered address.

Though the collaboration offers access to very rich and large-scale data, it does not follow that a result from the study is generalisable. The data requirements articulated
above have the principal objective of improving the ability to resolve nuanced behaviours by setting them against a background where variance in other factors is deliberately minimised. It is for this reason when we introduce “Distance from home” as a new demographic that can range in any direction across the whole of China, that we deliberately focus on one urban location so that its role can be more clearly articulated. Commercial confidentiality prevents the precise location from being disclosed, however the city falls within the “Tier 2” category (Atsmon et al., 2012) and is an example of a developed Chinese city with significant growth potential.

The following observations arise from studying all the active customers at this location, a population measured in tens of thousands, however, the preceding “ceteris paribus clauses” (Kincaid, 1996; Earman and Roberts, 1999) potentially limit the generalisability of resulting observations and hence we classify this as exploratory research.

Building a scalable, collaborative platform to access and analyse “Big Data”

The collaborating company’s decision to give access to the above data was contingent on availability of a computing resource that was compatible with the scale of the data, and complied with corporate security requirements. Available computing models included highly scalable cloud solutions with third-party providers and an established grid facility in partnership with the CAS running across the TEIN infrastructure (TEIN, 2014). Though both models met the scale requirements, these distributed computing solutions move the data to the computation and hence challenge “data sovereignty”: the requirement of the company to keep their data within set geographical boundaries and a single legal jurisdiction.

The solution was to move the computation to the data and build a collaborative platform that was embedded within the company’s core data centre (Lloyd et al., 2013). The platform was subjected to a process of testing and certification to ensure that it aligned with existing corporate information technology and communications policies, including International Organization for Standardization certification, and could be managed within existing business processes and reporting structures.

Once system testing and certification had been completed, data were extracted as a sequence of tables from the master record to construct a separate image of the

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value range</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>18-88</td>
</tr>
<tr>
<td>Gender</td>
<td>M(ale)/F(female)</td>
</tr>
<tr>
<td>Spouse age</td>
<td>18-88</td>
</tr>
<tr>
<td>Spouse Gender</td>
<td>M(ale)/F(female)</td>
</tr>
<tr>
<td>Education</td>
<td>Middle school, high school, junior college and up</td>
</tr>
<tr>
<td>Occupation</td>
<td>Retired, unemployed, engineer/technician, sales personnel, freelance, self-employed, general staff, manager</td>
</tr>
<tr>
<td>Distance from home</td>
<td>0-3,300 kilometre (see Figure 6 for distribution)</td>
</tr>
</tbody>
</table>

*Table I. Data on demographics of sample population with the “Tier 2” city (Atsmon et al., 2012) used in the present study*
corporate database. This facilitated data abstractions via SQL queries or more complex transformations via PERL scripts, and enabled all data relationships to be verified.

Data cleaning initially proceeded by searching for inconsistencies, such as calendar errors, or malformed/missing characters, such as postcodes that had inappropriate values or were too short. Whilst this is an important step in data cleaning, and can be largely automated, it is important to note that the analytical approach being used here (discussed in the following section) searches for meaningful patterns in the data. If the data is incorrect then the patterns will be meaningless, however if patterns are dominated by the way the data have been collected and collated, rather than the underlying behaviour, then their meaning is obscured and no inferences about why behaviour occurs should be drawn. Such patterns can be very strong, for example, when a company grows through acquisition, the customers it inherits in new geographical locations may exhibit very different behaviours to those it has attracted to its own brand. After systems integration this data provenance can be lost, yet is key to understanding why geographical location explains behavioural differences statistically, but offers no meaningful insight into why such behaviour exists.

To help identify such artefacts required a review of the business processes within the company, from sales to order fulfilment. This involved interviews with analysts and senior management, including the Chief Information Officer, to get a top-level view of business processes and, in particular, any historical changes that may affect the current data record. These views were then resolved against “bottom up” perspectives on the same business processes through process walk-throughs and interviews with staff in production, dispatch and in a shop setting where the customer experience of sales promotion and the purchasing process could be understood.

This exploration of the link between the data and the business processes was highly iterative, because anomalies could arise at any stage of the data cleaning and analysis, and necessarily collaborative, because such anomalies needed to be resolved quickly. A 7-8 hour time difference between collaborating sites gave an opportunity to reduce cycle times with overlapping working day slots used for conferencing and to pass queries over for resolution by the next working day. This was supported by on-site face-to-face training in systems management and use of the data analysis tools, with every step in the analysis logged for audit or replay, allowing the identification of any anomalies to be replicated and analysed independently.

Once this data cleaning was complete we were able to test whether the data set would allow the modelling and prediction of the nuanced forms of behaviour that were the focus of the project, using analytical methods that that scaled up to “Big Data”.

Mining “Big Data” and modelling behaviour

“Big data” and “data mining” have been presented as components of a new, “fourth paradigm” of science (Hey et al., 2009) that elevates the importance of the empiricist epistemology. Unfortunately this elevation has been used by some to frame a polarised debate in which inductive and deductive research methods are criticised as if they were mutually exclusive substitutes rather than complements, leading to some extreme conclusions about data mining (Anderson, 2008): “There is now a better way. Petabytes allow us to say: ‘Correlation is enough’. We can stop looking for models. We can analyze the data without hypotheses about what it might show. We can throw the numbers into the biggest computing clusters the world has ever seen and let statistical algorithms find patterns where science cannot”.
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Correlation can be “enough” to deliver business value, such as the 700 per cent increase in sales of both toaster pastries and beer prior to hurricane activity observed by Wal-Mart (Hays, 2004) that allows Wal-Mart to use weather forecasts to reduce stock-outs and improve total sales performance. However it is the ability to infer something from such correlations that engages a wider range of corporate expertise in formulating a potentially more effective organisational response.

This is exemplified by the often-quoted, story of Wal-Mart discovering a correlated increase in sales of diapers and beer on Friday night. This was explained by Hayes (1996) as “men in their 20s who purchase beer on Fridays after work are also likely to buy a pack of diapers” and reportedly led to a decision to promote both products in the same aisle location that, in turn, resulted in improved sales. Though entirely apocryphal (Power, 2002), the story illustrates how a correlated “what” and “when” becomes an opportunity to promote sales only after the socio-demographic contexts of age, gender and employment are added so that management can draw inferences about “why” the behaviour occurred.

In the present study we take a complementary approach, using inductive methods but employing deduction to steer them. For example, deduction is evident in the way the sample has been constructed to help focus the study, reflected in the “ceteris paribus clauses” discussed earlier. Deduction is also used in the final stages of data cleaning to test hypotheses about behaviours derived from interviews with experienced senior management. This tests whether recognised behaviours can be modelled and predicted using a “data-mining” approach, and whether such models can be contextualised and interpreted by management to support decision making. Examples from earlier large-scale studies in the financial services and telecommunications sectors range from simple calculation of the average length of time a mortgage is held, to modelling the demographics of “high-churn” customer groups. In all cases the analyses are performed without access to the earlier studies that they are expected to confirm to allow a collaborator to independently validate the results.

Following this validation process we take a more inductive research approach to explore behaviour in the sample, employing a highly scalable (multi-threaded) data-mining tool, C5.0 (Rulequest Research, 2012), to discover whether a range of use/non-use behaviour can be classified in terms of distinctive socio-demographics.

C5.0 is, in computing terms, a highly scalable development of C4.5, ranked as the most influential data-mining algorithm at the IEEE International Conference on Data Mining in 2006 (Wu et al., 2008). C5.0 has been validated in a very wide range of application domains at large scale, including remote weather assessment by the US Naval Research Laboratory (Bankert and Hadjimichael, 2007), satellite image processing by the US Geological Survey (Fry et al., 2009), supply chain management (Emerson et al., 2009), the “value” of air passengers (Chiang, 2012), economic modelling (Chen et al., 2015), fraud detection in banking (Song et al., 2014), pricing in financial markets (Basti et al., 2015), bioinformatics (Chu et al., 2014; Shao et al., 2015), geoscience (Akkaş et al., 2015) and numerous diagnosis and patient management applications in medicine (Sanga et al., 2009; Gupta et al., 2010; Gilchrist et al., 2011; Son et al., 2012).

The use of this de facto standard is a deliberate methodological choice given the commercial confidentiality associated with the data source. Since confidentiality prevents direct replication of the results a novel algorithm would tend to increase the number of hidden degrees of freedom and hence reduce the validity of any conceptual replication (Pashler and Harris, 2012).
A key concept in the construction and interpretation of decision trees using C5.0 is “information gain”. If, for example, we are looking at the predictors of the uptake of a digital service like eHealth and find (Kontos et al., 2012): “the most significant differences in eHealth use were across SES [socioeconomic status] (either by education, income, or both) and by age and sex”. Then it is clear that these attributes must contain information that helps explain behaviour across the sample.

Though Kontos et al. (2012) used logistic regression to model the observed behaviour, C5.0 also has to evaluate how much of the observed behaviour is explained by each attribute. C5.0 then splits the sample according to the attribute that provides the most information gain, then splits the subsample by the attribute that provides the most information gain and repeats until the sample cannot be split any further.

The decision tree that results may be very large as the only measure used to steer the process is how well the tree fits the data. A tree that is allowed to grow as large as the data set may classify known objects perfectly but be of little predictive accuracy for new cases as it necessarily reflects any statistical irregularities or idiosyncrasies of the original data (Quinlan and Rivest, 1989). This outcome is described as “over-fitting”. For example, if the sample used to build the decision tree contains 100 patients and a tree with 100 “leaf nodes” results, then the ability to predict an outcome for each known patient is perfect, but the model may not be able to predict a likely outcome for a previously unseen patient and hence has little practical value.

With C5.0 therefore, the objective is to minimise the error rate when previously unseen cases are presented and so candidate trees are pruned using heuristics derived from the Minimum Description Length Principle (Rissanen, 1978). This penalises over-parameterisation, and may be thought of as a cautious application of Occam’s Razor (Kohavi and Quinlan, 2002) to “shave away” parts of the model that add complexity but have little information value. Returning to the study by Kontos et al. (2012), this means that a C5.0 decision tree is likely to include socio-economic status, age and gender, but “shave away” splits based on race/ethnicity given their observation that (Kontos et al., 2012): “Among online adults, there was little evidence of a digital use divide by race/ethnicity”[1].

Pruned, smaller trees are not only expected to have greater predictive accuracy, the tree structure is also easier to follow and the segments (the population represented by each “leaf”) showing similar behaviour are necessarily larger. From an economic perspective such segments represent distinctive market segments for which the combination of product/service design criteria is unique, and the more each segment can be grown then the more likely it is to become commercially viable to pursue.

The fully pruned tree not only has the attributes with most information gain at the top, by the same virtue it also tends to have the largest groups defined by higher leaf nodes, leaving the lower leaf nodes to describe smaller groups with more nuanced behaviours. The weight given to each attribute and the resulting order of most significance represented by the tree may change as more data and/or data over longer periods are included, either through improvements in the discriminatory power of the model or gradual changes in market structure in which new forms of behaviour become dominant and old ones die away.

An example of the emergence of new behaviours is the “EU Effect” studied by Bekaert et al. (2012) where one impact of market integration and convergence is that industry sector rather than geography has become the most significant determinant of valuation differentials. This reverses a traditional view of market segmentation in Europe and if this causes changes in actual investment behaviour, then applying C5.0...
to sequential samples of investment behaviour would yield a series of models in which splits by geography were initially in the position of most significance at the top of the tree, but gradually move down the tree as industry sector gradually moves up.

The implication of this for interpreting tree structures in a single time frame is that the lower branches of a model capture significant behaviours today that may become dominant or die away. Distinguishing between the two is critical for a supplier’s product development and strategic positioning, and illustrates why Anderson’s (2008) argument that “Correlation is enough” falls short. Emergent and obsolete behaviours may be correlated with equal strength and hence cannot be discriminated in the short term without an attempt to understand “why” these behaviours exist.

Exploring willingness and ability: physical vs digital payment methods
From our sample we selected consumers who had established a pattern of repeat purchases, allowing us to separate out consumers that may have rejected the products being offered rather than the channels.

The company uses cash and cheques as “physical” payments methods and a wider variety of “digital” payment methods that include (Figure 2); bank transfer, credit cards (cleared predominantly through China’s Central Bank regulated UnionPay), Electronic Point of Sale and Alipay. Alipay is a privately owned third party online payment service providing services analogous to PayPal in other parts of the world, but with over 700 million user accounts reported at the end of 2012 (Wee, 2012) and claiming more than 8.5 million transactions daily (Alipay, 2013)[2].

This variety of payment methods allowed us to split the population into two sub-sets: “Digital” and “Physical” as proxies for the “Digital Visible” – those who necessarily leave an authenticated digital data trace, and “Digital Invisible” consumers, those whose interactions require physical exchanges and for whom any digital record is created by the company. The behavioural traces over time are illustrated in Figure 2 where the relationship between product choice and payment method is shown.

The confidentiality agreement required for this collaborative analysis of a large commercial database prohibits identification of the precise numbers in each category, however we encountered a common problem in the diffusion of technology: that the populations are heavily skewed towards specific, usually long-established, channels. Accordingly we took care in the model building process to ensure that the samples of both behaviours were balanced.

Figure 2.
Relating consumption and payment method over time: establishing “pathways” through sales channel technologies that determine whether a digital trace is established.
Other skews were also evident in the sample, for example age and gender, which is plotted in Figure 3, against the demographics for China overall. Here we see a sample in which women between 20 and 50 years of age are significantly over-represented, with men over 40 generally under-represented. From an inductive data mining perspective this type of skew in the sample makes age and gender strong sample descriptors and hence attributes that the C5.0 data-mining algorithm might be expected to pick up as having significant information gain and place high up in the tree resulting from the modelling process.

In fact, C5.0 analysis showed neither age nor gender to be highly significant in terms of explaining observed behaviour, and part of the reason for that is evident when these demographics are viewed in terms of the target behaviour: use of digital vs physical payment methods. This abstraction is shown in Figure 4, where we see that age and gender have much less information value in describing population splits than those shown in Figure 3 and hence are candidates for pruning away from the resulting decision tree.

It is important to note however that age describes more variation in the sample than gender, and interesting to observe that younger men appear to prefer digital payment methods in comparison to women of the same age, a preference that reverses at age 50.

In terms of the remaining traditional demographics of education and occupation, the variation was of a similar order, however, it is not the relatively low value of traditional demographics in explaining behaviour that requires explanation here, rather it is the relatively high explanatory value of a new demographic: “Distance from Home”.

**Distance from home: hukou**

China’s hukou system was introduced in the 1950s to regulate population mobility, and is still used to determine access to social benefits, including healthcare and children’s...
education. As China’s economy has grown, increasing economic incentives for workers to migrate has led to China’s urban population exceeding its rural population for the first time in 2011, with recent estimates of the population separated from their hukou households now standing at 271 million (NBSC, 2012), a figure equivalent to one third of China’s economically active population (ILO, 2012).

It should be noted that the hukou system does not prohibit movement and hence the economic attraction of rural migration is countered by the social benefits of maintaining a “hukou” home, reflected in large numbers of “Circular Migrants” who move back and forth between their hometown and employment. In Hu et al.’s (2011) study of migrant workers in China the proportion of migrant workers classified as “circular migrants” in their sample was 92 per cent. As circular migrants are, by definition, economically active, this would equate to some 30 per cent of the economically active population overall.

With such a high proportion of any population sampled through consumption being likely to have split geographical ties and high mobility, the hukou address becomes a potentially important demographic. We plot the hukou addresses for our sample in Figure 5 and this clearly shows a pattern of migration that extends across the whole of China. To account for this in our model we define a “Distance from Home” for each customer calculated using the Haversine formula from the longitude and latitude of the postcodes associated with the shop and the customer’s registered hukou address. There are two important points to note here:

(1) There is only one shop in the city and the shop is the administrative unit for all sales across all market channels in that city, regardless of whether they arise from physical presence of a customer within the shop or from a direct sale

![Figure 5](image)

**Figure 5.** Sampling a customer population in one city in China

**Notes:** Plotting the registered home addresses of each customer shows a very wide distribution extending over 3,000 kilometres. The precise distribution is shown in Figure 6 and relates to customer accounts measured in tens of thousands.
through the internet, fax, telephone or mail order. The shop data therefore includes all customers in the city.

(2) The postcodes associated with the shop and the customer’s registered hukou address are large in terms of population cover, and preserve anonymity of the individual consumer. However, they are relatively small in comparison to the scale of the distances being plotted, allowing a “Distance from Home” to be meaningfully associated with each customer.

This “Distance from Home” is plotted for the city sample in Figure 6 where we see that this demographic distributes the population over the state space very well, with over 70 per cent of the sample having a registered hukou address that is greater than 100 kilometre from the shop. We should also note at this stage that while we are sampling consumption through the shop, the shop is not a reason for migration and nor are the consumers expected to reside very far from the shop they have chosen as there are equivalent shops in cities across China operated by the same company and multiple shops in the largest (typically “Tier 1”) cities. We therefore assume that the shop at which each customer is registered is proximate to where the consumers spend most of their time, i.e. where they are ordinarily resident.

A C5.0 model of physical vs digital payment method use

In this study of payment method use in one city in China, the decision tree resulting from the modelling was found to correctly classify the behaviour of 73 per cent of the whole sample on the basis of customer demographics and order characteristics. This model is shown in Figure 7 where the attribute that explains splits in the behaviour of the population better than any other, the attribute with the highest information gain, is shown furthest to the left. This is described as the “root” node, though generally depicted as the top of the tree.

Figure 6.
Cumulative number of customers plotted as a function of distance from registered home address to the shop

Note: Distance is calculated using the Haversine formula from the longitude and latitude of the postcodes associated with the shop and the customer’s registered hukou address.
As we proceed across the tree from the left, each node contains an attribute that explains most of the behaviour in the subpopulation to its right. After each split this is recalculated and means that attributes at the “top” of the tree can reappear at multiple levels.

When further population splits add no significant value to classification accuracy we reach the leaf node. The leaf node contains the predicted behaviour for this group, and is shown with the associated classification accuracy next to it, expressed as a percentage.

As Figure 7 shows, value per order is most significant split in the population, where high order values (greater than 53 per cent of the average order value) explain digital payment use with a classification accuracy of 80 per cent, whilst low order values (less than or equal to 26 per cent of the average order value) explain use of physical payment methods with an equally high accuracy.

Between these two extremes of value per order, the behaviour is more nuanced, and demographics emerge to explain behaviour. “Distance from Home” is the first demographic to appear, indicating that it is not only the most significant explanatory demographic for the subpopulation to its right, but that it is also ranked as the most significant demographic for the population as a whole. As we read the tree from this point we see the following dependencies on this demographic articulated:

1. Group I: where the home address is within 79 kilometres of the shop, consumers tend to use physical payment methods (classification accuracy 75 per cent).

2. Group II: where the home address is greater than 79 kilometres but less than or equal to 552 kilometres from the shop, we see a general preference for digital
payment methods (Group IIa), except where the number of orders is relatively high for this subgroup but the value per order is relatively low (Group IIb).

(3) Group III: where the home address is greater than 552 kilometres and the number of orders is greater than three, we see a general preference for those who live further away to use digital payment methods.

(4) Group IV: where the home address is greater than 552 kilometres and the number of orders is less than or equal to three, we see those who declare an occupation preferring to use digital payment methods (Group IVa).

Note that at this position in the model we encounter a group of people whose home address is very distant from the city, whose numbers of orders are very low and who do not declare an occupation. Up to this point in the model all layers have been generally consistent, with higher order values and longer distances within each sub-group correlating with use of digital payment methods. Within this group however, we start to see some highly nuanced and counter intuitive behaviour, such as younger customers preferring to use physical payment methods for relatively high value orders (Group IVb).

Discussion
The model presented in Figure 7 both confirms expectations and offers new insights. At the top of the tree we see highly significant splits in the population that can be thought of as “rules” describing behaviour. For example, one “rule” that applies to the whole population is:

If “Value Per Order” is greater than 53% of the average order value then consumer will use a digital payment method with a probability of 80% (Rule 1).

This rule is explicitly associated with a probability, and hence is not absolute. In the context of an exploratory study it may be helpful to think of this as a “general rule” for the overall population that describes common behaviour and provides a background against which more nuanced forms of behaviour lower down in the model may be contrasted. In this case Rule 1 might be re-expressed as:

With high value orders, digital payment is preferred (General Rule 1).

Two other rules applying to the whole population may also be extracted from Figure 7:

If “Value Per Order” is less than or equal to 26 per cent of the average order value then consumer will use a physical payment method with a probability of 80 per cent (Rule 2).

If “Value Per Order” is between 27 and 53 per cent of the average order value and “Distance from Home” is less than or equal to 79 kilometre then consumer will use a digital payment method with a probability of 75 per cent (Rule 3).

That may also be re-expressed as general rules:

With low value orders, physical payment is preferred (General Rule 2).

When customers live close to the shop, physical payment is preferred (General Rule 3).

Rule 1 confirms earlier work in China by Worthington et al. (2007) that identified “purchase trigger points” above which credit card use is preferred. Rule 2 shows that converse is also true for this population: that physical payment methods are preferred
when order values are low. These behaviours do not appear exceptional and might be understood as simply reflecting practical considerations that are generally true of the entire population, all of whom may be able to elect to use one or the other.

Alternatively, given the generally strong association reported between wealth and credit card use in Asian countries (Khare et al., 2012) and notably the strong association reported for an early study in Hong Kong which, with the exception of Australia, is the longest established market for credit cards in the Asia Pacific region (Chan, 1997), these behaviours may reflect economic barriers that constrain parts of society who cannot access credit to operate within the cash economy.

Discriminating between the two is difficult given the typically qualitative nature and small samples of published studies that explore the “why” of individual credit card use rather than characterising the “what” of actual use across the whole population. In contrast, the model in Figure 7 expresses an empirically grounded general rule about the “what” of digital payment use (including credit cards) but at a level of aggregation that makes it impossible to discern whether either explanation of “why” explains behaviour in this case.

At the next level in Figure 7, the principal splits in behaviour are not by traditional demographics nor by value of order, but by a new demographic: “Distance from Home”. This may be interpreted as a proxy for a person’s distance from the centre of their social network and, given the link of social and economic interests through hukou registration, the centre of their financial interests. We are not aware of any previous study in which the impact of this distance on behaviour has been explicitly tested, and in Jeyaraj et al.’s (2006) extensive review of predictors, linkages and biases in information technology innovation and adoption research no distance of any type appears in the 135 independent variables listed as previously examined.

Distance does appear as a consideration in more recent work on social networks, with Hipp and Perrin (2009) seeking an empirical base for equivalence between physical distance and social distance, and Mok et al. (2010) exploring the impact of the internet on interpersonal contact. Both studies acquired data on telephone and e-mail use, and though both recognised the importance of physical distance to the strength of social interactions, Hipp and Perrin (2009) did not report any relationship between technology use and distance, and Mok et al. (2010) found technology use to be insensitive to distance. This prior work stands in contrast to the distance-dependent behaviours identified in the second level of Figure 7 that defined Groups I-IV discussed in the previous section.

The behaviours displayed at this level of the model are more nuanced and raise an open set of questions for further study. For example, it is interesting to note that physical payment methods such as cash are preferred by people in Group I whose hukou residency, social benefits and presumably social network, are relatively close to the shop’s location (Rule 3). In the context of the preceding Rule 2 that indicates a preference for physical payment methods for all orders below 26 per cent of the average order value for the whole population, this means the threshold at which the benefits of using digital payment methods exceeds that of physical methods is very much higher for this group.

Remember that the relative position of Rule 3 in this tree is determined by its information value not simply its accuracy, which means that it relates to a significant proportion of the population and yet the modelling process does not detect any significant socio-demographic distinctiveness that explains this behaviour.
Whilst an analysis of the cash economy is beyond the scope of the present paper, a detailed study of 19 rural migrants in Shenzhen by Wang and Tian (2014) showed that there were clear economic benefits for people who have easy access to their social network to use physical payment methods and operate principally within a cash economy. Keeping money away from the banks was seen as more convenient, safer, and allowed easier access to borrowing and saving, with loans attracting more interest than the banks paid on savings and less interest than the banks charged on borrowings: “We manage our own money in our way and we have reasonable interest. It’s much better than banks”. Such consumers may therefore elect to be “Digital Invisible” even when there may be no traditional demographic to suggest that they are at risk of being “Digitally Excluded” and hence Group I may include a significant proportion of non-users who are “able but not willing”.

We might expect those who are at risk of Digital Exclusion: smaller groups of non-users who are “willing but not able”, to be more clearly discernable lower down in the model. Here the high level “general rules” helps throw anomalous group behaviour into relief. For example, Group IIB exhibits a preference for physical payment methods even though it combines a value per order that may be up to 65 per cent higher than the threshold for Rule 2, a number of orders that is 170 per cent higher than the threshold value for this attribute anywhere else in the model, and a distance from home that may be nearly 600 per cent higher than the threshold for Rule 3.

In Group IVb we see an age group typically associated with digital engagement, with a home address more than 552 kilometres from the city, some 600 per cent greater than the threshold for Rule 3, preferring to use physical payment methods with order values that are 35 per cent higher than the threshold for Rule 2.

Such behaviours contrast with the common behaviours expressed in General Rules 1-3. It is this contrast that suggests that the “choice” made to use physical payment methods is not elective, but reflective of opportunity. Customers in this category are necessarily “Digital Invisible” as they do not use digital payment methods, but this contrast suggests that they are at risk of being “Digital Excluded”.

It is important to recall, as exemplified by the apocryphal tale of beer and diapers discussed earlier, that the ability to draw such inferences is constrained by the presence, or not, of demographic descriptors in the model. Whilst it is interesting that traditional demographics start to appear at lower levels of the model to help describe more nuanced behaviours, a more important point is to note the absence of traditional demographics from the higher levels. This absence suggests that traditional demographics do not describe the most significant antecedents of behaviour within the sample population as a whole.

This observation clearly separates the inductive data-mining approach, where the strongest correlations emerge from the analysis, from deductive approaches that hypothesise and seek to find correlations between reported behaviour and traditional demographics. For example Zhu and Chen (2013) highlight a lack of empirical studies in China: “Those researching the use of ICTs in China, however, have conducted few empirical studies, relying instead on descriptive research and theoretical discussions”, but inherit assumptions from earlier studies outside China that: “Demographic characteristics such as age, gender, marital status, and race/ethnicity are significant indicators of e-commerce activities in many countries”. These assumptions necessarily become embedded in the objective of Zhu and Chen’s (2013) study: “To what extent do demographic characteristics, socio-economic attributes, and migration and residency status affect the use of the Internet and e-commerce in China?” from which they
hypothesise relationships between traditional demographics and access to the internet and participation in e-commerce, and then test for them.

Zhu and Chen’s (2013) hypotheses were tested in “national study” of 1,288 respondents drawn from “20 provinces, 28 cities, and 33 urban districts or counties”. Though their observations were based a sample 1-2 orders of magnitude less than the sample used here for a single location in China, the authors were still able to conclude that: “Age, gender, education, and residency were identified as significant predictors for individual e-commerce use”, and that: “The research can also be used in designing effective policies to reduce China’s digital inequality”. Though Zhu and Chen’s (2013) results may be viewed as simply confirming earlier work from which they drew their hypotheses, it is this extrapolation from small samples to policy interventions formulated using the lens of traditional demographics, and then targeted using demographic-based media segmentation, that is challenged by the low significance of traditional demographics in Figure 7. If traditional demographics do not describe most use within a digital economy, then forcing a sample to fit within this lens is unlikely to improve a study’s ability to resolve digital inequalities for the relatively small groups for which digital divides persist and grow. Policies informed by such studies are at risk of missing the most important factors and targeting the wrong people.

Conclusions

The move from local, indirect and physical market channels to global direct digital market channels is predicted to accelerate. In 2014, McKinsey and Company reported that 90 per cent of the US population lived within ten minutes of three or more different banks, but by 2020 they predict that more than 95 per cent of banking transactions will take place though direct or digital channels (Bollard et al., 2014).

In China this timescale coincides with predictions of 900 million digital banking customers (Chen et al., 2014), some 79 per cent of the predicted adult Chinese population (United Nations, 2012).

Given evidence for the persistence of a digital divide in the USA (Bach et al., 2013) it is clear that ensuring society is as inclusively served by digital channels in 2020 as the US consumer was served by physical channels in 2014, presents a significant policy challenge.

We have argued that policy effectiveness is constrained by methodological issues that obscure more nuanced behaviours. These include treating digital divides as if they were binary splits in the population, missing parts of society that “have less”; deductive approaches to research that assume behaviour is predominantly described by traditional demographics and then reads any significant correlation in the results as confirming this; and studies that are either too small in scale to characterise “outlier” behaviours, or attempt to draw inferences about non-users by studying only users.

In the exploratory work reported here we have concentrated on the largest user market for digital technologies: China, and built on work in the high-performance distributed computing field to enable what we understand to be the first trans-national collaborative access to, and analysis of, commercial “Big Data” inside China capturing behaviour across a wide range of physical and digital channels.

Sampling the behaviour of tens of thousands of users and non-users of digital payment methods in one urban location we have applied a widely tested and well understood, industry-standard data-mining algorithm to demographic and use data to develop a predictive model of behaviour that characterises digital vs physical payment method use.

The analysis is novel in its formulation of “Distance from Home” as a new demographic that can be attached to each consumer, and the results indicate that
“Distance from Home” explains more use behaviour than the traditional demographics included in the study. We understand that this paper reports the first use of such a “distance” demographic in any large study of the adoption and use of technology.

The prevalence of circular migrants amongst China’s economically active and an unprecedented rate of net migration that may see the world’s first urban billion in China by 2026 (Miller, 2013), suggest that “Distance from Home” is an important demographic to consider in any study of China’s socio-economic development. Principally it gives a way of distinguishing migrant from non-migrant workers in large-scale studies. Additionally, since “Home” may represent the centre of an individual’s social network and financial interests, this distance may prove a useful proxy for aspects of migrant workers’ social and economic imperatives that helps explain distinctive behaviours within this group. Accordingly, such a demographic may prove important in understanding the impact of hukou reform inside China and current policies to increase urbanisation (Chan and Buckingham, 2008; Chen, 2011; Wang and Tian, 2014).

At lower levels of the model shown in Figure 7, the more nuanced behaviours that are a specific focus of this work emerge. We suggest that contrasting these with general rules about behaviour that apply to the majority of the sample may help distinguish non-use of digital technologies that is elective from that reflecting exclusion. If such distinctions can be generalised they may help to discriminate between the “digital invisible” who are “able but not willing” to use such technologies from those “digital invisible” who are “willing but not able” and hence at risk of “digital exclusion”. Such a distinction is important if governments are to develop effective policy instruments to reduce the digital divide, and industry is to accelerate this process by designing the products and services that are valued by the former and needed by the latter.

Returning to methodological considerations in the study of behaviour in a global digital society. The empirical distribution of distance in Figure 6 highlights a tension in the application of ethnographic methods arising from sociology’s inheritance of holism from anthropology, where “we cannot understand what goes on within particular situations unless we can locate these within a larger picture” (Hammersley, 2006). Hammersley draws attention to a divergence between research funding trends and research challenges in a global context. Constraints imposed by the former have tended to reduce the physical distance over which the field research is conducted whilst the latter has increased the distance over which a “holistic” context needs to be characterised. Together this leaves a “physical” gap between local, holistic studies and attempts at “virtual” ethnographies where distance is much harder to interrogate.

This diffusion of the subject matter of anthropology from the local to the global was related by Comaroff (2010) to a deliberately contentious statement made by the eminent anthropologist Marshall Sahlins that “anthropology appears to have become little more than the production of ‘thin’ ethnographic accounts of the myriad, dispersed effects of global capitalism” (Comaroff, 2010). In the case of Figure 6, the long tail suggests that, particularly within China, care needs to be taken with assumptions about homophily and propinquity when attempting to justify the extrapolation of observations from small samples of cultural values, beliefs and norms to the rest of the local population. Distance as a demographic should thus be explored as an extension of traditional demographics that may allow better control for sample dispersion, as well as providing a richer and more nuanced characterisation of behaviour.

Finally, we note that the absence of distance as a factor related to individual behaviour in the information technology innovation and adoption research literature...
(Jeyaraj et al., 2006) may help explain Burns’ (2007) observation that “Research on innovative behavior has persistently focused on determining the correlations between numerous demographic and psychographic variables and specific external actions. Unfortunately, such research has consistently produced unreliable results”. More research in this area is clearly needed, and especially in China, where small-scale studies need to be set in the context of large-scale studies if their detailed insights are to inform effective policies as China approaches the world’s first urban billion.
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Notes
1. It is worth observing at this point, in relation to earlier arguments, that the Kontos et al. (2012) sample was restricted to users of digital technologies, limiting the value of this insight into the Digital Divide.
2. Note that following the initial public offering of Alipay’s parent, the AliBaba Group, in 2014, Alipay was reporting more than 80 million transactions daily and was rebranded as Ant Financial Services Group (Shih, 2014).
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