Applying Vocal Tract Length Normalization to Meeting Recordings
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Abstract
Vocal Tract Length Normalisation (VTLN) is a commonly used technique to normalise for inter-speaker variability. It is based on the speaker-specific warping of the frequency axis, parameterised by a scalar warp factor. This factor is typically estimated using maximum likelihood. We discuss how VTLN may be applied to multiparty conversations, reporting a substantial decrease in word error rate in experiments using the ICSI meetings corpus. We investigate the behaviour of the VTLN warping factor and show that a stable estimate is not obtained. Instead it appears to be influenced by the context of the meeting, in particular the current conversational partner. These results are consistent with predictions made by the psycholinguistic interactive alignment account of dialogue, when applied at the acoustic and phonological levels.

1. Introduction
It is well known that the speech signal carries information about vocal tract length (VTL): for example, the formant frequencies of vowels decrease as the VTL increases [1]. VTL normalisation (VTLN) is now a commonly used normalisation technique in speech recognition [2, 3, 4, 5, 6], that involves a speaker-specific warping of the frequency axis. The speaker-specific warp factor is usually obtained by maximising the likelihood with respect to the model.

Maximum likelihood (ML) estimation of VTLN warp factors only indirectly normalises the spectrum to account for VTL: there are other factors (such as systematic pronunciation variation) which may also be normalised by spectral warping. Irino and Patterson [7] have suggested that VTL information can be extracted directly, and have proposed an auditory-inspired transform which separates VTL size from shape information. This account has been supported by some recent perceptual experiments [8], which provide evidence for the hypothesis that the auditory system automatically normalises for VTL when processing speech or other vocalised sounds.

In this paper we are concerned with applying VTLN to multiparty conversations in a meeting environment. Most successful applications of VTLN have been reported for conversational telephone speech tasks, where there are distinct speaker sides and usually several minutes of speech per speaker. However in the case of meetings, even if speaker segmentation is available, the amount of speech data per speaker can vary significantly, making it difficult to obtain stable estimates of the VTLN warping factor. We have performed experiments using the ICSI meetings corpus [9], using the NIST Spring 2004 Meeting Evaluation data for development and test [10].

In addition to reporting VTLN results on this data we have investigated the stability of the estimated speaker-specific warping factors. Although the length of a speaker’s vocal tract is dependent on the positions of the lips and the larynx, to a first approximation it may be regarded as constant. However in the amount of speech data per speaker can vary significantly, parametrised by a scalar warp factor. This factor is typically estimated using maximum likelihood. We discuss how VTLN may be applied to multiparty conversations, reporting a substantial decrease in word error rate in experiments using the ICSI meetings corpus. We investigate the behaviour of the VTLN warping factor and show that a stable estimate is not obtained. Instead it appears to be influenced by the context of the meeting, in particular the current conversational partner. These results are consistent with predictions made by the psycholinguistic interactive alignment account of dialogue, when applied at the acoustic and phonological levels.

2. VTLN
VTL has a substantial effect on the observed spectrum: for example, a typical female speaker exhibits formant frequencies around 20% higher than those of a male speaker. Cohen et al [2] reported that a linear warping of the frequency axis could compensate for such difference in VTL, resulting in a speech recognition system with a reduced word error rate (WER). Over the past 10 years VTLN has become a standard normalisation technique in speaker independent speech recognition, proving particularly effective in the domain of conversational telephone speech (CTS) [3, 5, 6]. Different warping techniques have been reported in the literature: frequency warping both linear [5] and exponential non-linear [11] and Bark/Mel scale warping [12]. Here, the frequency axis is warped with a factor \( \alpha \) per speaker, by scaling the centre frequencies of the mel filterbank prior to the extraction of cepstral features.

Two main methods have been developed to compute \( \alpha \): ML, and a parametric approach. In the ML approach, the warping factor is estimated in order to maximise the probability of recognising an utterance given a particular acoustic model [3, 5, 6], whereas the second method derives the warping factor from estimated formant positions [11, 4]. Although the ML approach is computationally expensive, it is robust and consistent with the overall optimisation of the speech recogniser, since it maximises the likelihood—something not guaranteed by the second approach. Furthermore, the estimation of formant positions requires voiced segments only and this can be challenging with conversational natural speech [12] because it requires an accurate alignment, whereas ML does not have the same requirement.

Estimating \( \alpha \) by ML increases the matching score with the acoustic models, thus making the warping factor very model dependent. Moreover, the estimated warping factor is stable only when a considerable amount of data is available. This is well matched to tasks such as CTS where homogeneous speaker sides are available for every speaker, but it is an issue to be addressed for domains such as meetings or broadcast news [13], where the amount of data per speaker varies consistently.
We have adopted an ML approach, employing a piece-wise linear frequency warping with lower and upper cutoff frequencies [5, 14]. The warping factor \( \alpha \) is estimated, using a Brent search based on quadratic interpolation, since the log-likelihood’s trend of a given transcription tends to have a parabolic shape in function of the warping factor value. Then to maximise the likelihood of the normalised acoustic observation \( X^\alpha \) given a transcription \( W \) and an acoustic model \( \lambda \) the following equation has to be solved:

\[
\alpha = \arg \max_{\alpha} (P_r(X^\alpha | \lambda, W))
\]  

We applied VTLN both during training and testing. For training we adopted an iterative procedure with the following steps [5]:

1. warping factors estimation using a non-normalised model and normalised feature computation using those warping factors
2. training pass: single-pass retraining [14] starting from non-normalised models and a few Baum-Welch passes
3. warping factor estimation using the previous pass acoustic models and normalised features computation
4. training pass: like step 2 but starting from normalised models of the previous pass
5. repeat steps 3 and 4 until WER on the development data set stabilises

This allows warping factors to converge, providing \( \alpha \) in the range between 0.8 and 1.2, with the distribution of warping factors for female speakers decreasing to less than 1, and the distribution for males increasing to greater than 1.

For testing we adopted a 2 pass procedure [6, 5]:

1. decode using non-normalised features and models
2. evaluate warping factors using normalised models and the preliminary transcription of previous pass
3. normalise acoustic features and decode using normalised models

3. Speech recognition experiments

The experiments we report in this paper have been performed on the ICSI meeting corpus [9]. This is a collection of 75 multiparty meetings of research groups (approximately 72 hours in total) with an average of 6 participants per meeting and 53 total participants. The meetings consist of unconstrained natural and spontaneous speech. Many of the speakers are involved in several different meetings in the corpus. We used 70 of these 75 meetings as training data. For testing we used the ICSI portions of the NIST Spring 2004 Meetings Evaluation development and evaluation sets (referred to as RT04sdev and RT04seval, respectively) [10]. Each of these test sets contains 10 minutes of 2 participants. The meetings consist of unconstrained natural and spontaneous speech, and the number of utterances per speaker—about 33% of the speakers have less than a hundred utterances per meeting.

Different warping factors were estimated for those speakers that occurred in both sets.

Table 1: Speech recognition results of VTLN experiments in % WER for five successive training passes of the iterative procedure.

<table>
<thead>
<tr>
<th>VTLN</th>
<th>RT04sdev</th>
<th>RT04seval</th>
</tr>
</thead>
<tbody>
<tr>
<td>noVTLN</td>
<td>27.0</td>
<td>34.2</td>
</tr>
<tr>
<td>VTLN 1</td>
<td>24.6</td>
<td>31.6</td>
</tr>
<tr>
<td>VTLN 2</td>
<td>24.5</td>
<td>31.2</td>
</tr>
<tr>
<td>VTLN 3</td>
<td>24.9</td>
<td>32.1</td>
</tr>
<tr>
<td>VTLN 4</td>
<td>24.4</td>
<td>31.3</td>
</tr>
<tr>
<td>VTLN 5</td>
<td>24.3</td>
<td>31.0</td>
</tr>
</tbody>
</table>

4. Warping factor estimation

The amount of data per speaker in each meeting varies considerably with a minimum of 3 seconds to a maximum of more than 1 hour of speech per speaker per meeting with an average utterance duration of about 2.4 seconds in the training set. This feature of the meeting data affects the reliability of the VTLN warping factor estimates. Fig. 1 shows the distribution of the number of utterances per speaker—about 33% of the speakers have less than a hundred utterances per meeting.

Fig. 2 illustrates how the estimated warping factor depends on the number of utterances from which it is estimated. This behaviour is seen for most speakers. Here CMN and CVN have also been performed using different amounts of data. The ML estimate for the VTLN warping factor takes around twenty utterances before it begins to stabilise. If the estimated warping factors do indeed correspond to normalising for variability in VTL between speakers, then we would expect their estimates to

Figure 1: Distribution of the number of utterances per speaker (per meeting) for the ICSI training dataset.
be more stable. This variability is highlighted if we compute the warping factor as a moving average across ten utterances (fig. 3).

Multiparty meetings are characterised by a rich speaker turn structure, and we have investigated the influence of this on the warping factor estimates. In particular, we have investigated the dependence of the warping factor estimated for a speaker given the speaker that they are addressing. Accurate labelling of which participant(s) each utterance is addressed to is rather labour intensive — and can be difficult from an audio-only recording of a meeting. We have made the approximation that a speaker speaking at a given time is addressing to the most recent speaker (not including backchannel-type utterances).

For each utterance of each speaker we estimated a local warping factor using that utterance and the previous nine utterances. Our first question was whether the distribution of the warping factor for speaker A \(w(f(A))\) has a dependence on the previous speaker. We used a hypothesis testing procedure to do this, where the null hypothesis \(H_0\) is that the mean value of the warping factor of speaker A given that s/he spoke after speaker B is equal to the global warping factor value for A computed using all the data for that meeting. The probability to accept \(H_0\) has been computed as \(P(i)\) with:

\[
t = \frac{w(f(A)) - \mu(w(f(A|B))}{\sigma(w(f(A|B)))} \sqrt{n} (2)
\]

where \(\mu(w(f(A|B)))\) is the mean warping factor of A after B, \(\sigma\) is the standard deviation and \(n\) is the number of data (utterances) considered.

We studied eight meetings from the ICSI training dataset taken from different meeting types [9] and in a way that some of the speakers were present in more than one meeting. Using the Student t-test \((p = 0.05)\) we found that for 84% of the speaker pairs the mean warping factor \(\mu(w(f(A|B)))\) was significantly different from the global warping factor for A. Thus it appears that the turn taking process has some influence over warping factors. We also performed an unpaired t-test on the distributions of the warping factors of \(A[i]\) and \(B[j]\) for every speaker \(i \neq A\) and \(j \neq A\) with \(i \neq j\). Here the null hypothesis \(H_0\) is that the mean warping factor of \(A[i]\) and \(B[j]\) is the same. At 5% significance we found that in 78% of the cases the means of the two distributions were significantly different and we could reject the null hypothesis. Therefore it is likely that a given speaker A will speak differently according to whom they are addressing and that the ML estimate of the warping factor takes this into account.

We performed a preliminary speech recognition experiment computing for every speaker a different warping factor for every possible speaker turn. We tested on a set of 5 complete meetings from the ICSI corpus (referred to as amieval [15]) which were excluded from the training. We compared normalising with a global warping factor per speaker with normalising with warping factors conditioned on the previous speaker. Initial results indicated that the WER obtained without VTLN (32.6%) was significantly improved by both global speaker warping (27.1%) and speaker-conditioned warping (28.0%), but (in this initial experiment) no improvement was found using speaker-conditioned warp factors. Work in progress is using a moving average estimation of VTLN warp factors.

5. Interactive alignment

Fig. 3 (bottom) plots \(w(f(i|j))\) and \(w(f(j|i))\) against time. It shows the local warping factor estimated for speaker me012 for utterances following utterances by speaker me012 and vice versa (me012 after me003) for the BED003 meeting. This figure may be segmented in a sequence of intervals: segments where the 2 warping factor sequences show a similar behaviour (aligned) and segments where the warping factor dynamics are nonaligned. Typically 25–30% of the segments are aligned. A similar structure can be also observed for the fundamental frequency \(F_0\) (fig. 3, top) which plots the mean \(F_0\) value for each utterance.

This structure corresponds well to a psycholinguistic account of dialogue, referred to as the interactive alignment model [16]. In this account of dialogue it is argued that linguistic comprehension and production representations are shared between interlocutors in a dialogue. This is referred to as alignment and it is argued that it occurs at many levels: phonetic, phonological, lexical, syntactic and semantic. Interactive alignment is manifested at these different levels within a dialogue, for example the use of similar syntactic structures, lexical repetitions, and common pronunciations. Krauss and Pardo [17] have suggested that alignment in dialogue may be clearly observed at the phonological level and have presented preliminary evidence based on the vowel space (in terms of the frst two formants) of interlocutors in two party dialogues. Their results suggest that the parties in a dialogue align at the phonological level as initially divergent pronunciations converge as the dialogue progresses. Kakita [18] has presented evidence of the convergence of \(F_0\) between parties in a dialogue.

The behaviour of the warping factor estimates is in line with the interactive alignment account of dialogue. The estimated warping factors of two interlocutors are typically non-aligned at the start of a meeting, but can be seen to align (or at least go through phases of alignment) as the meeting progresses. In addition to the length of the vocal tract, there is a well known relationship between the VTLN warping factor and \(F_0\) [11, 4]. However, the alignment between speakers’ warping factors is not entirely accounted for by \(F_0\) and a shift in formant frequencies caused by interactive alignment at the phonological level is also being captured by the frequency warping factors estimated by the VTLN procedure.

6. Conclusions

This paper has two main contributions. Firstly we have demonstrated that ML VTLN may be applied to speech recognition of meeting recordings resulting in a relative decrease in WER of over 15%. Secondly we have demonstrated that the frequency
Warping factors estimated within VTLN are not simply warping the spectrum to take account of interspeaker variability in vocal tract length. Our results indicate that the VTLN warping factor estimated for a speaker co-varies with the warping factor estimated for the current conversational partner, and that these coordinated variations result from alignment of F0 and phonological alignment.

These results have implications for acoustic modelling of multiparty conversations and suggest some promising directions for future research:

1. The development of acoustic models of multiparty speech with a dependence on the other conversational participants. This would imply that it is more consistent at the acoustic modelling level to perform recognition of complete meetings rather than meeting segments.
2. The development of conditional pronunciation models that take advantage of phonological alignment between conversational parties.
3. Investigation of direct techniques for the separation of vocal tract size from shape (eg [7]), rather than the indirect methods currently employed.
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