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Abstract

The statistical dependencies which independent component analysis (ICA) cannot remove often provide rich information beyond the ICA components. It would be very useful to estimate the dependency structure from data. However, most models have concentrated on higher-order correlations such as energy correlations, neglecting linear correlations. Linear correlations might be a strong and informative form of a dependency for some real data sets, but they are usually completely removed by ICA and related methods, and not analyzed at all. In this paper, we propose a probabilistic model of non-Gaussian components which are allowed to have both linear and energy correlations. The dependency structure of the components is explicitly parametrized by a parameter matrix, which defines an undirected graphical model over the latent components. Furthermore, the estimation of the parameter matrix is shown to be particularly simple because using score matching, the objective function is a quadratic form. Using artificial data, we demonstrate that the proposed method is able to estimate non-Gaussian components and their dependency structures, as it is designed to do. When applied to natural images and outputs of simulated complex cells in the primary visual cortex, novel dependencies between the estimated features are discovered.

1 Introduction

Recent studies suggest that the statistical dependencies which independent component analysis (ICA) [Comon, 1994, Hyvärinen and Oja, 2000] cannot remove provide rich information. By modeling correlations between squared values (energy correlations) of neighboring components or inside a group of components, topography of the components and phase invariant pooling emerged from natural images [Hyvärinen and Hoyer, 2000, Hyvärinen et al., 2001, Mairal et al., 2011]. Thus, modeling statistical dependencies is important to obtain information beyond the ICA components.

The early work cited above used pre-fixed dependency structures. More recent work is more flexible in the sense that the structure is estimated from data itself. A typical approach is to construct a hierarchical model with ICA-like linear components in the first layer and some parameters in the second layer. The second-layer parameters, when estimated from the data, capture statistical dependencies between the first-layer components. Karklin and Lewicki [2005] proposed a model where the first and second layers consist of linear and density components, respectively. The density components in the model are related to the variances of the linear components. The model provided abstract higher-order structures when it was estimated from natural images. Osindero et al. [2006] proposed a hierarchical topographic model which estimates not only the linear components but also connections among them. A related two-layer model was also proposed by Köster and Hyvärinen [2010].

All the methods mentioned above have concentrated on higher-order statistical dependencies and ignore linear correlations. However, in many practical situations, linear correlations can be observed [Gómez-Herrero et al., 2008, Coen-Cagli et al., 2012]. In fact,
it is possible that in real-data scenarios, the real underlying components are linearly correlated, but ICA is biased towards uncorrelated components which is why such correlations cannot usually be observed in the ICA results. Therefore, it is important to develop methods which incorporate linearly correlated components.

Here, we present a new method to estimate non-Gaussian components and their dependency structures, including linear correlations. The dependency structures are parametrized by a matrix where each off-diagonal element models how strongly a pair of two components is dependent. Thus, the dependency structures can be easily understood and visualized, for example by a graph. Moreover, since the estimation of the components is not biased towards uncorrelated sources, new kinds of underlying components can be estimated. Compared with previous methods, this method is a generalization of ICA and the more recent correlated topographic analysis (CTA) [Sasaki et al., 2013].

Another advantage of the proposed method is the simplicity of the estimation of the dependency parameters. Estimation of hierarchical models is often difficult because the second layer makes the partition function intractable, which results in an intractable likelihood function. Recently, several estimation methods such as contrastive divergence [Hinton, 2002], score matching [Hyvärinen, 2005] and noise contrastive estimation [Gutmann and Hyvärinen, 2012] were proposed to cope with this problem. When score matching is applied to our proposed model, the objective function for the estimation of the dependency parameters takes a quadratic form, and can be optimized by standard methods.

This paper is organized as follows: In Section 2, we formulate a probability distribution for non-Gaussian components and discuss relationships to distributions assumed in previous work. It is argued that the proposed method is a generalization of ICA and CTA. Then, the details for estimating the components and dependency parameters are described. Section 3 shows results for artificial data which demonstrate that the method estimates dependency structures correctly. Application to two kinds of real data, natural images and outputs of simulated complex cells, is the topic of Section 4. Finally, we discuss connections to past work and conclude the paper in Section 5.

2 Estimation of Dependency Structures

2.1 Probabilistic Modeling of Dependency Structures

As in previous work, we suppose that data \( \mathbf{x} = (x_1, x_2, \ldots, x_d)^\top \) is generated from the linear mixing model:

\[
\mathbf{x} = \mathbf{A}\mathbf{s},
\]

where \( \mathbf{A} \) is an unknown square mixing matrix and \( \mathbf{s} = (s_1, s_2, \ldots, s_d)^\top \) is the source vector of non-Gaussian components. As in ICA, we estimate the model (1) from data. To further model the dependencies of the sources or components, we introduce the following generative model for the sources:

\[
\mathbf{s} = \mathbf{\sigma} \odot \mathbf{z},
\]

where \( \odot \) denotes element-wise multiplication, and \( \mathbf{\sigma} = (\sigma_1, \sigma_2, \ldots, \sigma_d)^\top \) and \( \mathbf{z} = (z_1, z_2, \ldots, z_d)^\top \) are the vectors of non-negative and Gaussian random variables, respectively. \( \mathbf{\sigma} \) and \( \mathbf{z} \) are statistically independent. As proven in [Hyvärinen et al., 2001], this model generates super-Gaussian components \( s_i \) and statistical dependencies within \( \mathbf{\sigma} \) or \( \mathbf{z} \) make the generated components \( s_i \) dependent. For example, if \( \sigma_i \) and \( \sigma_j \) have energy correlations (that is, \( \sigma_i^2 \) and \( \sigma_j^2 \) are correlated), and \( z_i \) and \( z_j \) are linearly correlated, then the generated component \( s_i \) is super-Gaussian and has both linear and energy correlations with \( s_j \) [Sasaki et al., 2013].

In previous work [Sasaki et al., 2013], a probability distribution for sources having linear and energy correlations was derived as an approximation of the likelihood of the model (2), giving

\[
\tilde{p}(s; \mathbf{a}, \mathbf{b}) = \frac{1}{Z(\mathbf{a}, \mathbf{b})} \prod_i \exp \left( -\sqrt{a_i} |s_i| - \sqrt{b_i} |s_i - s_{i+1}| \right),
\]

(3)

where \( Z(\mathbf{a}, \mathbf{b}) \) is the unknown partition function, and \( a_i \) and \( b_i \) are non-negative parameters. In (3), the terms \( |s_i| \) ensure that the components are super-Gaussian, and the terms \( |s_i - s_{i+1}| \) encode statistical dependencies. The dependency structure is, however, limited to topographic neighbors. To remove this limitation, we here extend (3) so that one component \( s_i \) can be dependent on several \( s_j \); we propose the following model for the sources:

\[
\tilde{p}(s; \mathbf{M}) = \frac{1}{Z(\mathbf{M})} \prod_i \exp \left( -m_{i,i} |s_i| - \sum_{j > i} m_{i,j} |s_i - s_j| \right),
\]

(4)
where \( M \) is a symmetric matrix containing the non-negative parameters \( m_{i,j} \). It can be seen that \( m_{i,j} \) corresponds to statistical dependency of the two components \( s_i \) and \( s_j \). Their effect can be understood in the same way as the precision matrix for a Gaussian distribution: If \( m_{i,j} = 0 \), \( s_i \) and \( s_j \) are statistically independent conditioned on all other variables, while they are strongly dependent (given all other variables), moreover, the variables \( s_j \) for which \( m_{i,j} > 0 \) form the Markov blanket of \( s_i \), so that the matrix \( M \) allows us to read out conditional independencies between the components.

We next discuss the basic properties of the probability distribution (4). If, for \( j \neq i \), \( m_{i,j} \rightarrow 0 \), \( \tilde{p} \) approaches a Laplacian distribution. Laplacian distributions are often used to model components in ICA. If \( m_{i,i} \rightarrow 1 \), \( m_{i,i+1} \rightarrow 1 \) and for \( j \neq i, i+1 \), \( m_{i,j} \rightarrow 0 \), \( \tilde{p} \) approaches the distribution (3) derived in CTA [Sasaki et al., 2013]. Thus, the distribution (4) includes those assumed in ICA and CTA as special cases, and by estimating \( M \) from data, a more general method is obtained.

### 2.2 Estimation Method

Based on the proposed component model \( \tilde{p}(s; M) \), we estimate the dependency parameters \( M \) and the mixing model (1). For any fixed \( M \), the mixing matrix in (1) can be estimated by maximizing the likelihood. The objective function for \( W = A^{-1} \) to perform maximum likelihood estimation can be derived as

\[
J(W) = \frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{d} m_{i,i} G(w_i^\top x(t)) + \sum_{j>i}^{d} m_{i,j} G(w_i^\top x(t) - w_j^\top x(t)) - \log |\det W| \tag{5}
\]

where \( x(t) \) is the \( t \)-th observation of a data vector and \( w_i \) denotes the \( i \)-th row vector in \( W \); we replace \( |\cdot| \) in (4) by \( G(\cdot) = \log \cosh(\cdot) \) for numerical stability. The estimation of the dependency parameters \( M \), in contrast, is difficult because we do not know the partition function \( Z(M) \) in (4).

To cope with the problem of an intractable partition function, several estimation methods have been recently proposed. Score matching has a property which is particularly useful for our purposes: For the continuous exponential family, the objective function given by score matching is a quadratic form [Hyvärinen, 2007, Section 4].\(^{1}\) Based on (4), the proposed distribution \( \tilde{p}(s; M) \) can be manipulated to the form of an exponential family,

\[
\log \tilde{p}(s; M) = \frac{d(d+1)/2}{2} \sum_{k=1}^{d} \theta_k F_k(s) - \log Z(M), \tag{6}
\]

where

\[
\theta_k = \begin{cases} 
  m_{i,i}, & 1 \leq k \leq d, \\
  m_{i,j}, & d+1 \leq k \leq \frac{d(d+1)}{2}.
\end{cases}
\]

\[
F_k(s) = \begin{cases} 
  -G(s_i), & 1 \leq k \leq d, \\
  -G(s_i - s_j), & d+1 \leq k \leq \frac{d(d+1)}{2}.
\end{cases}
\]

The objective function given by score matching is the following quadratic form:

\[
J_{SC}(\theta) = \frac{1}{2} \theta^\top \left( \sum_{i=1}^{d} E\{h_i(s)\} \right) \theta + \theta^\top \left( \sum_{i=1}^{d} E\{h_i(s)\} \right), \tag{9}
\]

where \( E \) denotes the sample average, the \( (k,i) \)-th element in \( K(s) \) is \( \partial F_k(s)/\partial s_i \), and \( h_i(s) \) is the \( i \)-th column vector in \( H \) whose \( (k,i) \)-th element is \( \partial^2 F_k(s)/\partial s_i^2 \). Note that we further have the constraint that all \( \theta_k \) are non-negative.

To estimate \( W \) and \( M \), we propose the following optimization algorithm:

---

**Optimization Algorithm for \( W \) and \( M \)**

**Input:** Data vectors \( x(1), x(2), \ldots, x(T) \).

- **Initialization:** Set \( M \) to the identity matrix, and the elements in \( W \) are randomly determined.
- **Alternate between Step 1 and Step 2.**

**Step 1** Minimize \( J(W) \) with respect to \( W \) by the nonlinear conjugate gradient method of [Rasmussen, 2006]. After 10 iterations, normalize each row vector in \( W \) to \( \|w_i\| = 1 \) and move to Step 2.

**Step 2** Minimize the quadratic form \( J_{SC}(\theta) \) with respect to \( \theta \) under the constraint of non-negativity.

---

\(^{1}\)If the parameters are not constrained, score matching gives the closed-form solution when the probability distribution belongs to the exponential family. In our case, however, the parameters \( m_{i,j} \) are constrained to be non-negative.
3 Simulations on artificial data

In this section, we investigate if the model (1) can be identified by the proposed method and if the estimated parameters in $M$ correctly reflect the dependency structures in the sources.

3.1 Methods

We generated sources according to the model (2) in two different cases taken from [Sasaki et al., 2013]. Case 1 is an “independent” source where all the components are statistically independent. Case 2 is a “topographic” source where all pairs of only neighboring components, $s_i$ and $s_{i+1}$ for all $i$, have both linear and energy correlations and the others are independent. The boundary condition is ring-like in this source. As in [Sasaki et al., 2013], for Case 2 sources, the order (topography) of the components can be determined because the dependencies approximately correspond to distances between the components.

Using generated sources $s$, the data $x$ were created from the model (1) where the elements in $A$ were randomly determined. The only preprocessing step was whitening based on PCA. The dimension of data was $d = 10$, and the total number of samples was $T = 20,000$.

We evaluated the results by the performance matrix $P = WA$ where $W$ is the estimated inverse of $A$, and by visualizing $M$. If our estimation was performed correctly, $P$ should be a permutation matrix and $M$ should correctly reflect the dependency structure embedded in the sources. The ordering of the rows of $P$ and $M$ are coupled: If $P$ is permuted, that is, if the labeling of the features is changed, the order in the matrix $M$ changes as well. For the visualization of $P$, the ordering of the features was changed. We determined the ordering based on the estimated $M$. The ordering (permutation) algorithm used is a simple greedy algorithm; the details are provided in the supplementary material. Note that the indeterminacy of the permutation is just the same indeterminacy which is always encountered in ICA. It is only a problem for the visualization and validation of the estimation results; it does not change the features and dependency structure learned.

3.2 Results

The results for independent sources (Case 1) are shown in Figure 1. The estimated performance matrix is close to a permutation matrix (Figure 1(a)). Furthermore, $M$ is a diagonal matrix (Figure 1(b)). Since the sources are statistically independent, these results mean that estimation was performed correctly: the method learned that the sources are all independent.

The results for topographic sources (Case 2) are shown in Figure 2. Figures 2(a) and (b) visualize the matrix $P$ and $M$ before permutation. Figure 2(c) shows $P$ after permutation based on $M$. The permuted $P$ is close to a diagonal matrix, which indicates that the estimate of the features is reasonable. The result is, however, not as good as for Case 1 above in terms of identifiability of the sources. Figures 2(d) and (e) show the linear correlations matrices for the original and estimated sources before and after permutation. These matrices have different structures. After permutation, however, the linear correlation matrix for the sources is approximately the same as the one for the original sources (Figure 2(d) and (f)). For the energy correlation matrix, the structure was recovered likewise (results not shown). These results mean that the estimated $M$ contained the information of the topographic depen-
dency structure in the original sources, and that the method worked well.

In summary, the two sets of results indicate that the estimation method works reasonably well and that the estimated $M$ reflects dependency structures contained in the sources.

4 Application to Real Data

Next, we apply the proposed method to two kinds of real data: natural image patches and outputs of simulated complex cells in the primary visual cortex for natural image inputs.

4.1 Natural Image Patches

ICA-like one-layer and more advanced two-layer models were applied to natural image patches before [Osindero et al., 2006, Hyvärinen et al., 2009, Köster and Hyvärinen, 2010, Gutmann and Hyvärinen, 2012, Sasaki et al., 2013]. Our purpose here is to investigate what kind of inter-relationships between the features the proposed method identifies.

4.1.1 Methods

Natural image patches $x(t)$ of size 12 by 12 pixels were randomly extracted from complete natural scenes. The total number of patches was $T = 100,000$. As preprocessing, first, the DC component of each patch was removed, and then, the norm of each patch was normalized to be one. We further preprocessed the image patches by whitening and dimensionality reduction by PCA. We retained $d = 60$ dimensions.

4.1.2 Results

Groups of basis vectors and the profiles of the rows of $M$ are presented in Figure 3. Moreover, for a fixed basis vector $a_i$, the basis vectors $a_j$ with the top five largest values of $m_{i,j}$ are shown. Figures 3(a-1,b-1,c-1) indicate that these basis vectors show similar properties in spatial positions or orientations. In addition, the $m_{i,j}$ are sparse (Figure 3(a-3,b-2,c-2)). This means that the Markov blankets in the source space are rather small and formed by the features with similar properties.

In order to compactly visualize all the features and the complete matrix $M$, we first fitted a Gabor function to each basis vector, and made a line icon representing its spatial position, orientation and length. Second, we pooled the icons with weight $m_{i,j}$, which resulted in the desired compact visualization. Several examples of line icons are shown in Figure 3(a-2). Figures 3(a-4,b-3,c-3) show two kinds of pooling patterns: Pooling similar orientations from spatially distant features (Figure 3(a-4,b-3)) and pooling diverse orientations from spatially close features (Figure 3(c-3)).

Figure 3(d) visualizes the complete set of features and the matrix $M$ using the icons. Inspection of the figure suggests that the two pooling patterns above are the dominant instances. This is also visible in the undirected graph shown in Figure A in the supplementary material.

To investigate the pooling properties (Markov blankets) more rigorously, we analyzed the relative distance and orientation of the features. Relative distance and orientation are defined as the distance of the center positions and the absolute difference of the orientations between two basis vectors. For relative orientation, the range is from 0 to $\pi/2$. Figure 4(a) shows a scatter plot of the relative distances and orientations. In the figure, to make the points, the top five basis vectors per one basis vector are selected as in Figure 3 and for the five pairs, the relative distance and orientation are computed. Finally, all the points for the relative distance and orientation are summarized in the figure. As the relative distance gets larger, the relative orientation tends to get smaller as well. The slope of the fitted line is clearly negative. This is in agreement with our qualitative analysis above: When the features are spatially close, the learned weights $m_{i,j}$ pool over diverse orientations, and when spatially distant, the pooling occurs over similar orientations.

We further investigated if the model really found linearly correlated components in contrast to energy-correlation based methods [Karklin and Lewicki, 2005, Osindero et al., 2006, Köster and Hyvärinen, 2010]. Figure 4(b) shows a scatter plot for the linear and energy correlation coefficients between the estimated $s_i$ and the corresponding top five $s_j$ selected as in Figure 3. The method did find strongly linearly correlated components. In fact, the average of the linear correlation coefficients for all the points in the figure is 0.669, with standard deviation 0.068. Furthermore, the linear correlation coefficients are correlated with the energy correlation coefficients.

4.2 Outputs of Complex Cells

Next, we applied the method to the outputs of simulated complex cells in the primary visual cortex. ICA and non-negative sparse coding were applied to this kind of data and long-contour features emerged [Hoyer and Hyvärinen, 2002, Hyvärinen et al., 2005]. Recently, a topographic map of these features was learned.

---

We used the natural scenes in the contournet MATLAB package, which is available at [http://www.cs.helsinki.fi/u/phoyer/software.html](http://www.cs.helsinki.fi/u/phoyer/software.html).
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Figure 3: Examples of observed pooling properties. (a-1,b-1,c-1) For the leftmost fixed basis vector $a_i$, the basis vectors $a_j$ with the top five largest values of $m_{i,j}$ are shown. (a-2) Line icons of the basis vectors presented in (a-1). Each line represents spacial position, orientation and length of a basis vector. The color from gray to white indicates the values of $m_{i,j}$ for fixed $i$. The black line represents the leftmost basis vector $a_i$. (a-3,b-2,c-2) The profile of $m_{i,j}$ for fixed $i$. (a-4,b-3,c-3) Pooled icons to visualize the learned features and $m_{i,j}$ in a compact manner. (d) Visualization of all learned features and the matrix $M$.

too [Sasaki et al., 2013]. However, the topographic map was obtained by using a pre-fixed dependency structure. Our purpose here is to relax this assumption and to investigate the inter-relation between the features learned from the outputs of the complex cells.

4.2.1 Methods

The outputs of the simulated complex cells $x$ are computed as

$$x_k' = \left( \sum_{x,y} W_k^o(x,y)I(x,y) \right)^2 + \left( \sum_{x,y} W_k^e(x,y)I(x,y) \right)^2,$$

$$x_k = \log(x_k' + 1.0), \quad (10)$$

where $I(x,y)$ is a $24 \times 24$ natural image patch, $^3$ and $W_k^o(x,y)$ and $W_k^e(x,y)$ are odd- and even-symmetric Gabor functions with the same spatial positions, orientation and frequency. The total number of outputs is $T = 100,000$. The complex cells exist on a 6 by 6 spatial grid and 4 orientation grid. Thus, there are 144 cells in total.

As preprocessing, the DC component of each $x$ was removed. Then, the norm of $x$ was constrained to be one. Finally, whitening and dimensionality reduction were performed simultaneously by PCA. The retained dimension was $d = 80$. $^3$For the computation of the complex cell outputs, we used again the contournet package.
Figure 4: (a) Scatter plot for relative distance and orientation. The solid red line is the fitted regression line (its slope is -1.385). The dotted lines are confidence bounds of the solid one. (b) A comparison of linear and energy correlation coefficients between the estimated sources. In this figure, the coefficients are selected like the five pairs of basis vectors are selected in Figure 3(a-1,b-1,c-1). The same linear fitting was performed as in (a), the slope of the regression line is 1.173. For (a) and (b), the elements relating to the low frequency basis vectors were omitted.

4.2.2 Results

The learned features were qualitatively similar to those found in [Sasaki et al., 2013]. However, learning $m_{i,j}$ unveiled a novel dependency structure which we visualize in Figures 5(a)-(d): There seem to be strong (conditional) dependencies between long contours.

The complete set of the features and the learned dependency structure is displayed using an undirected graph (Figure 6). In this graph, each node represents a feature and each link corresponds to a $m_{i,j}$ which has a value larger than 0.4. Most of the long contour features are positioned on the left part of the graph, while star-like features, which are the spatially localized ones, are on the right part. This result shows that long contours tend to be (conditionally) dependent on each other, and star-like features also have a similar tendency. The features with less clear structures have only weaker links $m_{i,j}$.

It was shown before that the star-like features may not reflect properties of natural images but properties of the fixed complex-cell stage [Sasaki et al., 2013]. With a threshold of 0.4, these features are mostly separated from the longer contours. It is important future work to choose this threshold more objectively using statistical techniques.

5 Discussion and Conclusion

We proposed a new method for the estimation of non-Gaussian components and their dependency structures. The dependency structures are represented by a parameter matrix $M$ and their interpretation is easy. As described in Section 2.1, this method includes ICA and CTA as special cases depending on the values of the matrix $M$. In addition, due to a useful property of score matching [Hyvärinen, 2007], $M$ can be estimated by solving a standard optimization problem.

Dependency structures were modeled in previous work [Hyvärinen and Hoyer, 2000, Hyvärinen et al., 2001, Mairal et al., 2011, Sasaki et al., 2013]. In those methods, the dependency structures were fixed a priori, while the proposed method estimates the structure from data. Thus, our method is more flexible. Other methods have been proposed to estimate dependency structures from data [Karklin and Lewicki, 2005, Osindero et al., 2006, Köster and Hyvärinen, 2010]. However, those methods did not explicitly take into account linear correlations of the sources, while our method is able to estimate linearly correlated components. Further related work is the estimation of tree-dependent structures [Bach and Jordan, 2003, Zoran and Weiss, 2009]. However, these methods restrict graphs to have a tree-structure. In our method, no such a restriction is imposed.

In simulations for artificial data in Section 3, we demonstrated that the dependency parameters can be correctly estimated for different kinds of sources: For independent sources (Case 1), the estimated $M$ was a diagonal matrix and for topographic sources (Case 2), the order (topography) of the components was recovered from $M$. As a limitation, estimation accuracy for the dependent topographic sources was worse than for the independent sources. An important task for the future is to address this shortcoming.

In simulations with natural images, interesting pooling properties were observed: Pooling various orientations from spatially nearby features and pooling similar orientations from far features. This might be because natural images contain many long contours, textures and junctions. Detailed investigation of this point is an important point for future work. For simulated complex cells, ICA, non-negative sparse coding, and CTA were applied in previous work [Hoyer and Hyvärinen, 2002, Hyvärinen et al., 2005, Sasaki et al., 2013]. While the features estimated by our method are similar as those in previous work, the estimated matrix $M$ revealed interesting relationships between these features.

Typical ICA methods remove linear correlations alto-
Figure 5: Basis vectors $a_i$ with the five largest $m_{i,j}$ for the leftmost fixed basis vector $a_i$. The stem plots below the basis vectors visualize the values $m_{i,j}$ for fixed $i$. We see that the strongest (conditional) dependencies occur among long contours, typically of the same orientation.

Figure 6: An undirected graph for the estimated features. Each node corresponds to a feature, and only the links which have $m_{i,j}$ larger than 0.4 are displayed. The features aligned in the lower part have no links $m_{i,j}$ larger than 0.4.

gather, thus leaving no room for their further analysis. This is in contrast to energy correlations, which remain even after ICA, and could in many cases be estimated and analyzed after ordinary ICA. Here, we have demonstrated that if the components are allowed to be linearly correlated, the learned dependency structure is not trivial at least for some real data sets. The linear correlation thus provides interesting information which could not have been obtained without a method which allows such correlations in the first place.

Acknowledgements

H. Sasaki was supported by JSPS KAKENHI Grant Number 23·7556 (Grant-in-Aid for JSPS Fellows). M. U. Gutmann acknowledges financial support by the Academy of Finland (Finnish Centre of Excellence in Computational Inference Research COIN, 251170). H. Shouno was supported by MEXT/JSPS KAKENHI Grant Numbers 50263231, 21103001. A. Hyvärinen was supported by the Academy of Finland, Computational Science Program and the Finnish Centre-of-Excellence in Algorithmic Data Analysis.

References


