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Investigation of Using Continuous Representation of Various Linguistic Units in Neural Network based Text-to-Speech Synthesis

Xin WANG†,††, Shinji TAKAKI†, Nonmembers, and Junichi YAMAGISHI†,††,†††, Member

SUMMARY Building high-quality text-to-speech (TTS) systems without expert knowledge of the target language and/or time-consuming manual annotation of speech and text data is an important yet challenging research topic. In this kind of TTS system, it is vital to find representation of the input text that is both effective and easy to acquire. Recently, the continuous representation of raw word inputs, called “word embedding”, has been successfully used in various natural language processing tasks. It has also been used as the additional or alternative linguistic input features to a neural-network-based acoustic model for TTS systems. In this paper, we further investigate the use of this embedding technique to represent phonemes, syllables and phrases for the acoustic model based on the recurrent and feed-forward neural network. Results of the experiments show that most of these continuous representations cannot significantly improve the system’s performance when they are fed into the acoustic model either as additional component or as a replacement of the conventional prosodic context. However, subjective evaluation shows that the continuous representation of phrases can achieve significant improvement when it is combined with the prosodic context as input to the acoustic model based on the feed-forward neural network.
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1. Introduction

Text-to-speech (TTS) synthesis converts text strings into speech waveforms. Due to the non-linear relationships between text and speech, TTS is normally decomposed into front-end and back-end. The front-end performs linguistic analysis and symbolic prosody prediction to obtain intermediate linguistic representations between speech and text. Based on the intermediate representations, the back-end performs acoustic feature predictions and synthesizes the speech waveform.

The front-end can be further divided into smaller yet specific sub-modules. For English TTS, they include a) grapheme-to-phoneme conversion (G2P), b) syllabification, c) part-of-speech (POS) tagging, d) syntactic parsing, e) symbolic prosody prediction, and so on [1]. These sub-modules are usually statistic models trained using databases in which correct labels are carefully and manually annotated. This results in very accurate and high-quality synthetic speech. However, it is laborious to collect such the databases. This becomes the major barrier, especially when we need to build a TTS system in a new language in which speech and linguistic resources are lacking. Even for the major languages such as English, we encounter a similar problem when we scale up the size of the database or switch to a new domain.

Recently, the continuous representation of raw word inputs, called “word embedding”, has been used in various natural language processing (NLP) tasks with success [2]. Typically, this low-dimension continuous vector representation of words can be learned from raw word inputs. It has been reported that a well trained embedding vector is able to encode syntactic and semantic information [3]. Therefore, it is interesting to investigate whether such word embedding vectors can be used as the additional or alternative linguistic representations in front-end modules of TTS systems. Wang et al. utilized various types of the word embedding vectors, such as those learned by the recurrent neural network (RNN)-based language model (LM) [3] and log-linear model with negative sampling [4], for an RNN-based TTS system [5]. The objective and subjective evaluation showed that the RNN-based TTS system with the word embedding vectors performs marginally worse than that with correct POS and prosodic tags but clearly performs better than a system with neither the POS nor prosodic tags. Zhi et al. used the word embedding and triphone embedding for text-to-articulatory prediction. Their experiments also confirmed the same trend as the above work on TTS [6].

We further investigated the use of the continuous representation of input text for the neural-network-based TTS systems. Because the word embedding approaches may provide effective representations not only for word units but also at other linguistic levels, we attempted to use phoneme, syllable, and phrase embedding vectors in addition to the standard word embedding vectors. Second, these embedding vectors were examined in both RNN and deep feed-forward neural network (DNN) based acoustic models. Because RNN can capture the dependency of the sequential data across time while DNN cannot, it is interesting to know whether the power of different neural networks could influence the effectiveness of the input continuous representations. Finally, to take full advantage of the word embedding vectors, we also showed that a simple scaling approach should be used to pre-process the embedding vectors before they are fed into the acoustic model instead of using standardization method, i.e., subtracting the mean and dividing the feature by the data’s standard deviation.
In the rest of this paper, Section 2 briefly introduces the conventional front-end modules in English TTS systems. Section 3 then introduces the neural-network-based acoustic model, wherein the embedded vectors replace the conventional prosodic context. Section 4 describes the continuous representation for syllables, phonemes and phrases for TTS systems. The analysis of the effects of normalization on the word vectors is also presented. Section 5 explains the experiments and results, and Section 6 summarizes this work and describes the future work.

2. Conventional front-end processing flow for typical English TTS systems

To convert a text into natural speech, a TTS system must retrieve the pronunciation of words in the text and infer the prosody for the text. However, the association between pronunciation symbols and the word tokens is ambiguous in English. Also, even if the pronunciation of words is known, the prosodic information cannot be easily acquired because it is not encoded explicitly in the normal text string [7].

To tackle the above challenge, typical English TTS systems deploy the front-end and back-end architecture shown in Fig.1. The front-end of a TTS system infers the symbolic representation of both segmental and prosodic properties of speech. Then, the back-end acoustic model converts the symbolic intermediate representation into a speech waveform, typically using the unit-selection method [8] or the statistical parametric method [9].

Between the front- and back-ends, the intermediate representation encodes both segmental and suprasegmental aspects of speech. The segmental part mainly includes the phoneme sequence of every word in the input text. With a carefully produced pronunciation lexicon and well-tuned G2P algorithms, this segmental information can be inferred with high accuracy [10][11].

However, the prosody (e.g., the intonation, timing and stress of the utterance) is more difficult to predict. First, no consensus has been reached on designing the set of prosodic symbols for English that link the communicative function and acoustic realization of prosody, which is also known as the problem of “lack of reference” [12]. A widely adopted prosodic symbol set is the Tone and Break Indices (ToBI) [13] wherein pitch accent and break index represent the local pitch excursion and association between adjacent words, respectively. If the system decides to incorporate ToBI, the next problem is to predict these targets from the input text. For this purpose, the front-end of TTS infers linguistic features of the input text at first. Given the inferred POS and syntactic structure, ToBI targets can be predicted [14]. For example, as shown in Fig.1, a Part-of-speech (POS) tagger and a syntactic parser may be used at this stage to derive the sequence of POS tags and the syntactic tree of the input text. After that, the prosodic inferring module can assign the phrase break and pitch accent for the input text.

For the task of linguistic analysis and prosodic modeling in the front-end, researchers have proposed several effective methods. For example, Taylor used the hidden Markov model (HMM) to infer the phoneme sequence for each word in the input text [10]; Kupiec used HMM for POS tagging [15]; researchers also used various statistical models for syntactic parsing [16]. On the prosodic modeling part, Hirschberg utilized the decision tree to predict the pitch accent on the basis of syntactic features of the text [14].

To construct these statistical modules, expert knowledge on specific topics is required to design task-related input and output features. Also, a specific data corpus must be prepared to train each module. For example, prosodic models are usually trained on the Boston University News Radio Corpus [17] and syntactic parsers are usually trained using the Penn Treebank corpus [18]. With the expert knowledge conveyed by the designed features and data annotation, the front-end of a TTS system can exhibit good performance.

3. Using word embedding for neural-network-based acoustic models

3.1 Shortcomings of conventional front-end framework

The conventional front-end framework is not ideal for TTS, especially on prosody modeling. First, it assumes that discrete prosodic symbols must be defined. However, researchers have not yet reached a consensus on the best definition of discrete prosodic form [1][12][19]. Even if a consensus is reached, another dispute is whether symbolic prosody is necessary for a speech task. After all, the acoustic feature space is continuous. This inconsistency may result in quantization noise during prosody annotation and acoustic realization given the prosodic symbols [20][21].

Additionally, as mentioned above, prosodic models based on a supervised machine learning method require sufficient training data with consistent annotation. However, consistency of prosodic annotation across annotators may not be as high as expected [22]. Inconsistency in the training data may affect the performance of the prosodic models. The errors predicted by these models may be propagated to the following acoustic model and eventually degrade the quality of the synthetic voice.
The sequence of phonemic context \( p \) and embedded vectors \( m \) are converted into acoustic feature vectors \( O, M \). The model to derive the embedded vectors [3]. The results showed in bi-directional LSTM (DBLSTM) RNN [24].

For acoustic modeling, the text of an utterance is converted into a sequence of frames \( \{I_1, I_2, \cdots, I_t, \cdots, I_T\} \), wherein \( T \) is the total number of frames of the training data utterance. The linguistic vector \( I_t \) at time \( t \) consists of the embedded vector of the word and the phonemic context at that time. Together with a sequence of acoustic feature vectors \( \{O_1, \cdots, O_T\} \), the acoustic model can be trained. During the synthesis time, the linguistic vector of the test data can be fed into the acoustic model and acoustic features can be predicted.

4. Proposed methods

4.1 Motivation for using embedded vector of various linguistic units

Wang et. al. utilized embedded vectors of words as the input to the acoustic model instead of the ToBI symbols and POS tags [5]. However, the word is not the only linguistic unit that can be represented in the embedded space. An utterance can be hierarchically decomposed as phrases, words, syllables, or phoneme sequences. As Bina et. al. argues, the base of embedded vectors can be a sub-word unit such as a prefix, suffix, or syllable [26]. It can also be the whole sentence or document [27].

For speech application, both sub-word and supra-word vectors may be useful. The sub-word vectors can be expected to encode the segmental aspect of speech. For example, it has been shown that vowels and consonants can
be differentiated in a two-dimensional space derived by latent semantic indexing (LSI) [28]. In this case, the phoneme symbols can be replaced by the two dimensional continuous representation and then fed into the TTS system. It is interesting to testify whether the popular embedded vectors can be beneficial to the TTS system.

Another candidate sub-word linguistic unit is the syllable. Recently, Bian et al. replaced the one-hot word vector with a ‘multi-hot’ vector wherein each dimension corresponding to a syllable of a certain language [26]. Their motivation is to reduce the dimension of the vector. In speech synthesis application, the use of syllable vectors mainly targets at F0 prediction. For English speech, the F0 trajectory is the acoustic realization of pitch accent while the pitch accent is usually associated with the stressed syllable [29]. When the stress information is not available for acoustic modeling (e.g., the R5 system in Section 5.3), additional source of information such as the syllable vectors should be provided so that the acoustic model can implicitly infer the location of stress. Thus, it would be interesting to explore whether embedded syllable vectors can be useful.

As mentioned above, prosody of speech is also suprasegmental. A single word can be realized differently in prosody, which indicates that the word or sub-word vectors may be insufficient to encode all the prosodic information. Therefore, embedded vectors of phrases or sentences may be used. There has been a similar attempt for sentimental analysis, and Le and Mikolov [27] utilized sentence-level vectors to predict the sentiment of a sentence. Hence, it is also interesting to verify whether sentence-level vectors could benefit the acoustic model in prosodic realization.

4.2 Learning the embedded vectors for various linguistic units

To derive the embedded vectors for syllable and phoneme, we used the continuous bags of words (CBOW) model [4]. For CBOW, the input is a set of one-hot vectors corresponding to each word in the context \( c = [w_{t-n}, \ldots, w_{t+n}] \), as shown on the left side of Fig. 3. The input projection layer maps the one-hot vector of context word \( w \) into \( m_{i(w)} \). Because the input vector is one-hot, the projected \( m_{i(w)} \) actually corresponds to the \( I(w) \)-th row of the projection matrix \( M \), where \( I(w) \) is the index of \( w \). Then, the hidden representation \( h \) is calculated as the average of \( v \):

$$ h = \frac{1}{|c|} \sum_{i=1}^{|c|} m_{i(w_i)} $$

(1)

where \(|c|\) is the size of the context or window size of the word context. In this case, \(|c| = 2n + 1 \).

This \( h \) will be further transformed by another projection matrix \( M' \) into \( u = M'h \). The dimension of \( u \) is the same as that of the input one-hot vector. Then, on the basis of the softmax function, the ‘probability’ to generate the word \( w_i \) can be written as

$$ p(w_i | c; M, M') = \frac{\exp(m'_{i(w_i)}h)}{\sum_j \exp(m'_{j}h)} $$

(2)

where \( m'_{j} \) is the \( j \)-th row of \( M' \) and \( I(w_i) \) is the index of \( w_i \).

The projection matrix \( \theta = (M, M') \) can be learned through the maximum likelihood (ML) criterion. Each row of the learned \( M \) corresponds to the embedded vector of one word. If we replace the \( u \) as the token of a syllable or phoneme, the same CBOW model can be used to derive the embedded vectors for the syllable or phoneme.

For the phrase vector, we used the doc2vec model [27]. This model’s structure is similar to the CBOW model except for the paragraph matrix \( P \). This structure is shown on the right side of Fig. 3. At the training stage, the input to the model includes a vector \( p_i \) for the current phrase where \( k \) is the ID of this phrase. Following the same training procedure as CBOW, \( P \) can be updated. Note that updating each row of \( p_i \) depends on the errors propagated backwards for all the words \( w^*_t, w^*_N \) in the \( k \)-th phrase. At the test stage, because a test phrase is different from the training phrases most of time, the test phrase is unseen and cannot be retrieved directly from \( P \). Instead, the paragraph embedding \( p_{k'} \) for unseen phrase \( k' \) must be inferred given the words in \( k' \). This can be achieved using the back-propagation algorithm with all the other parameters of the model fixed.

Note that, in this paper, the quin-phone sequence is kept in \( I \) for all the experimental systems. The embedded vectors of all the above units are used as either supplement to or as replacement of the prosodic contexts.

4.3 Normalization method for the embedded vectors

For training the neural network model, the input and output features need to be normalized. However, care should be taken when the embedded vectors are normalized. As Mikolov et al. showed, the distance between embedded vectors of words \( w_1 \) and \( w_2 \) is [3]

$$ \cos(m_{i(w_1)}, m_{i(w_2)}) = \frac{m_{i(w_1)}^T m_{i(w_2)}}{|m_{i(w_1)}| \cdot |m_{i(w_2)}|} $$

(3)

If we normalize the vector as \( \tilde{m}_k = \frac{m_k - \mu_k}{\sigma_k} \) (wherein \( \mu_k \) and \( \sigma_k \) are the \( k \)-th dimension of the mean and variance vector, respectively), the distance \( \cos(\tilde{m}_{i(w_1)}, \tilde{m}_{i(w_2)}) \) between the normalized vectors will be unequal to the original distance.

Fig. 3: CBOW (left) and Doc2Vec model (right) models
To verify the above argument, we conducted a syntactic test using the word embedding derived from an RNN language model. The original embedded vectors exhibited an accuracy of 16.2%, which is identical to that reported in [3]. However, after we normalized the vectors, the accuracy dropped from 16.2% to 10.68%.

The raw embedded vectors can be used directly without normalization. However, the value of each dimension may be too small. Thus, another strategy is to scale the dimension of every embedded vector as \( m_k = \frac{m_k}{\sigma} \). With this scale, the accuracy on the syntactic test increases from 10.68% to 12.75%. Part of the information encoded in the scaled vectors may be lost. However, it is interesting to know whether the simply scaled vectors can be more useful.

5. Experiments and Results

5.1 Preparing the embedded vectors of linguistic units

Experiments were conducted for the English TTS task. Embedded vectors of word, phoneme, syllable and phrase were involved in the experiments. For the vectors of words, we directly used the vectors trained on the basis of the RNN language model \(^1\). The same set of word vectors was also used by Wang et al. [5]. This vector data set covers most of the words in the speech corpus used for the following experiments; only 358 out of around 340,000 words are not covered. The vectors of out-of-vocabulary words were simply set as the global mean of all the word vectors.

The embedded vectors at the phoneme and syllable level were derived using the word2vec tool [4]. The training data were the English text in the news domain \(^1\). First, text was normalized \(^1\). Then, Flite [30] was used to convert the text into sequences of syllables and phonemes. After that, CBOW models for syllables and phonemes were trained separately using the word2vec tool. The training process was iterated 15 times with negative sampling [4]. The window size for CBOW was set to 10 according to the experimental results in [31].

The phrase level vectors were learned using the distributed memory model of paragraph vectors (PV-DM) [27], which is shown on the right in Fig.3. The same news data corpus for syllable and phoneme vectors was used for model training. Phrases were first extracted from the corpus in accordance with the punctuation in the utterance. Then, the PV-DM model was trained with negative sampling for 15 iterations and a window size of word as 10. The dimension of both word and phrase vector was 100 for PV-DM model. Given the PV-DM model, phrase and associated word vectors for all the grammatical phrases in the speech data corpus were inferred using the back-propagation algorithm. These phrase and word vectors were concatenated as

\[ \text{phrase vector} \]

The utilized embedded vectors are listed in Tab.1. For the pre-trained word vector, its original dimension is 80. For other vectors, the dimension of 200 is chosen based on the results of a NLP research work showing that various embedded vectors with 200 dimensions can achieve consistently good performance on name-entity recognition and sentence chunking tasks [32].

5.2 Experimental setup for the TTS task

Experiments in this section are introduced in a chronological order. First, Section 5.3 compares the performance of the RNN-based acoustic model with different embedded vectors as input features. The goal is to identify effective embedded vectors for further experiments. Then, Section 5.4 compares the performance of word and phrase vectors in RNN-based and DNN-based acoustic models. Meanwhile, experiments in Section 5.5 showed the influence of feature normalization methods on word and phrase vectors.

The database for acoustic model training contains 12072 English utterances by a female speaker recorded with the sampling rate of 48KHz. Five-hundred utterances were randomly chosen as the test set. Given the transcription of each utterance, its phoneme sequence was acquired using Flite [30]. Meanwhile, Mel-generalized cepstral coefficients (MGC) of order 60, a one-dimensional continuous F0 trajectory, the voiced/unvoiced condition, and band periodicity of order 25 were extracted for each speech frame. These parameters were extracted based on the STRAIGHT vocoder [33]. The F0 trajectory was further converted to Mel-scale according to \( m = 1127 \times \log(1 + f/700) \) where \( f \) is frequency in Hz [34]. Although an RNN-based acoustic model was assumed to be able to model the inter-frame dependency of consecutive frames, we still used the delta and delta-delta components of the acoustic features except the voiced/unvoiced condition. Thus, the number of dimension of the acoustic feature per frame was \( (60 + 25 + 1) \times 3 + 1 = 259. \) During the synthesis time, the MLPG algorithm was used to derive the smooth trajectory of the predicted acoustic feature [9].

\( R \) and \( D \) are used to denote the RNN and DNN systems, respectively. Subscripts shown in Tab.1 are used to denote system with specific input features in addition to the quinphone information. \( R_p \) and \( D_p \) are implementation of the full-fledged TTS system shown in Fig.1. All experimental systems used the quin-phone with 292 dimensions as input. The quin-phone vector includes five one-hot vectors indicating the phoneme identity in the quin-phone window and another vector indicating the vowel identity of current syllable. On the other hand, the prosodic context included binary (e.g. whether the current syllable is pitch accented) and positional information (e.g. distance to the next pitch accent)
Table 1: Additional features besides quin-phones as the input to the acoustic model. Feature ID is used to identify experimental systems. For example, $R_{pw}$ denotes the RNN system with prosodic context and syllable vectors as input. For reference, the dimension of quin-phone feature is 292.

<table>
<thead>
<tr>
<th>Feature ID</th>
<th>Description</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>no prosodic context or embedded vectors</td>
<td>-</td>
</tr>
<tr>
<td>$p$</td>
<td>traditional prosodic context</td>
<td>90</td>
</tr>
<tr>
<td>$w$</td>
<td>embedded vectors of word</td>
<td>80</td>
</tr>
<tr>
<td>$e$</td>
<td>embedded vectors of phoneme</td>
<td>200</td>
</tr>
<tr>
<td>$s$</td>
<td>embedded vectors of syllable</td>
<td>200</td>
</tr>
<tr>
<td>$h$</td>
<td>embedded vectors of phrase</td>
<td>200</td>
</tr>
</tbody>
</table>

derived using Flite [30].

The model structure for all RNN systems contained two normal feed-forward layers with the sigmoid activation function and two bi-directional LSTM layers. Except for the first feed-forward layer, the number of hidden nodes of the following layers was fixed at (512, 256, 256), respectively. For systems using more than one kind of embedded vector, e.g. $R_{es}$, the size of the first hidden layer was 1024. Otherwise, it was 512. The DNN systems adopted similar structure, except the LSTM layer was replaced by a normal feed-forward layer with 512 nodes. Note that, the network structure of $R_p$ is identical to that in [5].

5.3 Performance of DBLSTM-RNN based systems with different input embedded vectors

We adopted three types of objective measures to show the performance of each system: RMSE of the predicted MGC coefficients, and RMSE and correlation coefficients of F0 trajectory on the Mel-scale. To yield meaningful results, we took the average of the objective measures on the test set using the model parameters learned from the last five training epochs for each system. The voiced/unvoiced error rate is not shown because the difference across systems was trivial.

As Fig.4(a) and 4(b) show, $R_p$ and $R_{pw}$ with the conventional prosodic context performed the best. These two systems were expected to outperform $R_N$. However, when the word vectors were used as input features, $R_w$ was only better than $R_N$ on F0 modeling. This is different from the results in [5] which indicate that $R_w$ should achieve better performance than $R_N$ both in F0 and spectral modeling part. This difference may be due to the difference of corpora. However, this can not be verified further.

Embedded vectors of other linguistic units showed different results. Specifically, $R_h$ performed the best on F0 modeling among the systems without prosodic context. This result is interesting because it indicates that the phrase vector may encode additional information related to the suprasegmental property of speech. Unfortunately, when vectors of different levels were combined, the results only degraded. Full reason for this result is unknown. But one possible reason may be limited size of the neural network.

From the results in Fig.4 we can at least infer that the phrase vector is the candidate for further interesting experiment. Besides, considering the unexpected performance of the word vectors, we decide to chose the embedded vectors of word and phrase level for further investigation.

5.4 Effectiveness of word and phrase embeddings vectors in systems based on DBLSTM-RNN and DNN

Using embedded vectors did not bring in significant improvements. Because the difference between $R_p$ and $R_N$ was less than 2 mel in F0 modeling, we wondered whether DBLSTM-RNN could directly infer the linguistic information from the quin-phone and acoustic feature sequences even without additional input formation. Thus, we prepared another five systems using the feed-forward neural network (represented by $D_w$) to replace DBLSTM-RNN. The network structure was similar, except the LSTM layers were replaced with feed-forward layers with 512 nodes. By comparison the performance of the DNN systems, we can see the effectiveness of word vectors more clearly.

The results are listed in Fig.5 and Fig.6. The first observation is that the RNN system without any prosodic context ($R_N$ in Fig.5) performs better than the DNN-based system with prosodic context ($D_w$ in Fig.6) not only on spectral part but also on F0 modelling. Readers may doubt that the improvement on the objective evaluation may be due to the smoother trajectory of the acoustic parameters predicted by the RNN. However, at least for the F0, the predicted sample trajectory in Fig.9 shows that even the DNN system without...
Fig. 5: Objective evaluation on systems WITHOUT using prosodic context. The first and second row correspond to DNN and RNN systems respectively. $h^s$ and $w^s$ denotes phrase and word vectors scaled by data variance while $w^r$ denotes raw vectors without pre-processing.

Fig. 6: Objective evaluation on systems WITH prosodic context as input.

any prosodic context can predict smooth trajectory based on the MLPG generation algorithm. Thus, the better performance of RNN may be due to the better hidden representations computed by the recurrent link in RNN.

Since DNN is weak in deriving useful hidden features, the input to DNN should encode sufficient information. The results show that the difference between DNN systems using prosodic context or not ($D_N$ VS $D_p$) was larger than the RNN case ($R_N$ VS $R_p$), which indicates the usefulness of prosodic context for DNN-based systems. The prosodic context may be less useful for the RNN, possibly due to the noise in the prosodic context of the corpus. Besides, by comparing $D_N$, $D_w$, and $D_h$ on F0 stream, we observed that the differences between $D_N$ and the other two systems were larger than their RNN counterparts ($R_N$, $R_w$, and $R_h$). This result suggests that that, similar to the prosodic context, the word and phrase vectors encode useful information for F0 modeling in DNN. But it may be less informative for the RNN systems.

The word and phrase vector may encode similar information as that in the prosodic context. By comparing $D_N$ with $D_w$ and $D_h$, we can see that word and phrase vectors improve the performance of F0 modelling. However, when prosodic context is available, the improvement brought by the continuous vectors is less as the comparison between $D_p$, $D_{pw}$ and $D_{ph}$ shows.

In general, word and phrase vectors encode useful information for speech synthesis. However, they may provide redundant information when either prosodic context is available or useful hidden representation can be inferred by the recurrent neural network.

5.5 Influence of normalization on embedded vectors

Another perspective to examine the performance of the embedded vectors is to re-examine the normalization methods. According to Section 4.3, additional systems were trained on the basis of the embedded vectors of words using different normalization methods. For $D_{w^r}$ and $R_{w^r}$ in Fig.5 and Fig.6, the embedded vectors were scaled without subtracting the mean vector; for $D_{w^s}$ and $R_{w^s}$, the embedded vectors were directly fed into the model.

The comparison between $R_w$, $R_{w^s}$ and $R_{w^r}$ in Fig.5 suggests that the scaling strategy results in the better perfor-
mance than the other two normalization methods. This improvement can also be observed for F0 stream even prosodic context is added to the systems, which is shown by $R_{pw}$ and $R_{ph}$ in Fig.6.

Additional experiments were conducted for systems with phrase vectors $h$ as input. However, as the comparison between $R_{h}$ and $R_{hp}$ shows, the scaling strategy does not surpass the normal normalization method. However, further investigation is required before claiming that the simple scaling strategy is not useful. First, we must find out whether the similarity between phrases can be measured in the same way as word vectors. If not, normalizing the phrase vectors may not distort the similarity in the phrase vector space. As far as we know, this is still an open question.

### 5.6 Subjective evaluation results

Four groups of MUSHRA test were conducted in order to compare the effectiveness of continuous representation of word and phrase embedding by subjective evaluation. For each group, 30 native English speakers evaluated and assigned a score from 0 (bad) to 100 (good) to 20 synthetic utterances from each experimental system.

Fig.7(a) compares the RNN-based systems with word vectors as input. However, as the comparison between $R_{p}$ and $R_{hp}$ shows, the scaling strategy does not surpass the normal normalization method. However, further investigation is required before claiming that the simple scaling strategy is not useful. First, we must find out whether the similarity between phrases can be measured in the same way as word vectors. If not, normalizing the phrase vectors may not distort the similarity in the phrase vector space. As far as we know, this is still an open question.

The difference between RNN-based systems is generally insignificant. This may be due to two possible reasons. First, RNN is able to infer suprasegmental information from input phoneme sequence and output acoustic features. This argument may be supported by the observation that, while the difference between $R_{p}$ and $R_{h}$ in Fig.8(a) is insignificant, a huge gap exists between $D_{p}$ and $D_{h}$ as Fig.8(b) shows. Second, the word embedding vectors may encode insufficient cues for prosody, which is indicated by the trivial difference between $D_{pw}$ and $D_{ph}$ in Fig.8(b). This may be reasonable because the word vectors were trained without any external prosodic knowledge. The above results are also consistent with the objective evaluation results.

Interestingly, the phrase embeddings improved the performance of $D_{ph}$ when we compared it with $D_{p}$ and $D_{pw}$ in Fig.7(b). One reason may be that the phrase vector discriminates the acoustic units in different phrase contexts. Then, the neural network ‘clusters’ the units with similar phrase context and prosodic feature.

Predicted F0 trajectories by the experimental systems are shown in Fig.9. While other systems predicted similar F0 trajectory for this sample segment, $D_{ph}$ in Fig.9(b) predicted the F0 trajectory with a larger dynamic range. Although $D_{ph}$ predicted a low pitch accent around the first pick of the natural F0, this low pitch accent sounds better than the averaged F0 pattern in other systems\(^\dagger\). However, due to the mismatch of the pitch accent pattern, $D_{ph}$ yields a higher RMSE in this segment. This may partially explain why $D_{ph}$ is preferred in subjective evaluation while its objective measure is not the best.

### 6. Conclusion

We investigated the embedded vectors of various linguistic units to replace the conventional linguistic context as input features to an acoustic model. The results indicated that embedded vectors of various linguistic unit only lead to in-
significant improvement of the RNN-based acoustic model. However, the results suggested that the phrase vectors may capture useful information that can be used together with the normal prosodic context.

Overall, embedded vectors for TTS must be investigated further. Typically, all embedded vectors are learned on the basis of the “meaning by collocation” assumption. It is doubtful whether this assumption is valid for speech-related tasks. In fact, many researchers recently argued that “meaning by collocation” is not ideal. Better embedded vectors may still require domain-specific knowledge [35][36]. In the future, embedded vectors may be fine-tuned with speech-related tasks so that sufficient acoustic information can be encoded in the embedded space.

Meanwhile, the syllable vector also deserves further investigation. To fully clarify the performance of $R_s$, another independent work may be required to examine, for example, whether simple one-hot vector of syllable could also be effective as one-hot representation may be equivalent to continuous representation when the number of syllables is somehow finite.
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