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Abstract

Data assimilation can help to ensure that model results remain realistic despite potential errors in the model, parameters and inputs. The particle filter algorithm is a generic data assimilation method developed for non-linear models with arbitrary probability distributions describing the uncertainties of the system. In this study, we test whether assimilation of snow depth observations using the particle filter improves the results of a multi-layer energy-balance snow model, and compare the results against a direct insertion method. Snow depth data are becoming increasingly available whether by high-resolution laser scanning or economical sonic sensors. At the field site Col de Porte in France, the particle filter reduces errors in SWE, snowpack runoff and soil temperature when forcing the model with coarse resolution reanalysis data, which is a typical input scenario for operational snowmelt models. For those variables, the model performance after assimilation of snow depths is similar to model performance when forcing with high quality, locally observed input data. Using the particle filter, we could also estimate a snowfall correction factor accurately at Col de Porte. The assimilation of snow depths also
improves forecasts with lead-times of, at least, seven days. At further forty sites in Switzerland, the assimilation of snow depths in a model forced with numerical weather prediction data reduces the root-mean-squared-error for SWE by 70% compared to the a model without assimilation. The direct-insertion method shows similar performance as the particle filter, but is likely to produce inconsistencies between modelled variables and is increasingly difficult to implement as model complexity raises. The particle filter, on the other hand, avoids those limitations without loss of performance. The methods proposed in this study efficiently reduces errors in snow simulations, seems applicable for different climatic and geographic regions and are easy to deploy.

Key points:

- Improved snow simulations by snow depth assimilation with particle filter
- Possible to estimate gauge undercatch for snowfall using the particle filter
- Implementation of particle filter efficient and compatible with complex non-linear models

Keywords: Energy balance snow melt model, Particle filter algorithm, State and parameter updating, Snow depth
1. Introduction

Physically based snow models play an important role in applications such as flood and avalanche forecasting [Brun et al., 1992; Zhao et al., 2009]. Data assimilation methods can efficiently reduce errors in snow simulations arising from uncertainties in, for example, the forcing data (e.g. Leisenring and Moradkhani [2011]; Magnusson et al. [2014]). However, though data assimilation has been incorporated in many simpler snow model applications (e.g. Brown et al. [2003], Slater and Clark [2006]), data assimilation in multi-layer snow models is more challenging (e.g. Andreadis and Lettenmaier [2006], Durand et al. [2009]) and still has potential for improvements.

Reducing the uncertainty in predictions given by physically based snow models would be valuable since the simpler models have limited use for flood forecasting in situations that deviate from typical weather patterns or when conditions push the limits of their assumptions (e.g. Kumar et al. [2013]; Rössler et al. [2014]). Additionally, avalanche forecasting typically requires complex modelling platforms in order to detail the snowpack layering that controls snow stability; simpler models often cannot be relied upon for this [Bartelt and Lehning, 2002].

Single-layered snow models are relatively easy to handle within a data assimilation framework. These models have a simple structure and the updating procedure seldom produces inconsistent model states. However, for snow models that represent the snowpack using multiple layers the updating procedure can induce inconsistencies in the modelled snowpack stratigraphy (e.g. an increase in snow thickness without adding additional snowpack layers), or physical states inconsistent with the assimilated data (e.g. an assimilated melt event with a below-freezing simulated surface layer). To avoid such situations, we can introduce procedures for correcting the state variables after the updating step. However, constructing such correction procedures is sometimes ad hoc and difficult to
implement when interacting with a complex, multi-layer model. A more appealing approach is to incorporate model states within the assimilation method.

In this study, we use the particle filter, which is a Bayesian recursive estimation technique for state and parameter updating [Arulampalam et al., 2002]. This method approximates the probability distributions using a finite set of samples, so-called particles. The method is robust to non-linearity and non-normal distributions. Furthermore, the particle filter does not alter the states of the individual particles. Each particle maintains its modelled states with only their associated weights updated based on the assimilated data. The weights then determine best-estimates of the current snow state. This property is convenient for multi-layer snow models to ensure that the simulated snowpack is consistent with the observed data.

Recently, in data assimilation experiments using synthetic observations, Charrois et al. [2015] tested the particle filter algorithm for the Crocus model, which is a sophisticated snow model used for avalanche forecasting and hydrologic modelling [Vionnet et al., 2012]. The assimilation of visible and near infrared reflectance data reduced the uncertainty in the simulations of snow depth and snow water equivalent (SWE). An even greater reduction in the errors of the simulations was achieved by updating the model using snow depth observations. Dechant and Moradkhani [2011] evaluated the particle filter for updating the states of the simple model SNOW-17 using remotely sensed microwave radiance data. The particle filter algorithm improved simulations of SWE as well as streamflow forecasts. Using the same model, Leisenring and Moradkhani [2011] successfully applied the particle filter for directly assimilating snow water equivalents observed at one station in the United States. Thirel et al. [2013] also used the particle filter algorithm to update snow simulations of the LISFLOOD model by assimilating satellite observations of snow covered area. Their experiments also resulted in improved stream flow predictions. Finally, Margulis et al. [2015] showed that a particle smoother improved SWE estimates when assimilating observations of fractional snow covered area. This
method was recently used for generating a high-resolution SWE reanalysis for the Sierra Nevada mountain range using Landsat data [Margulis et al., 2016]. Thus, the particle filter algorithm seems reliable for updating snow models, but has yet to be used for assimilating real observations of snow depths, which is one of the easiest and cheapest variables of the snowpack to measure at single points.

In this study, we examine the applicability of the particle filter for a multi-layer energy-balance snow model using snow depth observations. Our main goal is to test whether the assimilation of snow depths improves estimates of variables such as SWE and snowpack runoff. Typically, such snow depth measurements are readily available and cost-efficient whereas other more hydrologically relevant variables, for example SWE and snowpack runoff, are much more difficult and expensive to obtain. A key difference between the current study and Charrois et al. [2015] is that we use actual snow depth observations whereas the latter study used synthetic measurements. We test the particle filter in detail at one field site with long-term data available for snow research. Furthermore, we also evaluate the method at field sites with realistic conditions for applications where only weather forecasting data are available for driving the model. Finally, as a benchmark method, we compare the performance of the particle filter against direct insertion of observed snow depths. This method has been used in several previous studies for adjusting state variables of snow models to match observations (e.g. Bartelt and Lehning [2002]; McGuire et al. [2006]; Fletcher et al. [2012]).

2. Study site and data

We first test the particle filter method at the Col de Porte field site in France, using input datasets of different quality. In a second experiment, we evaluate the data assimilation scheme at 40 stations in Switzerland. All stations are in operational use for avalanche and flood forecasting.
2.1. Data from Col De Porte

We use a published dataset for the Col de Porte field site (45.30° N, 5.77° E) that is located at an elevation of 1325m in France. The dataset is publically available and described in detail by Morin et al. [2012]. This field site has long-term observations of meteorological and validation variables necessary for detailed evaluations of snow models (e.g. Essery et al. [2013]; Magnusson et al. [2015]; Wever et al. [2014]). In this study, we perform snow simulations for the period from 1994-10-01 to 2010-06-30. Typically, the snow cover lasts from roughly December to April at Col de Porte and mid-winter melt events are common.

Model input data – In situ meteorological data

The following meteorological variables required for input to snow models have been recorded at a weather station directly at the site with an hourly resolution: air temperature, relative humidity, wind speed, precipitation using a heated gauge, incoming longwave and shortwave radiation. In the available dataset, precipitation is divided into rain and undercatch-corrected snowfall (see Morin et al. [2012] for details). The precipitation partitioning has been performed manually using auxiliary information, foremost air temperature, snow depth and relative humidity. However, in many applications the precipitation phase is determined from air temperature alone, as manual corrections such as these require great effort and comprehensive auxiliary data. Therefore, to mimic typical situations, we compute the precipitation phase using air temperature, and compute total precipitation from the sum of rain- and snowfall. Additionally, for the particle filter, we can also generate an ensemble of inputs to the model that preserves the physical consistency between precipitation phase and air temperature with this approach.

We determined the fraction of snowfall, $sf$ (unitless), from air temperature, $T$ (°C), and a threshold temperature, $T_{base}$ (°C), below which precipitation falls mainly as snow:
\[
sf = \frac{1}{1 + \exp(T_p)}
\]  

where \( T_p = (T - T_{base})/m_p \). The parameter \( m_p \) (°C) determines the temperature range for mixed precipitation. See Kavetski and Kuczera [2007] for further details.

At Col de Porte, the ratio of snowfall to total precipitation shows that mixed precipitation occurs in a temperature range from approximately -1.8 °C to 2.3 °C (grey dots in Figure 1a). We estimated the parameters of Equation 1 by minimizing the sum of squared errors between simulated and observed snowfall ratio (see black line in Figure 1a). We also assessed the sensitivity of the estimated total snowfall using Equation 1 by varying threshold temperature, \( T_{base} \), and compared with the total snowfall amount given in the publically available dataset (see Figure 1b). This analysis shows that at this site small differences in the threshold temperature can produce large biases in the total snowfall estimates.

Model input data – SAFRAN reanalysis system

For Col de Porte, the same meteorological variables as recorded by the weather station are also available with hourly resolution from an analysis system called SAFRAN [Durand et al., 1993]. This system pragmatically mixes in situ meteorological information, radiosondes and output from large-scale weather prediction models to provide an optimal analysis within meteorologically homogeneous areas (termed massifs) of the French Alps. Each massif has an average surface area of approximately 1000 km², and spans an elevation range of 300 m. The publically available dataset contains SAFRAN data, which we use in this study, interpolated to the altitude of the Col de Porte field site. However, note that the SAFRAN analysis used in the dataset of Morin et al. [2012] does not use observations from Col de Porte itself.

Data for assimilation and model evaluation
In this study, we used the following variables from the Col de Porte dataset for either assimilation or evaluation of the model: snow depth, SWE, snow lysimeter runoff and soil temperature. The field site is equipped with two lysimeters. In this study, we use data from the lysimeter with the largest surface collection area, which equals 5 m$^2$. The lysimeters do not include a soil column, and therefore measure the runoff from the snowpack directly without time delay. SWE was measured manually on a weekly basis in snow pits. Snow depth measurements were automated and collected at an hourly time-step. Additionally, we made use of soil temperature measured at 10 cm depth below the ground surface. For details about measurement methods and sensor specifications, please see Morin et al. [2012].

2.2. Data from Switzerland

We use data from 40 stations situated in Switzerland spanning an elevation range from 1195 to 2690 m.a.s.l and covering the period from 2013-09-10 to 2015-07-31. At these locations, field observers perform manual snow observations, such as snow depth (daily), SWE (bi-monthly), and stability assessments (bi-monthly) of the snowpack. Flat terrain and small exposure to strong winds characterize these sites, so that the snow observations should reflect the average conditions for a larger area. The avalanche warning service and the operational flood forecasting team in Switzerland regularly use data from these stations for their assessments. Thus, filling the gaps in between the occasional manual observations, as well as inferring other variables from those measurements using models in combination with data assimilation is of great practical importance.

Model input data – COSMO weather forecasting model

Most of these sites in Switzerland lack meteorological measurements and, instead, we drive the model with data from the numerical weather forecasting model COSMO. COSMO, used operationally by MeteoSwiss (www.meteoswiss.ch), provides the full set of input variables required by energy-balance snow models on a
horizontal grid with resolution of approximately 2 km. Though COSMO assimilates station data, none of the stations included in this study are part of the assimilated data set. We linearly interpolated the results from the COSMO grid to the location of the field sites. For air and dew point temperature, we corrected the COSMO results to the elevation of the field locations using a fixed linear lapse rate (0.006°C/m for both air and dew point temperature). Finally, using the air and dew point temperature we computed elevation corrected relative humidity.

Data for assimilation and model evaluation

Every morning during winter, a field observer measures snow depth on a fixed graded rod at the field sites. Additionally, snow depth and density measurements are made in a pit close to the snow rod approximately every second week. In spite of the close proximity of pit and rod measurements and the relatively low heterogeneity typically found in flat, wind-sheltered locations, the adjacent depth recordings sometimes exhibit differences. To avoid errors arising from such differences in snow depth, we use the density measured in the snow pit and the depth recorded using the rod to estimate SWE. We use the snow depth measurement at the rod for assimilation, and the computed SWE for evaluation.

3. Description of the snow model

In this study, we use an energy-balance snow model provided in a multi-model framework [Essery et al., 2013]. This framework called JIM (JULES investigation model), solves the mass and energy exchanges for three individual snow layers, and is thus similar to many snow models applied in past research efforts (e.g. Shrestha et al. [2010]; Zanotti et al. [2004]). The surface heat balance equation is solved analytically and vertical temperature profiles in the snowpack and the soil are solved by the Crank-Nicolson method. The model has 5 soil layers extending to a depth of 2 m and uses a variable number of snow layers, up to a maximum of 3 for snow more
than 0.5 m deep. In this study, we run the model using an hourly time step, whereas we assimilate daily snow depths as outlined in Section 4.

Due to the multi-model formulation, JIM gives the user different choices for simulating internal snowpack processes such as the settling of snow due to compaction and the time evolution of the snowpack surface albedo. For seven processes, the user can choose among three different methods, indicated by a number from 0 to 2. The list below shows those processes, and includes information about which method we selected in this study.

- **Snow compaction**: We use a physically based method described by Anderson [1976], option 0 in JIM, to simulate the increase in snow density due to metamorphosis and weight of overlying snow.
- **New snow density**: We use the method presented by Oleson et al. [2004], given as option 1 in JIM, to simulate the density of newly fallen snow.
- **Snow albedo**: We simulate the variations in reflectivity of snow using an empirical method following Douville et al. [1995], option 1 in JIM.
- **Turbulent heat exchange**: We computed the turbulent exchange of heat and moisture between the snow and atmosphere using the Richardson parameterization following Louis [1979], option 1 in JIM.
- **Snow cover fraction**: The snow cover fraction follows a linear relationship with snow depth between 0 and 10 cm, with complete snow coverage for depths exceeding 10 cm. This method is denoted option 2 in JIM.
- **Snow hydraulics**: We modelled the process for routing liquid water through the snowpack following the methods of Boone and Etchevers [2001], given as option 0 in JIM.
- **Thermal conductivity of snow**: We model the thermal conductivity of the snowpack using the methods of Douville et al. [1995], given as option 1 in JIM.
While there are 1701 feasible combinations of the different model setups, we identified this particular model configuration using the simulation results for Col de Porte presented in Magnusson et al. [2015]. This model configuration shows the lowest normalized root-mean-squared-deviation for SWE and snow depth.

4. Data assimilation methods

4.1. Particle filter

4.1.1. General description

The particle filter is a commonly used data assimilation technique that can handle both non-linear models and all types of probability distributions. Below we give a short description of the method, and follow the notation of Arulampalam et al. [2001]. The particle filter originates from the sequential Bayesian estimation problem. The first step in this estimation problem consists of the time-update using a state-space model:

\[ x_k = f(x_{k-1}, \theta_{k-1}, u_{k-1}) + v_{k-1} \]  
\[ z_k = h(x_k) + n_k \]  

where \( f \) is the state function, \( h \) is the measurement function, \( x \) is the state vector, \( z \) is the measurement vector, \( \theta \) is the model parameters, \( u \) is the model inputs, \( v \) and \( n \) is the process and measurement noise, and \( k \) is the time index. In our case, the snow model running on an hourly time step is the state-space model. The states consists of variables such as snow density and temperature of each individual snow layer, and no observation operator is required since snow depth is a model output (see Essery et al. [2013] for further details about the model state variables). The aim of the sequential filtering problem is to find the posterior distribution \( p(x_k|z_{1:k}) \), which is the conditional distribution of the current state given all available observations. If
this posterior distribution is available for the previous time step, we can compute the prior probability density for the current time step as:

\[ p(x_k | z_{1:k-1}) = \int p(x_k | x_{k-1})p(x_{k-1} | z_{1:k-1})dx_{k-1} \]  

(4)

With Bayes’ law we can update this prior density using new observations:

\[ p(x_k | z_{1:k}) = \frac{p(z_k | x_k)p(x_k | z_{1:k-1})}{p(z_k | z_{1:k-1})} \]  

(5)

The following equation gives the normalization constant:

\[ p(z_k | z_{1:k-1}) = \int p(z_k | x_k)p(x_k | z_{1:k-1})dx_k \]  

(6)

For most models, we are not able to solve this problem analytically. We instead approximate the posterior filter density \( p(x_k | z_{1:k}) \) using Monte Carlo samples:

\[ p(x_k | z_{1:k}) \approx \sum_{i=1}^{N_s} \omega_k^i \delta(x_k - x_k^i) \]  

(7)

where each sample, a so-called particle, with index \( i \) has a weight \( \omega \). Here \( N_s \) is the number of particles, and \( \delta(\cdot) \) is the Dirac delta function. We compute the weights of each particle using the following recursive relationship:

\[ \omega_k^i = \omega_{k-1}^i p(z_k | x_k^i) \]  

(8)
where \( p(z_k|x_k^i) \) is the likelihood function, which is the probability density function of the measurement error. To avoid filter degeneracy, we resample the particles if the effective sample size:

\[
N_{\text{eff}} = \frac{1}{\sum_{i=1}^{N_s} (w_k^i)^2}
\]  

(9)

falls below a specified number of particles using residual resampling (see Douc et al. [2005] for details about the resampling procedure). We vary the total number of particles \( N_s \) in some experiments (see sections 5.2 to 5.5), and therefore perform the resampling step if the effective sample size falls below 80% of \( N_s \). After the resampling step, we give all particles equal weight. In this study, snow depth observations are available once a day and we consequently perform the update step at the hour of the measurement. For further details about recursive Baysian estimation and the particle filter in particular, see Arulampalam et al. [2001].

4.1.2 Likelihood function

The uncertainties of snow depth measurements include both measurement errors and representativeness errors of the point observations. Typically, snow depth measurements have small errors (few centimeters), but their representativeness is often poor due to large spatial variability of the snow cover. For the experiments in this study, we define a likelihood function representing both types of errors as:

\[
p(z_k|x_k^i) = N(z_k - x_k^i, \sigma)
\]  

(10)

\[
\sigma = \max(0.10 z_k, 5)
\]  

(11)

where \( N \) is the normal probability distribution of the residuals between observed, \( z_k \), and simulated, \( x_k \), snow depth in unit centimetres. We define the standard
deviation, \( \sigma \), of this probability distribution proportionally to the observed snow depth. For the plot scale (10 by 10 m), Lopez-Moreno et al. [2011] found a coefficient of variation for snow depth equal to approximately 0.10 for open fields, which we use as proportionality constant in this study. For snow depths below 50 cm, we use a fixed standard deviation of 5 cm. Note that the particle filter performance, as is the case in most data assimilation schemes, strongly depends on the defined uncertainties of the observations.

4.1.3 Particle generation

We generate particles by forcing the snow model with an ensemble (particles) of input data subject to stochastic noise, either additive or multiplicative, applied each hour. See the description below and Table 1 for details about how we generated the particles.

Following Evensen [2003], the time evolution of the errors \( q_k \) for time \( k \) in the input data can be represented as:

\[
q_k = \alpha q_{k-1} + \sqrt{1 - \alpha^2} w_{k-1}
\]  

(12)

where \( w_k \) is white noise with mean equal to 0 and variance equal to 1, and \( \alpha \) determines the time decorrelation. We draw the initial error, \( q_0 \), from the standard normal distribution. We can express \( \alpha \) using a time decorrelation length \( \tau \) with the following relationship:

\[
\alpha = 1 - \frac{\Delta t}{\tau}
\]  

(13)

where \( \Delta t \) is the model time step. Finally, we can shift and scale the time series of correlated noise to produce the desired mean and variance. Furthermore, we can
transform the normally distributed noise $q_k$ as specified above to lognormally
distributed noise $l_k$ using the following relationship:

$$l_k = \exp(\mu + \sigma q_k)$$

where $\mu$ is the mean and $\sigma$ is the standard deviation of the associated normal
distribution.

Following the approach by Charrois et al. [2015], we define the error statistics on the
forcing data by comparing the SAFRAN results with the observations from the
meteorological station situated at Col de Porte. For all variables except precipitation
and wind speed, the residuals between the observations and the SAFRAN data are
roughly symmetrically distributed. For those variables, we perturb the data using
additive noise generated as described above. To estimate the spread in the residuals
robustly, we use the median absolute deviation (MAD) instead of the standard
deviation [Leys et al., 2013]:

$$MAD = b \text{median}(|y_i - \text{median}(y_i)|)$$

where $y_i$ is the $n$ observations. The constant $b$ equals 1.4826 under the assumption of
normally distributed data, disregarding the influence introduced by eventual
outliers [Leys et al., 2013]. Note that for shortwave radiation, we only compute the
error statistics during daytime. For precipitation and wind speed, the ratio between
the in situ and SAFRAN data series approximately follows a lognormal distribution
during times when variables are respectively greater than 1 mm and 1 ms$^{-1}$. From the
logarithm of this ratio, we compute the parameter $\sigma$ in Equation 13 again using the
MAD to avoid strong influence of outliers. Afterwards, we define the parameter $\mu$ in
Equation 13 so that the mean of the lognormal probability distribution equals one.
We perform the last step to avoid introducing any biases caused by the sampling
procedure. Note that we, following Charrois et al. [2015], assume that the SAFRAN data reproduces the timing of events accurately but not the amounts. Finally, for all variables, we computed the lag-one autocorrelation, which equals $\alpha$ in Equation 13, from the residuals between the in situ and SAFRAN data. In Table 1, we present this parameter as a time decorrelation length $\tau$ given by the relationship in Equation 13.

In this study, we use the same methods and error statistics as presented above for the SAFRAN data for representing the uncertainty in the COSMO input data at the locations in Switzerland. This approach likely lowers the assimilation efficiency of the particle filter method at the Swiss sites.

Note that we do not add any perturbations to, for example, the state variables. For the results presented in section 5.1 to 5.5 and 5.8, the whole spread of the particles is due to the perturbations of the forcing variables alone.

4.2. State and parameter estimation: assessing snowfall bias

Snow models are typically more sensitive to biases than random errors in the input data [Raleigh et al., 2015]. The perturbations on the forcing data introduced above represents random but not systematic errors in the inputs. Snow models, as are all hydrological models, are most sensitive to biases in the precipitation inputs. Using the particle filter, we perform a combined state and parameter estimation [Kantas et al., 2015] to assess potential precipitation biases at the Col de Porte site (see section 5.6). We also use this method for reducing the influence of any biases in solid precipitation in the results presented in section 5.7 and 5.9.

For snow models, the simulated peak in SWE is obviously very sensitive to biases in snowfall rates. With the particle filter, it is possible to estimate such biases by augmenting the state vector with a parameter, in this case a snowfall correction factor, which we update along with the state variables. For snowfall, we assume a multiplicative bias, with a uniform prior distribution having a range from -75 to
300% following Raleigh et al. [2015]. To avoid degeneracy of the algorithm, we introduce artificial dynamics at each time step on the snowfall correction factor, $sfc$ (unitless), for each particle by adding normally distributed noise with mean equal 0 and variance equal to 1:

$$sfc_k = sfc_{k-1} + \epsilon N(0,1)$$

where $\epsilon$ is a scaling factor requiring tuning [Doucet et al., 2001]. In this study, we chose the scaling factor to equal 0.005 by manual calibration until we achieve satisfactory performance of the filter.

At Col de Porte, we can test the combined state and parameter estimation method in detail since the data record is very long. Additionally, as validation, we can estimate the bias in the snowfall rates given by the SAFRAN data using the in situ observations. With this basic version of the particle filter algorithm, we could not estimate the bias in any of the other forcing variables besides precipitation at Col de Porte. Such failures of the algorithm may be due to compensating mechanisms within the snow model. For example, the model may give similar results if a bias in longwave radiation, either positive or negative, compensates for a systematic error in solar radiation of the opposite sign. Thus, the filter cannot detect the correct answer, which is the case where both forcing variables are unbiased, from the cases where the errors in the input data cancel each other out. With a more sophisticated version of the particle filter algorithm, which comes at higher computational cost, it might be possible to estimate the bias in several of the forcing variables at once [Kantas et al., 2015]. For estimating systematic errors in more than one forcing variable, it might also be necessary to assimilate more variables (i.e. snow surface temperature) than only snow depth.
In addition to the ensemble spread caused by the perturbations of the forcing variables, the noise on the snowfall correction factor introduces additional spread in the particles. This applies to the results presented in sections 5.6 to 5.7, and 5.9.

4.3. Direct insertion

As a benchmark, we compare the results from the particle filter with those from direct insertion of the observed snow depths into the model. Simulated and measured snow depths are compared at each insertion time to determine the necessary increments. Positive depth increments are added to the snowpack with the temperature and density of the existing surface snow layer. Negative mass increments are calculated according to the fraction of a layer’s depth that is removed. Snow is simply removed by negative increments and not added to runoff. After increments have been applied, snow is redistributed between layers according to the model’s rules for assigning layer depths. Since the selected snow cover fraction model option reduces the fraction of snow cover when snow depths are less than 10 cm, direct insertion of observed snow depths only takes place when the observation exceeds 10 cm.

5. Results and discussion

5.1. Time series examples from Col de Porte

During most winters, the deterministic simulation using SAFRAN input data gives poorer results than the simulations driven by the meteorological data measured at the field site (see example in Figure 2). For evaluations of the complete study period, see sections 5.2 to 5.5. In the displayed case, the SAFRAN simulations underestimate the observed snow depth and SWE (Figure 2a and b). This underestimation produces a shorter spring snowmelt period (Figure 2c). Due to the early disappearance of snow in the SAFRAN simulation, the modelled soil temperatures increase too fast in spring. The simulation using the in situ data, on the other hand,
agrees well with the measured snow depth and SWE (Figure 2a and b). For snowpack runoff, the in situ model run captures the runoff during April better than the SAFRAN simulation, but seems to underestimate snowmelt during the second half of March (Figure 2c). For soil temperature, the in situ simulation matches the observations well during the displayed period, but underestimates the measurements in early winter as well as in late April due to lagged snow disappearance (Figure 2d). This example illustrates how sensitive model outcomes are to the accuracy of meteorological forcings (see also studies such as Raleigh et al. [2015]).

After assimilation using the particle filter, the SAFRAN simulations closely follow the observed snow depths (Figure 3a). The simulated SWE also matches the observations better than the deterministic run (Figure 3b). For the spring snowmelt period, the particle filter seems to improve the runoff simulations, however, runoff is still underestimated in some situations (Figure 3c). For soil temperature, the model results match the observations better after snow disappearance in the filter simulation than in the deterministic case (Figure 3d). Thus, this example shows that the assimilation of snow depths using the particle filter can improve the quality of several modelled snowpack variables apart from snow depth itself and even for variables of the soil column influenced by the snow cover.

5.2. Snow depth simulations at Col de Porte

Here we compare performance metrics under two contrasting input data situations. The in situ dataset is of very high quality, typical of well-equipped research sites, whereas the SAFRAN dataset better represents the situation for practical applications. Over the complete study period, the deterministic simulation of snow depth using SAFRAN input data shows 49% higher RMSE and 5% lower squared correlation coefficient than the same simulation using in situ input (Figure 4). The particle filter efficiently reduces the errors for both input data cases, even for a small
number of particles. The performance of the filter seems to stabilize when using
more than 100 particles. For the simulations using 2000 particles, the RMSE for snow
depth decreases by 70% for the in situ simulations and 74% for the SAFRAN
simulations compared to the respective deterministic runs. For the particle filter, we
computed the RMSE using the best estimate of snow depth, which we obtained as
the weighted average of the ensemble members using the particle weights. The
correlation increases almost to one for both sets of input data. Our results show that
the model results, after applying the particle filter method, tracks the snow depth
development over the season closely. The direct insertion method replaces modelled
snow depth with measured values and thus reproduces the observations perfectly
(expect for snow depths lower than 10 cm; see description in section 4.3).

5.3. Snow water equivalent simulations at Col de Porte

For SWE, the deterministic simulations show approximately 96% higher RMSE and
14% lower squared correlation coefficient when using SAFRAN data as model input
instead of in situ data (Figure 5). Thus, the lower quality of the data obtained by the
SAFRAN system than observed by the weather station seems to have a larger impact
on SWE than snow depth simulations. The model runs using SAFRAN data typically
underestimate SWE (see example in Figure 2), and at the same time seems to
underestimate snow density, which leads to better results for snow depth than SWE.
For the SAFRAN data, the particle filter greatly reduces the errors. Similar as for
snow depth, the performance of the filter seems to stabilize when using more than
100 particles. For 2000 particles, the filter reduces RMSE by 62% for the simulations
using the SAFRAN data set, and by 13% for the model runs using in situ input data.
The correlation also improves for both input data sets when using the particle filter.
After applying the filter algorithm, the simulation results show almost equal
performance between the two forcing data sets.
For the SAFRAN dataset, direct insertion reduces the RMSE from 35 mm to 28 mm compared to the particle filter (2000 particles), but shows the same squared correlation coefficient. The small difference between the performance metrics for the particle filter and direct insertion shows that both methods produce almost the same best estimates for SWE.

5.4. Snowpack runoff simulations at Col de Porte

For snowpack runoff, the deterministic simulations show similar patterns in the results as for snow depth and SWE (Figure 6). The deterministic run using SAFRAN data shows 25% higher RMSE, 20% lower squared correlation coefficient, and 50% higher volumetric error than the simulations using in situ data. We compute the volumetric error from the ratio between simulated and observed total runoff for the whole study period. For the SAFRAN data set, the number of particles influences the results similarly as for snow depth and SWE; the performance of the simulations steadily increases with number of particles. On the other hand, when forcing the model with in situ data, the filter degrades the results slightly, in particular when using fewer than 50 particles. However, for both input data cases, the volumetric error decreases for the particle filter simulations, in particular for the SAFRAN runs. Thus, for daily runoff predictions, the filter gives ambiguous results depending on the quality of the input data. However, the reduction in volumetric error for both input data cases indicates that for longer averaging periods the simulated snowpack runoff becomes more accurate when using the data assimilation algorithm independent of the forcing data quality. Furthermore, rainfall events are common at Col de Porte even during winter. Approximately 30% of precipitation falls as rain during periods with snow cover. Thus, improvements in the daily melt computations may be masked by rainfall events, which the data assimilation methods cannot improve upon. Finally, also note that the lysimeter measurements at Col de Porte feature uncertainties and that measurement errors may influence the results (see section 4.6 in Magnusson et al. [2015]).
For the SAFRAN forcing data, direct insertion shows higher RMSE (~3%) and lower squared correlation coefficient (~2%) than the particle filter method. The direct insertion results underestimate runoff with approximately 15%, whereas the corresponding value for the particle filter equals 10%. The volumetric errors are influenced by the setup of direct insertion in our study, which adjusts the snow state variables without corresponding changes in snowpack runoff (see section 5.9 for further discussion about the direct insertion implementation). The particle filter algorithm, on the other hand, maintains physical consistency between snow depth, SWE and snowpack runoff.

5.5. Soil temperature simulations at Col de Porte

For soil temperature, the deterministic run using the SAFRAN input data shows almost the same overall performance as the simulation using the in situ data (Figure 7). The RMSE is only 2% higher and the squared correlation coefficient is just 3% lower for the SAFRAN simulation than the in situ run. The particle filter improves the results for both input data cases. The number of particles do not influence the performance of the filter strongly. For the SAFRAN dataset, direct insertion shows slightly lower RSME (~4%) and higher squared correlation coefficient (~1%) than the particle filter with 2000 ensemble members. We find that the improvement in simulated soil temperature by applying the particle filter or direct insertion is less clear than for snow depth and SWE. The predicted soil temperatures are mainly influenced by the timing of seasonal snow coverage, which can differ between snowpack simulations (compare Figure 2d and 3d). This period is relatively short, and can explain the rather small difference between the simulation results presented in Figure 7. However, for modelling permafrost, the timing of snow disappearance is very important [Luetschg et al., 2008]. Thus, for such applications, the particle filter or direct insertion can be a useful tool for improving the reliability of the results since the method ensures a better simulation of the snowpack.
5.6. Parameter estimation at Col de Porte

The combined state and parameter updating using the particle filter provides an estimate of the snowfall correction factor (see grey shaded area in Figure 8). The filter algorithm narrows the parameter range towards the observed bias, estimated from the ratio of observed weather station to SAFRAN predicted snowfall (see red dashed line). We also computed the same ratio for each winter separately (see black horizontal lines). In many winters, the estimated parameter value covers both the long-term average and the value given for each winter. However, in some years, the bias computed for the individual winters falls outside of this range. Three potential reasons that the filter may be unable to track the observed values during these winters are: 1) the observed bias is wrong, 2) the parameter estimation compensates for additional model errors, or 3) the true parameter value is outside of the prior range of the parameter. Nevertheless, the particle filter seems able to estimate the snowfall correction factor robustly, and may after further testing, be a useful approach for reducing the uncertainty in one of the most sensitive forcing variables for snowpack simulations.

5.7. Predictive performance at Col de Porte

We assessed the predictive performance of the snow model in combination with the particle filter and direct insertion for varying lead-times using the SAFRAN dataset as forcing. To reduce the influence of any biases in the precipitation input data during the forecasting period, we use the same setup for the particle filter as in the combined state and parameter estimation experiment (see section 4.2). For snow depth and SWE (Figure 9a and b), we find that the RMSE is substantially lower for both the particle filter and direct insertion than the error of the deterministic run for the complete forecasting period. For snow depth, the error increases slightly with lead-time for both data assimilation methods. Direct insertion gives slightly lower errors than the particle filter for both snow depth and SWE. For snowpack runoff
and soil temperature (Figure 9c and d), the RMSE remains stable over the forecasting period, even improving slightly with lead-time for snowpack runoff for both data assimilation methods. Overall, the difference between the both data assimilation methods is small. For all variables, the small changes in RMSE with lead-time depends on the strong temporal autocorrelation of snowpack variables. Thus, improvements of the snow simulations by the particle filter or direct insertion remain visible for the complete forecasting period.

5.8. Results from field sites in Switzerland

As an independent test of the achievements reported from Col de Port, we ran the same simulations for 40 field sites in Switzerland. The particle filter was run using 2000 ensemble members to avoid eventual filter degeneracy and with perturbations representing random errors in the input data (see section 4.1). The particle filter algorithm efficiently reduces the errors in simulated snow depth (Figure 10, compare panels a and b) and SWE (see panels d and e). The deterministic simulations typically overestimate both variables, indicating biased input data. Note that for the purpose of this test on the capabilities of data assimilation methods, a known systematic cold bias in the temperature input data has not been corrected in pre-processing. The cold bias limits melt and increases the proportion of snowfall relative to rain. At many of the stations, this bias likely causes the large overestimation of snow depth and SWE (Figure 10a and d). Although the presence of systematic errors in several of the forcing data variables were not accounted for in the perturbations, the particle filter still markedly improved model performance.

For snow depth, the particle filter reduces the RMSE by approximately 82%, whereas the corresponding reduction in error for SWE equals 70%. The slightly lower reduction of the latter variable can be due to the larger errors associated with measured SWE than snow depth, as well as errors in simulated snow density. For SWE, direct insertion shows slightly lower RMSE (~13%) than the particle filter.
results (compare panels e and f in Figure 10). However, both data assimilation methods reproduce observed SWE with almost the same squared correlation coefficient. Obviously, for the assimilation of snow depths, whether using the particle filter or direct insertion, it is critically important that the model simulate snow density correctly. Thus, if using the data assimilation strategy proposed in this study with another snow model, it is necessary to evaluate the ability of the model to predict snow density reliably. We suggest to identify an appropriate snow model for a specific region by using a multi-model framework such as that proposed by Essery et al. [2013] and tested in Magnusson et al. [2015].

5.9. Difference in behavior between direct insertion and particle filter

With the following simple example, we demonstrate contrasts in how the direct insertion and particle filter methods handle different situations. These differences are related to choices that must be made when using direct insertion that pre-determine how model dynamics are affected when assimilating data. In our application, decreases of SWE introduced by direct insertion were removed from the snowpack without contributing to runoff while increases of SWE took on the current modeled density and temperature of the surface layer. The particle filter method, on the other hand, inherently produces model states consistent with the introduced changes and tends towards more conservative corrections since observations are not considered error-free.

Figure 11 shows the simulation results from Col de Porte for the 2003/04 winter in which the deterministic model under-predicts observed snow depths. For two periods in early- and mid-winter (Period 1 and 2), snowfall events are followed by a period of settling without pronounced melt. For both periods, the deterministic simulations predict too slow settling, and direct insertion compensates for this mismatch by removing snow (SWE decreases), whereas the particle filter favors particles with faster settling rates (SWE remains constant). Both data assimilation
methods produced similar runoff estimates matching the runoff observations well for both periods. For direct insertion, the pre-determined decision to not have removed snow contribute to runoff was correct in this case, but may lead to erroneous results in other instances. In any case, predefined rules such as this introduce physically incorrect changes in the model states (e.g. the violation of mass conservation or a static density while the snow settles). The particle filter, on the other hand, inherently keeps the physical relationship realistic between model states and the assimilated data. For a third period in February (Period 3), the deterministic run seems to over-estimate settling rates. In this case, direct insertion adds snow even though observed depth decreases and SWE remains rather stable. The particle filter does not need to match the observations exactly, and though the simulated snow depths deviate slightly from the observations, the resultant SWE simulation is more realistic.

In principle, we may be able improve the direct insertion method by using rules that favor more realistic simulations. As an example, if observed snow depth is lower than the simulated, we can compact the snowpack if air temperatures are below zero degree Celsius, whereas removing snow and adding to runoff if air temperatures favor melting conditions. But for the two first periods, introducing such a direct insertion strategy would actually degrade the runoff simulations (Figure 11c). This demonstrates that implementing direct insertion is not straight forward, in particular in conjunction with complex, multi-layer snow models, whereas the opposite is the case for the particle filter method.

To summarize the discussion, direct insertion (a) often requires a completely model-specific implementation, (b) is sensitive to errors in the observations, (c) may violate physical principles, (d) is prone to errors when the, often subjective, implementation choices in do not match encountered conditions, and (e) poses a challenge to implement. The more generic particle filter, on the other hand, avoids many of those
limitations without negative impacts on the performance (see results in section 5.2 to 5.8).

6. Summary and conclusions

In this study, we show that the assimilation of daily snow depths using the particle filter improves the results of a multi-layer energy-balance snow model. After assimilation, the snow model closely tracks the observed snow depths, and greatly improves estimates of SWE. For snowpack runoff, the assimilation algorithm does improve simulated total runoff over the whole study period. For model-predicted daily runoff dynamics, on the other hand, the performance measures do not indicate a strong benefit from the assimilation of snow depths. Limitations of the snow model to accurately compute daily snowmelt, rainfall driven runoff events or uncertainties in the lysimeter observations may mask any improvements obtained by the assimilation of snow depth for daily runoff. However, during some important periods, for example close to melt-out, the assimilation of snow depths seems to improve the runoff predictions (see Figure 3). For soil temperature, the particle filter improves the results mainly during spring due to a more accurate simulation of the snow disappearance date. Thus, as observed for several variables, the assimilation of snow depths improved simulated states and fluxes, including simulated properties of the underlying soil column.

In many situations, snow models give poor results due to biases in the forcing data [Raleigh et al., 2015]. With the particle filter algorithm, we could estimate biases in snowfall rates using the snow depth data in a combined state and parameter estimation experiment. In future studies, it might be worthwhile to test whether we can estimate the bias in several forcing variables simultaneously using more sophisticated data assimilation algorithms, or by assimilating several observed properties simultaneously.
The assimilation of snow depths improved model results. While assimilation improved model outcomes even when the model was forced with high quality in situ measurements, relative improvements were greatest when the model was forced with coarse resolution data, from either the SAFRAN system or a weather forecasting model. For some variables, such as SWE, particle filter simulations forced with poor quality data at times outperformed non-assimilated outcomes driven by high quality input data. Thus, with inexpensive measurements of snow depth, a coarse resolution meteorological model (e.g. from a weather forecast), and the particle filter algorithm it is possible to produce results of comparable quality, or even improve upon, simulations driven with data from very expensive field installations.

For purposes of operational modelling and snowmelt forecasting it is particularly noteworthy that the improvements of data assimilation for simulations based on biased input data were not achieved at the expense of the model performance with high quality input data. The quality of input data from a weather forecast is highly variable and might be severely biased one day, but perfect for another day. In such a setting, it is mandatory that data assimilation procedures are robust and can deal with both scenarios. Also dynamic data assimilation, accounting for observed data in hindcast and running on weather model data in forecast, would benefit from the particle filter approach.

The particle filter and direct insertion method showed similar performance for reproducing SWE, snowpack runoff and soil temperature. At first, the conceptually simple direct insertion scheme seems like a more attractive method than the particle filter. However, implementing direct insertion requires expert knowledge of the model code. Thus, in practice, such methods can be difficult to implement because they require a complete understanding of how the model works in order to implement decisions about how to modify state variables in snow layers when inserting a bulk measure such as snow depth. The particle filter is, on the other hand,
typically very easy to implement with most snow models. More important, even though the direct insertion method performed well, the scheme produced inconsistencies between modelled variables and required subjective implementation decisions. The particle filter, on the other hand, avoids those limitations without loss of performance. Finally, the ensemble-based method will likely also be more robust to errors in the model and observations data since it does not rely on the assumption that those are error-free, which the direct insertion method does.

In a recent study, Margulis et al. [2015] assimilated satellite observations of snow cover fraction into a land surface model using a particle smoother, suitable for reconstruction but not applications such as flood forecasting. Their data assimilation method reduced RMSE for SWE by 60 to 82% compared to the unassimilated simulations. In this study, we find a corresponding reduction in RMSE by 62 to 70% for SWE depending on location and forcing dataset. Other studies of snow data assimilation typically show similar or lower improvements than those reported above (e.g. De Lannoy et al. [2012]; Liu et al. [2013]). However, the value of these types of intercomparisons are questionable due to potentially large differences in the performance of the unassimilated simulations, assimilation methods, quality of forcing and evaluation data, and local conditions. A comprehensive evaluation of different data assimilation methods using common snow models and datasets would be valuable, similarly as has been done for snow models (e.g. Slater et al. [2001]).

Many recent studies focus on developing methods for assimilating remotely sensed snowpack properties, such as SWE, reflectance data and snow cover fraction (e.g. Andreadis and Lettenmaier [2006]; Charrois et al. [2015]; De Lannoy et al. [2012], Liu et al. [2013]). While SWE is of particular importance to hydrologists, automated SWE measurements are costly and except for the western United States rarely available. Manual observations are also costly and by their nature, spatially and temporally limited. Furthermore, though substantial effort has been invested in remote sensing SWE retrievals, these data remain low-resolution products with high uncertainties.
[Tong and Velicogna, 2010; Byun and Choi, 2014]. By contrast, instruments for regularly measuring snow depth are inexpensive and readily available, while modern LiDAR technologies, though costly, are currently providing high resolution, accurate snow depth data over ever-increasing areas [Egli et al., 2012]. In this study, we have shown the benefit of utilizing daily snow depth data in physically based point snow models. Future work will test these methods in spatially distributed models in regions with regularly scheduled LiDAR snow retrievals. This will allow us to upscale the findings from this study to larger basins, and test whether the method improves variables such as stream flow predictions. Finally, data assimilation methods based on Bayesian statistics such as the particle filter require reliable estimates of the uncertainties in the forcing and assimilation data, as well as in the model itself. For snow models, more work is still needed for better representing those uncertainties in the data assimilation setup.

7. Acknowledgments

Data used in this study can be made available upon request.
8. References


Oleson, K. W. et al. (2004), *Technical Description of the Community Land Model (CLM)*, Boulder, CO.


Table 1. Error statistics for generating noise on model input data for air temperature (Ta), relative humidity (RH), shortwave radiation (SW), longwave radiation (LW), precipitation (P) and wind speed (Ua). For some variables, such as relative humidity, we constrain the perturbed data to a plausible range, here denoted as the lower and upper limit. We computed the error statistics, in this case $\sigma$ and $\tau$, using data from Col de Porte covering the period from 1993-08-01 to 2011-07-31. The summer months, see white regions in Figure 4 in Morin et al., [2012], were excluded from this analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unit</th>
<th>Distribution</th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>$\tau$ (hr)</th>
<th>Lower limit</th>
<th>Upper limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ta</td>
<td>°C</td>
<td>Normal</td>
<td>0</td>
<td>0.9</td>
<td>4.8</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>RH</td>
<td>%</td>
<td>Normal</td>
<td>0</td>
<td>8.9</td>
<td>8.4</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>SW</td>
<td>W/m²</td>
<td>Normal</td>
<td>0</td>
<td>min(SW,109.1)</td>
<td>3.0</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>LW</td>
<td>W/m²</td>
<td>Normal</td>
<td>0</td>
<td>20.8</td>
<td>4.7</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>P</td>
<td>mm/hr</td>
<td>Lognormal</td>
<td>-0.19</td>
<td>0.61</td>
<td>2.0</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Ua</td>
<td>m/s</td>
<td>Lognormal</td>
<td>-0.14</td>
<td>0.53</td>
<td>8.2</td>
<td>0.5</td>
<td>25</td>
</tr>
</tbody>
</table>
Figure 1. The upper panel shows the snowfall fraction computed using the rain- and snowfall records in the publically available dataset (grey dots) and the curve fitted to those data (black line). The lower panel shows the sensitivity of the accumulated snowfall over the complete study period as a function of precipitation threshold temperature (black line). The calibrated temperature threshold, represented by the vertical grey dashed line in the lower panel, gives a slight underestimation of total snowfall.
Figure 2. Typically, the deterministic simulation using in situ input data shows a better match with the observations, in particular for snow depth and SWE, than the deterministic simulation using SAFRAN data. The graph shows the results for the winter 2005/2006 at Col de Porte.
Figure 3. The particle filter with 100 ensemble members (grey area shows the range covered by the particles) improves the results from the deterministic run using SAFRAN input data. The graph shows the results for the winter 2005/2006 at Col de Porte.
Figure 4. Performance of the particle filter at Col de Porte for snow depth and varying number of particles. The upper panel shows the root-mean-squared-error, and the lower panel shows the squared correlation coefficient. The deterministic run, generated without perturbed input data, is denoted as one particle. This evaluation uses 3886 snow depth measurements observed at mid-night typically from October until June each year over the period from 1994-10-01 to 2010-06-30. The particle filter reduces the errors efficiently compared to the deterministic simulation, which do not include any data assimilation.
Figure 5. Performance of the particle filter at Col de Porte for SWE and varying number of particles. The deterministic run, generated without perturbed input data, is denoted as one particle. This evaluation uses 266 SWE measurements observed once a week typically from December until May each year over the period from 1994-10-01 to 2010-06-30. The particle filter substantially reduces the errors for the SAFRAN input data set, while slight improvements were observed for the in situ input data.
Figure 6. Performance of the particle filter at Col de Porte for snowpack runoff and varying number of particles. In addition to RMSE and squared correlation coefficient, we also judged the model performance using the volumetric error, which is the ratio between simulated and observed total runoff for the whole study period. This evaluation uses 3812 snowpack runoff observations, daily aggregates, typically observed from October until June each year over the period from 1994-10-01 to 2010-06-30. The deterministic run, generated without perturbed input data, is denoted as one particle.
Figure 7. Performance of the particle filter at Col de Porte for soil temperature 10 cm below the ground surface and varying number of particles. The deterministic run, generated without perturbed input data, is denoted as one particle. This evaluation uses 3592 soil temperature observations, daily averages, typically observed from October until June each year over the period from 1994-10-01 to 2010-06-30. The filter reduces the errors for both input data sets.
Figure 8. Evolution of the snowfall correction factor in the combined state-parameter estimation at Col de Porte using the particle filter with 2000 ensemble members. The grey shaded area represents the 95% confidence interval.
Figure 9. Performance of the snow model for varying lead-times for the deterministic, particle filter and direct insertion simulations at Col de Porte using SAFRAN input data. The particle filter uses 2000 ensemble members, and also perturbations on the snowfall correction factor (see section 4.2). The evaluation covers the complete study period from 1994-10-01 to 2010-06-30.
Figure 10. Scatter plots showing the performance of the deterministic simulations (panels a and d), the particle filter algorithm (panels b and e) and direct insertion (panels c and f) for snow depth (HS) and snow water equivalent (SWE). The evaluation period spans from 2013-09-10 to 2015-07-31 and comprises 24320 snow depth and 503 SWE observations. For the particle filter results, the figure shows the mean value of the ensemble.
Figure 11. Simulated and observed snow depth, SWE and snowpack runoff at Col de Porte for the 2003/04 winter. The snow depths obtained for the direct insertion method are not shown since they match the observations as long as depths exceed 10 cm. The particle filter results (2000 ensemble members) were produced using the combined state and parameter estimation strategy (see section 4.2), and are presented using the expected value of the ensemble. The air temperatures were taken from the insitu measurements.