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Weighted Matrix Completion and Recovery
with Prior Subspace Information

Armin Eftekhari, Dehui Yang, and Michael B. Wakin

Abstract—A low-rank matrix with “diffuse” entries can be efficiently reconstructed after observing a few of its entries, at random, and then solving a convex program. In many applications, in addition to these measurements, potentially valuable prior knowledge about the column and row spaces of the matrix is also available to the practitioner. In this paper, we incorporate this prior knowledge in matrix completion—by minimizing a weighted nuclear norm—and precisely quantify any improvements. In particular, in theory, we find that reliable prior knowledge reduces the sample complexity of matrix completion by a logarithmic factor; the observed improvement is considerably more magnified in numerical simulations. We also present similar results for the closely related problem of matrix recovery from generic linear measurements.

I. INTRODUCTION

Matrix completion is commonly defined as the problem of recovering a low-rank matrix \( M \in \mathbb{R}^{n_1 \times n_2} \) from a fraction of its entries, observed on an often random index set \([1, 2]\). More concretely,\(^1\) let \( n_1 = n_2 = n \) and set \( r = \text{rank}(M) \) for short. Also let \( M = U_r \Sigma_r V_r^* \) be the singular value decomposition (SVD) of \( M \), where \( U_r, V_r \in \mathbb{R}^{n \times r} \) have orthonormal columns and the diagonal matrix \( \Sigma_r \in \mathbb{R}^{r \times r} \) contains the singular values of \( M \).

In a typical low-rank matrix completion problem, each entry of \( M \) is observed with a probability of \( p \in (0, 1] \) so that, in expectation, \( pn^2 \) entries of \( M \) are revealed. Let \( Y = \mathcal{R}_p(M) \in \mathbb{R}^{n \times n} \) contain the observed entries of \( M \) (with zeros everywhere else) with \( \mathcal{R}_p(\cdot) \) representing the measurement process. In fact, with overwhelming probability, \( M \) can be successfully reconstructed from the measurements \( Y \) by solving the convex program

\[
\begin{align*}
\min_X & \quad \|X\|_*, \\
\text{subject to} & \quad \mathcal{R}_p(X) = Y,
\end{align*}
\]

provided that\(^2\)

\[
\frac{\eta(M) r \log^2 n}{n} \lesssim p \leq 1.
\]

Above, the nuclear norm \( \|X\|_* \) returns the sum of singular values of a matrix \( X \). In addition, \( \eta(M) \), the coherence of \( M \), measures how “spiky” \( M \) is, as precisely defined later in Section II. Roughly speaking, then, one can expect to successfully recover \( M \) from \( O(\eta(M) \cdot r n \log^2 n) \) uniform samples \([3, 4]\).

A. Incorporating Prior Knowledge

Let \( U_r = \text{span}(U_r) \) and \( V_r = \text{span}(V_r) \) be the column and row spaces of \( M = U_r \Sigma_r V_r^* \).\(^3\) Suppose that we have been presented with some prior knowledge about \( M \) in the form of estimates for the subspaces \( U_r \) and \( V_r \). More specifically, let the \( r \)-dimensional subspaces \( \tilde{U}_r \) and \( \tilde{V}_r \) be the initial estimates of the column and row spaces of \( M \), respectively, made available to us.

For example, \( \tilde{U}_r \) and \( \tilde{V}_r \) might represent the similarities among users and movies, respectively, in the “Netflix challenge.”\(^4\) The rows and columns of the popular Netflix matrix correspond to the Netflix subscribers and available movies, respectively. The Netflix matrix is sparsely populated with the ratings assigned by its users. The challenge is then to complete the Netflix matrix given only the ratings available, namely given only a small fraction of its entries. A more realistic setup for the Netflix challenge should perhaps incorporate the changes in the preferences of Netflix users over time which, for example, are significantly altered by child-rearing. Here, \( \tilde{U}_r \) and \( \tilde{V}_r \) might incorporate prior information about the users and movies. Similar problems arise in tracking changes in videos or updating the Laplacian of a graph with time-variant connectivity. See also \([5]\) for more examples in the context of collaborative filtering and related topics.

As another example, in exploration seismology, large and often incomplete matrices are acquired and processed in order to determine the subsurface structure of an area. Each matrix is comprised of responses from many sources (at a certain frequency) recorded at many receivers, where some recordings are missing. In this context, information from adjacent frequency bands might help enhance matrix completion. That is, one might set \( \tilde{U}_r \) and \( \tilde{V}_r \) to be the column and row spaces of the response matrix from adjacent frequency bands \([6]\).

Lastly, consider the problem of subspace tracking from limited measurements, in which we are interested in recovering a subspace after partially observing a sequence of generic vectors in that subspace. Here, we might consider \( \tilde{U}_r = \tilde{U}^{(k-1)}_r \) to be our current estimate of the underlying subspace \( U_r \), which we wish to update in the \( k \)th iteration. Before moving on, we

\(^1\)In an attempt to make the introduction as accessible as possible, technical details are kept to a minimum in this section. More details are deferred to Section II.

\(^2\)Throughout, we often use \( \lesssim \) to simplify the presentation by suppressing universal constants. We should also point out that, to improve accessibility, notation in the Introduction is slightly different from the rest of the paper and the mathematics is less rigorous.

\(^3\)We reserve upright letters for the corresponding subspaces.

\(^4\)AE is with the Alan Turing Institute in London. DY and MBW are with the Department of Electrical Engineering and Computer Science at Colorado School of Mines. (Email: aeftekhari@turing.ac.uk, dyang@mines.edu, mwaakin@mines.edu). This work was partially supported by NSF grant CCF-1409258 and NSF CAREER grant CCF-1149225.
Motivated by such scenarios, it is perhaps natural to ask:

- **Question**: How should we incorporate in matrix completion any prior knowledge about column and row spaces?

We approach this question with the aid of a weighted nuclear norm as follows. Let $P_{\tilde{U}_r}, P_{\tilde{U}_r}^\perp \in \mathbb{R}^{n \times n}$ be the orthogonal projections onto the subspace $\tilde{U}_r$ and its orthogonal complement $\tilde{U}_r^\perp$, respectively. For some weight $w \in (0, 1]$, define

$$Q_{\tilde{U}_r, w} := w \cdot P_{\tilde{U}_r} + P_{\tilde{U}_r}^\perp \in \mathbb{R}^{n \times n}. \tag{3}$$

Likewise, define $Q_{\tilde{V}_r} \in \mathbb{R}^{n \times n}$ and let us modify Program (1) to read

$$\begin{cases} 
\min X \left\| Q_{\tilde{U}_r, w} \cdot X \cdot Q_{\tilde{V}_r} \right\|_F, \\
\text{subject to } R_p(X) = Y. 
\end{cases} \tag{4}$$

In a sense, the weight $w$ reflects our uncertainty in the prior knowledge. The smaller $w$, the more confident we are that $U_r \approx \tilde{U}_r$ and $V_r \approx \tilde{V}_r$, and, in turn, the more penalty Program (4) places on feasible matrices with column or row spaces orthogonal to, respectively, $\tilde{U}_r$ or $\tilde{V}_r$. In contrast, when our prior information is not reliable, we might set $w = 1$, in which case $Q_{\tilde{U}_r} = Q_{\tilde{V}_r} = I$, and Program (4) reduces to standard matrix completion (namely Program (1)), thereby completely ignoring any prior knowledge about the problem.

A more general form of Program (4) is discussed in Section II in greater detail. For now, let us briefly compare the two Programs (1) and (4) in practice. Fix $n = 20, r = 3$, and set $M = U_r \Sigma_r V_r^*$ where $U_r, V_r \in \mathbb{R}^{n \times n}$ are generic matrices with orthonormal columns, and $\Sigma_r \in \mathbb{R}^{r \times r}$ is diagonal with its nonzero entries drawn independently from the uniform distribution on the interval $(0, 1]$. As for the prior information, we set $\tilde{U}_r$ to be the column span of $U_r + 0.01G$, with $G \in \mathbb{R}^{n \times n}$ populated by independent zero-mean random Gaussian variables with unit variance. $\tilde{V}_r$ is constructed likewise.

Lastly, we set $w = 0.1$. As the probability $p$ of observing every entry of $M$ varies in $(0, 1]$, we solve both Programs (1) and (4) and record the result. The success rates for both programs, averaged over 100 trials, is shown in Figure 1. A trial is considered successful if it recovers $M$ up to a relative error of $10^{-3}$. Observe how reliable prior knowledge, when used properly, allows for successful matrix completion from substantially fewer measurements.

**B. Simplified Main Result**

One of our main results in this paper concerns the performance of Program (4), and might be considered as a special case of the more general result presented in Theorem 2 (in Section III).

Consider a rank-$r$ matrix $M \in \mathbb{R}^{n \times n}$, and let $U_r = \text{span}(M)$ and $V_r = \text{span}(M^*)$ be the column and row spaces of $M$. Let also $\eta(M)$ be the coherence of $M$, which we briefly introduced earlier.

Suppose also that the $r$-dimensional subspaces $\tilde{U}_r$ and $\tilde{V}_r$, with orthonormal bases $\tilde{U}_r, \tilde{V}_r \in \mathbb{R}^{n \times r}$, represent our prior knowledge about the column and row spaces of $M$, respectively. In particular, let $u = \angle[U_r, \tilde{U}_r]$ and $v = \angle[V_r, \tilde{V}_r]$ denote the largest principal angles between each pair of subspaces. We set $\theta = \max\{u, v\}$. Moreover, consider the probability $p \in (0, 1]$ and let $Y = R_p(M)$ be the matrix of measurements, defined earlier. Lastly, for weight $w \in (0, 1]$, let $\tilde{M}$ be a solution of Program (4). Then, $\tilde{M} = M$, except with a probability of $o(n^{-15})$ and provided that

$$1 \geq p \geq \max\left[\log (\alpha_1 \cdot n), 1\right] \cdot \eta(M) r \log n \frac{n}{\text{inter-coherence factor}}, \tag{5}$$

where the “inter-coherence factor” above (to be made precise later) is often not large and reflects the interaction between the coherence of prior subspaces and the true ones. Additionally,

$$\alpha_1 := \frac{w^4 \cos^2 \theta + \sin^2 \theta}{w^2 \cos^2 \theta + \sin^2 \theta}, \quad \alpha_2 := \frac{3\sqrt{1 - w^2} \sin \theta}{\sqrt{w^2 \cos^2 \theta + \sin^2 \theta}}.$$

In particular, when $w = 1$, then the prior information ($\tilde{U}_r, \tilde{V}_r$) is ignored and Program (4) reduces to Program (1). In this case, $\alpha_1 = 1, \alpha_2 = 0$ and (5) reduces to (2), save for the typically small coherence factor.

On the other hand, when our prior knowledge is reliable, namely when $\theta$ is small, the proper choice of $w$ in Program
(4) leads to substantial improvement over Program (1). For example, for sufficiently small $\theta$ and with $w = \sqrt{\tan \theta}$, observe that $\alpha_1 = O(\sin \theta), \alpha_2 = O(\sqrt{\sin \theta})$, and (5) now reads

$$1 \geq p \geq \eta(M) r \log n \over n,$$  \hspace{1cm} (6)

save for the often small coherence factor. The lower bound in (6) is, by a logarithmic factor, better than (2). 7

C. Matrix Recovery with Prior Knowledge

Matrix completion, discussed above, is a special case of the more general matrix recovery, in which the objective is to recover a matrix from more generic (and often random) linear measurements. This problem is reviewed in Section II, and Theorem 1 (in Section III) concerns leveraging prior information in this context.

D. Organization

The rest of this paper is organized as follows. In Section II, we briefly review low-rank matrix recovery and completion, and further motivate the use of prior knowledge in these contexts. The main results are summarized in Section III and followed by a thorough discussion. Section IV offers some numerical evidence to support the theory and the related literature is highlighted in Section V. Technical details are postponed to Sections VI-VIII and appendices. In particular, Section VI collects the technical tools common to the analysis of both matrix recovery and completion. Sections VII and VIII then contain the arguments specialized to matrix recovery and completion, respectively.

II. Problem Statement

Consider a matrix $M \in \mathbb{R}^{n \times n}$ and its SVD $M = USV^*$. Here, $U, V \in \mathbb{R}^{n \times n}$ are orthonormal bases, and the diagonal matrix $\Sigma \in \mathbb{R}^{n \times n}$ collects the singular values of $M$ in a non-increasing order, namely $\sigma_1(M) \geq \sigma_2(M) \geq \cdots \geq \sigma_n(M)$. For any integer $r \leq n$, let $U_r, V_r \in \mathbb{R}^{n \times r}$ comprise of the first $r$ columns of $U, V$, respectively, and let $\Sigma_r \in \mathbb{R}^{r \times r}$ contain the first $r$ (largest) singular values of $M$. Ties are broken arbitrarily. Then, $M_r = U_r \Sigma_r V_r^* \in \mathbb{R}^{n \times n}$ is a rank-$r$ truncation of $M$. We also set $M_{r+} = M - M_r$ to be the residual.

Suppose that we can only access $M \in \mathbb{R}^{n \times n}$ through a linear operator $R_m(\cdot)$ that collects $m$ measurements from $M$. More specifically, we let

$$y = R_m(M + E) \in \mathbb{R}^m, \quad \|R_m(E)\|_2 \leq e,$$  \hspace{1cm} (7)

be the vector of $m$ (possibly noisy) measurements. Here, $E \in \mathbb{R}^{n \times n}$ and $e \geq 0$ represent the noise. Matrix recovery is the problem of (approximately) reconstructing $M$ from the measurement vector $y$.

The case where the entries of $M$ are randomly observed is of particular importance in practice, where here we pragmatically assume that a measurement operator $R_p(\cdot)$ observes each entry of $M$ with a probability of $p \in (0, 1]$. 8 We set $p = m/n^2$ so that, in expectation, $R_p(M)$ contains $m$ entries of $M$. To be more specific, $R_p(\cdot)$ takes $M \in \mathbb{R}^{n \times n}$ to $R_p(M) \in \mathbb{R}^{n \times n}$ defined as

$$R_p(M) = \sum_{i,j=1}^n \frac{\epsilon_{ij}}{p} \cdot M[i, j] \cdot C_{ij},$$  \hspace{1cm} (8)

where $\{\epsilon_{ij}\}$ is a sequence of independent Bernoulli random variables taking 1 with probability of $p$ (and 0 otherwise). Throughout, $C_{ij} \in \mathbb{R}^{n \times n}$ is the $[i, j]$th canonical matrix, so that $C_{ij}[i, j] = 1$ is its only nonzero entry. We also let

$$Y = R_p(M + E) \in \mathbb{R}^{n \times n}, \quad \|R_p(E)\|_F \leq e,$$  \hspace{1cm} (9)

be the (possibly noisy) matrix of measurements. As before, $E$ and $e$ represent the noise. Matrix completion is the problem of (approximately) recovering $M$ from $Y$.

A. Standard Low-Rank Matrix Recovery and Completion

In general, both matrix recovery and completion problems are ill-posed when $m \leq n^2$ and, to rectify this issue, it is common to impose that $M$ is (nearly) low-rank. Let us briefly review both low-rank matrix completion and recovery next.

In low-rank matrix recovery, the restricted isometry property (RIP) plays a key role by ensuring that the measurement operator preserves the geometry of the set of low-rank matrices. More specifically, for $\delta_r \in (0, 1)$, we say that $R_m(\cdot)$ satisfies the $(r, \delta_r)$-RIP (or simply $\delta_r$-RIP when there is no ambiguity) if

$$(1 - \delta_r) \|X\|_F \leq \|R_m(X)\|_2 \leq (1 + \delta_r) \|X\|_F,$$  \hspace{1cm} (10)

for every $X \in \mathbb{R}^{n \times n}$ with $\text{rank}(X) \leq r$. It is perhaps remarkable that, when the number of measurements $m$ is sufficiently large, a “generic” linear operator from $\mathbb{R}^{n \times n}$ to $\mathbb{R}^m$ satisfies the RIP. For example, suppose that $G \in \mathbb{R}^{n \times n}$ is populated with independent zero-mean Gaussian random variables with variance $1/m$. Then, $\langle G, X \rangle$ collects one linear measurement from $X$. The measurement operator formed from $m$ independent copies of $\langle G, X \rangle$ is known to satisfy $\delta_r$-RIP when $m \geq C_n \log n / \delta_r^2$. When the residual $M_{r+}$ is small (i.e., $M = M_r + M_{r+}$ is nearly low-rank) and $R_m(\cdot)$ satisfies the RIP, we can in fact (approximately) recover $M$ by solving the following convex program:

$$\begin{align*}
\min_X \|X\|_*, \\
\text{subject to } \|R_m(X) - y\|_2 \leq e.
\end{align*}$$  \hspace{1cm} (11)

Above, with $\{\sigma_i(X)\}_i$ standing for the singular values of matrix $X$, $\|X\|_* = \sum_i \sigma_i(X)$ and $\|X\|_F = (\sum_i \sigma_i^2(X))^{1/2}$.
are the nuclear and Frobenius norms of $X$, respectively. The recovery error of Program (11) is summarized next [8], [9].

**Proposition 1. (Matrix recovery)** For an integer $r \leq n$ and matrix $M \in \mathbb{R}^{n \times n}$, let $M_r \in \mathbb{R}^{n \times n}$ be a rank-$r$ truncation of $M$, and let $M_{r+} = M - M_r$ be the residual. Suppose that the linear measurement operator $\mathcal{R}_p : \mathbb{R}^{n \times n} \to \mathbb{R}^m$ satisfies $\delta_{3r}$-RIP with $\delta_{3r} \leq 0.1$. Let also $\hat{M} \in \mathbb{R}^{n \times n}$ be a solution of Program (11). Then, it holds that

$$\left\| \hat{M} - M \right\|_F \lesssim \frac{\|M_{r+}\|_*}{\sqrt{r}} + e. \tag{12}$$

In low-rank matrix completion, on the other hand, $\mathcal{R}_p(\cdot)$ does not satisfy the RIP unless $p \approx 1$, in which case nearly every entry of $M$ is observed anyway. Indeed, $\mathcal{R}_p(C_{11}) = 0$ with a probability of $1 - p$, where $C_{11}$ is the first canonical matrix in $\mathbb{R}^{n \times n}$. However, $\mathcal{R}_p(\cdot)$ does preserve the geometry of the set of low-rank and incoherent matrices, provided that $p$ is sufficiently large. More specifically, let $M_r = U_r \Sigma_r V_r^*$ be the SVD of the rank-$r$ matrix $M_r$. Then, the coherence of $M_r$ (denoted by $\eta(M_r)$) is defined as

$$\eta(M_r) = \frac{1}{r} \max \left\{ \left\| U_r \right\|_2^2, \left\| V_r \right\|_2^2 \right\}, \tag{13}$$

where $\|X\|_2^{\rightarrow \infty}$ returns the largest $\ell_2$ norm of the rows of $X$. It is not difficult to verify that $\eta(M_r) \in [1, \frac{n}{r}]$, and that $\eta(M_r)$ depends only on the column and row spaces of $M_r$. When $\eta(M_r)$ is small, entries of $M_r$ tend to be diffuse and we say that $M_r$ is incoherent. At the other extreme, when $\eta(M_r)$ is large, $M_r$ is often “spiky” and we say that $M_r$ is coherent. Indeed, when $M_{r+}$ is small (i.e., when $M$ is nearly low-rank), we can (approximately) recover $M$ by solving the convex program

$$\begin{cases} \min_X \|X\|_*, \\ \text{subject to} \ |\mathcal{R}_p(X) - Y|_F \leq e, \end{cases} \tag{14}$$

for which a bound for the recovery error is obtained by slightly modifying Theorem 7 in [3] to fit our setup [10, Proposition 2].

**Proposition 2. (Matrix completion)** For an integer $r \leq n$ and matrix $M \in \mathbb{R}^{n \times n}$, let $M_r \in \mathbb{R}^{n \times n}$ be a rank-$r$ truncation of $M$, and let $M_{r+} = M - M_r$ be the residual. Let $\hat{M} \in \mathbb{R}^{n \times n}$ be a solution of Program (14). Then, except with a probability of at most $o(n^{-19})$, it holds that

$$\left\| \hat{M} - M \right\|_F \lesssim \frac{\|M_{r+}\|_*}{\sqrt{p}} + e\sqrt{m}, \tag{15}$$

provided that

$$\frac{\eta(M_r) r \log^2 n}{n} \lesssim p \leq 1. \tag{16}$$

For instance, when $M_r$ is incoherent, say $\eta_r(M_r) \approx 1$, solving Program (14) approximately completes $M$ after observing only $O(r n \log^2 n)$ of its samples (in expectation). It is worth pointing out that, under different coherence assumptions on $M$, (15) has been recently improved to $O(r n \log n)$ samples [7].

### B. Incorporating Prior Knowledge

Ideally, if the column and row spaces of a rank-$r$ matrix $M_r$ were known *a priori*, only $r^2$ linear measurements of $M_r$ would suffice for exact recovery (in the absence of noise). Indeed, if rank-$r$ matrices $A_r, B_r \in \mathbb{R}^{n \times r}$ span the column and row spaces of $M_r$, then $A_r^* M_r B_r \in \mathbb{R}^{r \times r}$ contains all the necessary information to reconstruct $M_r$.

More generally, consider $M \in \mathbb{R}^{n \times n}$ and let $M_r$ be a rank-$r$ truncation of $M$ as before. If available, suppose that the $r$-dimensional subspaces $U_r$ and $V_r$ represent our prior knowledge about the column and row spaces of $M_r = U_r \Sigma_r V_r^*$. In order to incorporate this prior knowledge into matrix recovery and completion, we propose the following approach.

Let $P_{U_r} \in \mathbb{R}^{n \times n}$ and $P_{V_r}^\perp \in \mathbb{R}^{n \times n}$ be the orthogonal projections onto the subspace $U_r$ and its complement $V_r^\perp$, respectively. Likewise, we define $n \times n$ projection matrices $P_{U_r}$ and $P_{V_r}^\perp$. For (left and right) weights $\lambda, \rho \in [0, 1]$, set

$$Q_{U_r, \lambda} := \lambda \cdot P_{U_r} + \rho \cdot P_{V_r}^\perp \in \mathbb{R}^{n \times n},$$

$$Q_{V_r, \rho} := \rho \cdot P_{U_r} + \lambda \cdot P_{V_r}^\perp \in \mathbb{R}^{n \times n}. \tag{17}$$

In order to leverage the prior information $(\tilde{U}_r, \tilde{V}_r)$ in low-rank matrix recovery, we modify Program (11) as follows:

$$\begin{cases} \min_X \|Q_{U_r, \lambda} X - Q_{V_r, \rho} \|_F, \\ \text{subject to} \ |\mathcal{R}_p(X) - Y|_F \leq e. \end{cases} \tag{18}$$

Note that the weights $\lambda, \rho \in [0, 1]$ reflect our uncertainty (or lack of confidence) in available prior knowledge, as the following examples might help clarify.

**Example 1.** Consider the rank-$r$ matrix $M_r = U_r \Sigma_r V_r^* \in \mathbb{R}^{n \times n}$ and suppose that $U_r = U_r = \text{span}(M_r)$ and $V_r = V_r = \text{span}(M_r^*)$, i.e., our prior information about $M$ is perfectly accurate. To represent the lack of uncertainty in this knowledge, we set $\lambda = \rho = 0$ so that $Q_{U_r, \lambda} = P_{U_r}$ and $Q_{V_r, \rho} = P_{V_r}^\perp$, which in turn penalizes the component of solution orthogonal to the column and row spaces of $M_r$.

**Example 2.** At the other extreme, suppose that $\tilde{U}_r$ and $\tilde{V}_r$ are poor estimates of the true column and row spaces of $M_r = U_r \Sigma_r V_r^*$. To represent our uncertainty about the available prior information, we might set $\lambda = \rho = 1$, in which case Program (18) reduces to standard matrix recovery, namely Program (11).

Similarly, for low-rank matrix completion, given the prior information $(\tilde{U}_r, \tilde{V}_r)$, we consider the following modification of Program (14):

$$\begin{cases} \min_X \|Q_{U_r, \lambda} X - Q_{V_r, \rho} \|_F, \\ \text{subject to} \ |\mathcal{R}_p(X) - Y|_F \leq e. \end{cases} \tag{19}$$

To what extent, does prior knowledge help (or hurt) matrix recovery and completion? To find out, we next study the recovery error of Programs (18) and (19).
III. MAIN RESULTS

In Section II-B, we proposed Programs (18) and (19) in order to leverage available prior knowledge in matrix recovery and completion, respectively. Our first main result, proved in Section VII, is concerned with the performance of Program (18).

Theorem 1. (Matrix recovery with prior knowledge) For an integer $r$ and matrix $M \in \mathbb{R}^{n \times n}$, let $M_r \in \mathbb{R}^{n \times n}$ be a rank-$r$ truncation of $M$, and let $M_{r+} = M - M_r$ be the residual. Let also $U_r = \text{span}(M_r)$ and $V_r = \text{span}(M_r^*)$ denote the column and row spaces of $M_r$, respectively. Additionally, let $\eta(M_r)$ be the coherence of $M_r$ (see (13)). Suppose that the $r$-dimensional subspaces $\tilde{U}_r$, $\tilde{V}_r$ represent the prior knowledge about $U_r$, $V_r$, respectively. Let

$$u = \angle \left[ U_r, \tilde{U}_r \right], \quad v = \angle \left[ V_r, \tilde{V}_r \right],$$

denote the largest principal angles between each pair of subspaces.

For integer $m$, suppose that the linear sensing operator $R_m(\cdot)$ satisfies $\delta_{2r} - \text{RIP}$ with

$$\delta_{2r} \leq \frac{\alpha_3}{\sqrt{30}} + \frac{\alpha_4}{\sqrt{30}},$$

and acquire the (possibly noisy) measurement vector $y = \mathcal{R}_m(M+E) \in \mathbb{R}^m$ where $\|\mathcal{R}_m(E)\|_2 \leq \epsilon$. Lastly, for weights $\lambda, \rho \in (0, 1]$, let $\hat{M}$ be a solution of Program (18). Then, it holds that

$$\|\hat{M} - M\|_F \leq \frac{\|M_r\|_F}{\sqrt{p}} + \epsilon.$$  \hfill{(21)}

Above, $\alpha_3$ and $\alpha_4$ are set to be

$$\alpha_3 := \frac{\lambda^4 \cos^2 u + \sin^2 u}{\lambda^2 \cos^2 u + \sin^2 u} + \frac{\rho^4 \cos^2 v + \sin^2 v}{\rho^2 \cos^2 v + \sin^2 v},$$

$$\alpha_4 := \frac{2(1 - \lambda^2) \sin^2 u}{\lambda^2 \cos^2 u + \sin^2 u} + \frac{2(1 - \rho^2) \sin^2 v}{\rho^2 \cos^2 v + \sin^2 v}.$$ \hfill{(22)}

A few remarks are in order to help clarify Theorem 1.

Remark 1. (Connection to standard low-rank matrix recovery) If we set $\lambda = \rho = 1$, Program (18) reduces to Program (11) for standard low-rank matrix recovery, which entirely ignores the prior knowledge ($\tilde{U}_r, \tilde{V}_r$). In this case, $\alpha_3 = 2, \alpha_4 = 0$, and (20) reads $\delta_{2r} \leq 0.42$. It is known that $\delta_{\ell} \leq t_{\ell-1} \cdot \delta_s$ for $t \geq s > 1$ [11, Exercise 6.10]. Therefore, $\delta_{2r} \leq 7.75 \cdot \delta_{r}$, so that $\delta_{5r} \leq 0.05$ implies $\delta_{32r} \leq 0.42$. This bound is slightly more conservative than $\delta_{s} \leq 0.1$ in Proposition 1, as we made no attempts to optimize the constants.

On the other hand, even with the conservative bounds in Theorem 1, we observe that Program (18) indeed outperforms Program (11) when the prior knowledge is reliable (namely, the principal angles $u, v$ are small) and when the weights $\lambda, \rho$ are selected small (to reflect our confidence about the available information). For example, suppose that $u = v = \theta$ and $\lambda = \rho = \sqrt{\tan \theta}$ which gives $\alpha_3, \alpha_4 \leq 2\sqrt{2} \sin \theta$. Then, if we repeat the calculations at the end of Section VII-B (to find the tightest bound here), we find that matrix recovery is successful (namely, (21) holds) if $\delta_{5r} \leq 0.75$ and $\theta \leq 0.0248$. This requirement is substantially better than $\delta_{5r} \leq 0.1$ in Proposition 1. That is, the bound for Program (18) considerably improves upon the bound for Program (11) and it does so by leveraging the available prior information.

Remark 2. (Different weights for column and row spaces) Note that the formulation in Program (18) allows for assigning different weights to the column and row spaces (by selecting $\lambda \neq \rho$). This enables the user to handle scenarios when the uncertainty about $U_r$ and $V_r$ are different. For example, if one expects $u = \angle[U_r, U \tilde{r}] \approx \frac{\pi}{2}$ and $v = \angle[V_r, V \tilde{r}] \approx 0$, one might naturally choose $\lambda \approx 1$ and $\rho \approx 0$ to best handle this scenario.

Remark 3. (On choosing the weights) Ideally, the weights $\lambda, \rho \in (0, 1]$ must reflect our uncertainty (or lack of confidence) in the prior information ($\tilde{U}_r, \tilde{V}_r$). To oosen the restriction on the isometry constant for $\mathcal{R}_m(\cdot)$ (see (20)), inaccurate prior knowledge must be given lower influence in Program (19) and vice versa. As a concrete example, suppose that $u = v = \theta$ and $\lambda = \rho$. Then, if $\theta \approx \frac{\pi}{2}$ for example, the prior information is obviously unreliable, and it is wise to choose $\lambda = \rho \approx 1$ so as to give less influence to $\tilde{U}_r$ and $\tilde{V}_r$ in Program (19). On the contrary, if $\theta \approx 0$, the prior information is reliable, and it is best to take $\lambda = \rho \approx 0$ to reflect our confidence in the prior knowledge.

More specifically, given the principal angle $u = v = \theta$ (or its estimate), one might naturally ask: What is the optimal choice of weights $\lambda = \rho$ in Program (18)?

For a fixed angle $\theta \neq 0$, it is not difficult to verify that $\max[\alpha_3, \alpha_4]$, as is minimized by the choice of $\lambda^2 = \rho^2 = \sqrt{\tan^2 \theta + \tan^2 \theta - \tan^2 \theta}$. This choice in turn maximizes the right hand side of (20). In particular, when the principal angle is small ($\theta \approx 0$) this suggests the choice of $\lambda = \rho \approx \sqrt{\tan^2 \theta}$.

Our second main result in this paper, proved in Section VIII, quantifies the performance of Program (19) for low-rank matrix completion with prior knowledge.

Theorem 2. (Matrix completion with prior knowledge) Recall the first paragraph of Theorem 1 and let $\eta(M_r) = \eta(U_rV_r^*)$ denote the coherence of $M_r$ (see (13)). Additionally, let $\tilde{U}$ and $\tilde{V}$ be orthonormal bases for $\text{span}([U_r, \tilde{U}_r])$ and $\text{span}([V_r, \tilde{V}_r])$, respectively. For $p \in (0, 1]$ and recalling (8), acquire the (possibly noisy) measurement matrix $Y = \mathcal{R}_p(M+E)$ where $\|\mathcal{R}_p(E)\|_F \leq \epsilon$ for noise level $\epsilon \geq 0$.

Lastly, for $\lambda, \rho \in (0, 1]$, let $\hat{M}$ be a solution of Program (19). Then, it holds that

$$\|\hat{M} - M\|_F \leq \frac{\|M_r\|_F}{\sqrt{p}} + \epsilon \sqrt{m},$$ \hfill{(23)}

except with a probability of $o(n^{-19})$, and provided that

$$1 \geq p \geq \max \left[ \log (\alpha_5 \cdot n), 1 \right] \cdot \frac{\eta(M_r) \cdot \log n}{n} \cdot \max \left[ \alpha_6 \left( 1 + \sqrt{\frac{\eta(UV^*)}{\eta(U_rV_r^*)}} \right), 1 \right].$$
where \( \eta(\tilde{U}\tilde{V}^*) \) is the coherence of \( \tilde{U}\tilde{V}^* \). Above, we also set

\[
\alpha_5 := \sqrt{\frac{\lambda^4 \cos^2 u + \sin^2 u}{\lambda^2 \cos^2 u + \sin^2 u}} \frac{\rho^4 \cos^2 v + \sin^2 v}{\rho^2 \cos^2 v + \sin^2 v},
\]

\[
\alpha_6 := \left( \frac{\lambda^2 \cos^2 u + \sin^2 u}{\rho^2 \cos^2 v + \sin^2 v} \right)^{\frac{1}{2}} \left( \frac{\rho^2 \cos^2 v + \sin^2 v}{\lambda^2 \cos^2 u + \sin^2 u} \right)^{\frac{1}{2}} \frac{\sqrt{\lambda^4 \cos^2 u + \sin^2 u} + \rho^4 \cos^2 v + \sin^2 v}{\sqrt{\lambda^2 \cos^2 u + \sin^2 u} + \rho^2 \cos^2 v + \sin^2 v},
\]

\[
\alpha_7 := \frac{3\sqrt{1 - \lambda^2} \sin u}{2\sqrt{\lambda^2 \cos^2 u + \sin^2 u}} + \frac{3\sqrt{1 - \rho^2} \sin v}{2\sqrt{\rho^2 \cos^2 v + \sin^2 v}}.
\]

A few remarks are in order about Theorem 2.

**Remark 4. (Connection to standard low-rank matrix completion)** Note that, by taking \( \lambda = \rho = 1 \), Program (19) reduces to Program (14) for standard matrix completion, thereby ignoring any prior information. In this special case, \( \alpha_5 = 1, \alpha_6 = 4, \alpha_7 = 0 \), and (24) reads

\[
1 \geq p \geq \frac{\eta(M_r) \log^2 n}{n} \cdot \left( 1 + \sqrt{\frac{\eta(\tilde{U}\tilde{V}^*)}{\eta(U_r, V_r^*)}} \right),
\]

which is worse than (16) in Proposition 2 because of the term \( \eta(\tilde{U}\tilde{V}^*)/\eta(U_r, V_r^*) \). However, employing a slightly sharper bound in Appendix E gives \( p \geq \eta \log^2 n/n \), which precisely matches (16). We opted for the looser bound in (24) to keep the bound compact.

As was the case in matrix recovery, Program (19) improves over Program (14) when the prior knowledge is reliable and our confidence is reflected in the small choice of weights. For example, suppose again that \( u = v = \theta \) and \( \lambda = \rho = \sqrt{\tan \theta} \). Then, a simple calculation shows that

\[
\alpha_5 = \frac{2 \sin \theta}{\sin \theta + \cos \theta} \leq 2 \sin \theta.
\]

Therefore, if \( \sin \theta \leq 1/n \), the logarithmic factors in (24) reduce to merely \( \log n \). If also \( \eta(\tilde{U}\tilde{V}^*) \approx \eta(U_r, V_r^*) \), then the lower bound on sampling probability in (24) improves over that in standard matrix completion, where prior knowledge is not utilized, by reducing \( \log^2 n \) to \( \log n \).

Note also that, in the extreme case of \( \theta = 0 \) (i.e., when row and column spaces are exactly known \( \text{a priori} \)), one might recover \( M \) from only \( r^2 \) samples (or, equivalently, \( p = r^2/n^2 \)).

**Remark 5. (On choosing the weights)** This remark, similar to Remark 3, discusses the optimal choice of weights \( \lambda, \rho \in (0, 1] \) now in Program (19). For simplicity, again assume that \( u = v = \theta \) and \( \lambda = \rho \). Then, \( \alpha_6 \) and \( \alpha_7 \) are non-increasing and non-decreasing in \( \lambda = \rho \), respectively. However, \( \alpha_5 \) is minimized with the choice of \( \lambda^2 = \rho^2 = \sqrt{\tan^4 \theta + \tan^2 \theta} - \tan^2 \theta \). In particular, when \( \theta \) is small, \( \alpha_5 \) is minimized with the choice of \( \lambda = \rho \approx \sqrt{\tan \theta} \).

**IV. Simulations**

This section is intended to provide some numerical evidence to support the weighted matrix recovery and completion schemes introduced earlier.

Starting with matrix recovery, we assume in Program (18) for simplicity that there is no measurement noise \((e = 0)\) and the left and right weights are equal \((\lambda = \rho = w)\). Fix \( n = 20, r = 3 \), and set \( M = U_r \Sigma_r V_r^* \) where \( U_r \in \mathbb{R}^{n \times r} \) with orthonormal columns span the column space of a random Gaussian matrix \( G \in \mathbb{R}^{n \times r} \). Also, \( \Sigma_r \in \mathbb{R}^{r \times r} \) is diagonal with nonzero entries drawn from the uniform distribution on the interval \((0, 1]\). Lastly, \( V_r \in \mathbb{R}^{r \times r} \) is similarly generated from an independent copy of \( G \).

First, consider the scenario when the prior knowledge about the column and row spaces of \( M \) is reliable. More specifically, set \( \tilde{U}_r \) to be the column span of \( U_r + \sigma G', \) where \( \sigma = 0.01 \) and \( G' \in \mathbb{R}^{n \times r} \) is an independent copy of \( G \). Construct \( \tilde{V}_r \) in a similar manner. We measure \( M \) by computing its inner product against an independent random Gaussian matrices, namely \( y[i] = \langle M, G_i \rangle \) for \( i \in [1 : m] \). As the number of measurements \( m \) increases and for various values of weight \( \lambda = \rho = w \), we solve Program (18) (with \( e = 0 \)). The success rates, averaged over 100 trials, are shown in Figure 2a. A trial is considered successful if \( M \) is recovered up to a relative error of \( 10^{-3} \). Note that, with a proper choice of \( w < 1 \), we correctly place our confidence in the prior knowledge, which in turn results in better matrix recovery. On the other hand, by choosing \( w = 1 \), Program (18) fails to take advantage of the reliable prior information about \( M \).

Next, consider the case when the prior knowledge is unreliable by setting \( \sigma = 1 \) above and repeating the same experiment. The results are illustrated in Figure 2b. Note that, by choosing \( w \) to be small, we misplace our confidence in the prior knowledge, and that leads to a poor performance. As the figure suggests, it is wise in fact to take \( w \) to be large to reflect the uncertainty and ignore the unreliable prior information.

The same experiments are repeated for matrix completion. Instead of \( m \), the probability \( p \) of observing every entry of \( M \) varies in \((0, 1]\) and, instead of Program (18), we solve Program (19) (with \( e = 0 \) and \( \lambda = \rho = w \)). As with matrix recovery, the results in the case of matrix completion, summarized in Figure 3, corroborate the theoretical findings in Section III.

**V. Related Work**

Programs similar to (18) and (19) have appeared in the literature before, and we wish to summarize here some of the related work. In [12], [13], the authors incorporate side information for matrix completion using nuclear norm minimization. However, their works differ from ours in that they assume perfect subspace information, which they use to reduce the dimension of the low-rank recovery problem (as well as the sample complexity). A later paper [14] supplements this recovery program with a correction term to account for imperfect side information. Theory is again provided which allows for a reduction in sample complexity; however, this theory is limited to randomly generated matrices and uses...
Figure 2: Matrix recovery with good and poor prior knowledge (top and bottom figures, respectively) and for various weights \(w\) in Program (18). Refer to Section IV for details.

A different characterization of subspace accuracy than the principal angles we consider.

In [15], the authors considered the following non-convex program for rank minimization:

\[
\begin{align*}
\min_X & \quad \log(\det(X)) \\
X & \in C.
\end{align*}
\]  

(25)

Here, the feasible set \(C \subseteq \mathbb{R}^{n \times n}\) is assumed to be convex. (Local) linearization of the above objective function leads to a majorization-minimization algorithm to solve Program (25), in which the \(k\)-th iteration takes the form of

\[
\begin{align*}
\min_X & \quad W_1^k X W_2^k \\
X & \in C,
\end{align*}
\]  

(26)

for certain weight matrices \(W_1^k\) and \(W_2^k\). Convergence of this reweighted algorithm to a local minimum of Program (25) is known. See also [16] for a related problem.

In [5], the authors study the following program:

\[
\min_{X \in \mathbb{R}^{n \times n}} \frac{1}{m} \| P_{\Omega} (X - Y) \|_F^2 + \lambda N \| AXB \|_F.
\]  

(27)

Here, \(\Omega \subseteq [1 : n]^2\) is a random index set of size \(m\), and \(P_{\Omega}(X) \in \mathbb{R}^{n \times n}\) retains the entries of \(X\) on the index set \(\Omega\) and sets the rest to zero. In addition, \(Y = P_{\Omega}(M + E)\) where we take \(M \in \mathbb{R}^{n \times n}\) to be rank-\(r\) for simplicity, and the entries of \(E \in \mathbb{R}^{n \times n}\) are independent zero-mean Gaussian random variables with variance \(\sigma^2/n\). Lastly, \(\lambda N > 0\) and \(A, B \in \mathbb{R}^{n \times n}\) are both assumed to be invertible. Let \(\hat{M} \in \mathbb{R}^{n \times n}\) be a solution of Program (27). Then, Theorem 2 in the same reference then establishes that

\[
\| \hat{M} - M \|_F^2 \lesssim \alpha_N^2 \max \left[ 1, \sigma^2 \right] \frac{r \log n}{m},
\]  

(28)

with high probability and provided that \(\lambda N \gtrsim \sqrt{n \log n / m}\). Above,

\[
\alpha_N := n \frac{\| AMB^* \|_\infty}{\| AMB^* \|_F}.
\]  

(29)

By setting \(A = Q_{U,r,\lambda}\) and \(B = Q_{V,r,\rho}\) (see (17)), Program (27) will be equivalent to Program (19) for the right choice of \(\lambda N\). To compare (28) and Theorem 2, let \(Q_{U,r,\lambda}MQ_{V,r,\rho}^* = U_{N,r} \Sigma_{N,r} V_{N,r}^*\) be the SVD of \(AMB\) and note that

\[
\alpha_N^2 = n^2 \cdot \frac{\| Q_{U,r,\lambda} MQ_{V,r,\rho}^* \|_\infty^2}{\| Q_{U,r,\lambda} MQ_{V,r,\rho}^* \|_F^2} = n^2 \cdot \frac{\| U_{N,r} \Sigma_{N,r} V_{N,r}^* \|_\infty^2}{\| U_{N,r} \Sigma_{N,r} V_{N,r}^* \|_F^2} \leq n^2 \cdot \frac{\| U_{N,r} \|_2 \cdot \| \Sigma_{N,r} \|_2 \cdot \| V_{N,r} \|_2}{\| \Sigma_{N,r} \|_F} \leq \frac{r \cdot \eta^2 (Q_{U,r,\lambda} MQ_{V,r,\rho}^*) \| \Sigma_{N,r} \|_2}{\sigma_r^2 (\Sigma_{N,r})} \leq r \cdot \eta^2 (Q_{U,r,\lambda} MQ_{V,r,\rho}^*) \kappa^2 (Q_{U,r,\lambda} MQ_{V,r,\rho}^*),
\]  

(30)

where \(\eta(\cdot)\) and \(\kappa(\cdot)\) return the coherence and condition number of a matrix, respectively. In particular, the above inequalities hold with equality when \(U_{N,r}, V_{N,r}\) are columns of the Fourier basis and the condition number of \(Q_{U,r,\lambda} MQ_{V,r,\rho}^*\) equals one. Since coherence and condition number are both never smaller than one, we conclude that the right-hand side of (28) scales with \(r^2\). This, in turn, forces \(m\) (number of measurements) to scale with \(r^2\). In contrast, the expected number of measurements required in Theorem 2 scales linearly with \(r\). We must note that [5] itself was preceded by [17] where, among other contributions, a weighted program for matrix completion was studied with diagonal \(A\) and \(B\) in Program (27). A similar program was empirically studied in [18] in the context of collaborative filtering.
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VI. Commons

In this section, we collect the necessary technical tools that are common to the analysis of both Programs (18) and (19).

A. Canonical Decomposition

Central to the analysis is a canonical way of decomposing $M_r$ that takes the prior knowledge $(U_r, V_r)$ into account. This result is well-known and a short proof is given in Appendix A for the sake of completeness [22]. Throughout, the empty blocks of matrices should be interpreted as filled with zeros. Also, in our notation, $I_n \in \mathbb{R}^{n \times n}$ is the identity matrix and $0_a \in \mathbb{R}^{a \times a}$ and $0_{a \times b} \in \mathbb{R}^{a \times b}$ are filled with zeros.

**Lemma 3.** Consider a rank-$r$ matrix $M_r \in \mathbb{R}^{n \times n}$, and let $U_r = \text{span}(M_r)$ be the column span of $M_r$. Let $\tilde{U}_r$ be another $r$-dimensional subspace in $\mathbb{R}^n$. Then, there exists $U_r, \tilde{U}_r \in \mathbb{R}^{n \times r}, U'_r, \tilde{U}'_r \in \mathbb{R}^{n \times r}$, and $U''_{n-r}, \tilde{U}''_{n-r} \in \mathbb{R}^{n \times (n-r)}$ such that

$$U_r = \text{span}(U_r), \quad \tilde{U}_r = \text{span}(\tilde{U}_r),$$

and

$$B_L := \begin{bmatrix} U_r & U'_r & U''_{n-r} \end{bmatrix} \in \mathbb{R}^{n \times n},$$

$$B_{\tilde{L}} := \begin{bmatrix} \tilde{U}_r & \tilde{U}'_r & \tilde{U}''_{n-r} \end{bmatrix} \in \mathbb{R}^{n \times n},$$

are both orthonormal bases for $\mathbb{R}^n$. Moreover, it holds that

$$B_L^* B_{\tilde{L}} = \begin{bmatrix} \cos u & \sin u & 0 \\ -\sin u & \cos u & 0 \\ 0 & 0 & I_{n-r} \end{bmatrix},$$

where $u \in \mathbb{R}^{r \times r}$ is diagonal and contains the principal angles between $U_r$ and $\tilde{U}_r$, in a non-increasing order: $\pi/2 \geq u_1 \geq u_2 \geq \cdots \geq u_r \geq 0$. The diagonal matrix $\cos u$ is naturally defined as

$$\cos u := \begin{bmatrix} \cos u_1 & & \\ & \cos u_2 & \\ & & \ddots \\ & & \cos u_r \end{bmatrix} \in \mathbb{R}^{r \times r}.$$

Note that, prior to Section VI, we had used $u$ (rather than $u_1$) to denote the largest principal angle, in order to keep the notation light. From now on, we will adhere to setup of Lemma 3.
and \( \sin u \in \mathbb{R}^{r \times r} \) is defined likewise. A similar construction exists for \( \mathcal{V}_r = \text{span}(M^*_r) \) and \( \mathcal{V}_r \), where we form the orthonormal bases \( B, B \in \mathbb{R}^{n \times n} \) such that

\[
B^* B = \begin{bmatrix}
\cos v & \sin v \\
-\sin v & \cos v \\
\end{bmatrix}.
\]

(33)

As before, the diagonal of \( v \in \mathbb{R}^{r \times r} \) contains the principal angles between \( \mathcal{V}_r \) and \( \mathcal{V}_r \) in non-decreasing order.

Lemma 3 immediately implies that

\[
\tilde{U}_r = B_L \begin{bmatrix}
\cos u \\
-\sin u \\
o_{(n-2r) \times r}
\end{bmatrix}.
\]

which, in turn, allows us to derive the following expressions for orthogonal projections onto the subspace \( \mathcal{U}_r \) and its complement:

\[
P_{\tilde{U}_r} = \tilde{U}_r \tilde{U}_r^* \\
= B_L \begin{bmatrix}
\cos^2 u & -\sin u \cdot \cos u \\
-\sin u \cdot \cos u & \sin^2 u
\end{bmatrix} B_L^*,
\]

It also follows that

\[
Q_{\tilde{U}_r,\lambda} = \lambda \cdot P_{\tilde{U}_r} + P_{\tilde{U}_r}^* \\
= B_L \begin{bmatrix}
\lambda \cos^2 u + \sin^2 u & (1 - \lambda) \sin u \cdot \cos u \\
(1 - \lambda) \sin u \cdot \cos u & \lambda \sin^2 u + \cos^2 u
\end{bmatrix} B_L^*,
\]

(34)

where we used (17). We next mold the above expression for \( Q_{\tilde{U}_r,\lambda} \) into one that involves an upper-triangular matrix, as this will prove useful shortly. Define the orthonormal basis \( O_L \in \mathbb{R}^{n \times n} \) as

\[
O_L := \begin{bmatrix}
(\lambda \cos^2 u + \sin^2 u) \Delta_L^{-1} \\
(1 - \lambda) \sin u \cdot \cos u \cdot \Delta_L^{-1} \\
o_{(n-r) \times r} \\
-(1 - \lambda) \sin u \cdot \cos u \cdot \Delta_L^{-1} \\
(\lambda \cos^2 u + \sin^2 u) \Delta_L^{-1} \\
o_{(n-r) \times r}
\end{bmatrix},
\]

\[
\Delta_L := \sqrt{\lambda^2 \cos^2 u + \sin^2 u} \in \mathbb{R}^{r \times r},
\]

(35)

where \( \Delta_L \) is invertible because \( \lambda > 0 \), by assumption. (It is easily verify that indeed \( O_L O_L^* = I_n \).) We then rewrite (34) as

\[
Q_{\tilde{U}_r,\lambda} = B_L (O_L O_L^*) \\
= B_L \begin{bmatrix}
\lambda \cos^2 u + \sin^2 u & (1 - \lambda) \sin u \cdot \cos u \\
(1 - \lambda) \sin u \cdot \cos u & \lambda \sin^2 u + \cos^2 u
\end{bmatrix} \Delta_L^{-1} \\
B_L^*,
\]

\[
= B_L O_L \begin{bmatrix}
\Delta_L & (1 - \lambda^2) \sin u \cdot \cos u \cdot \Delta_L^{-1} \\
\lambda \Delta_L^{-1} & 0
\end{bmatrix} \Delta_L^{-1} \\
B_L^*,
\]

\[
=: B_L O_L \begin{bmatrix}
L_{11} & L_{12} \\
L_{22} & I_{n-2r}
\end{bmatrix} \Delta_L^{-1} \\
B_L^*,
\]

\[
=: B_L O_L L B_L^*,
\]

(36)

where \( L \in \mathbb{R}^{n \times n} \) is an upper-triangular matrix with blocks \( L_{11}, L_{12}, L_{22} \in \mathbb{R}^{r \times r} \) and defined as

\[
L := \begin{bmatrix}
L_{11} & L_{12} \\
L_{22} & I_{n-2r}
\end{bmatrix} \Delta_L^{-1} \\
\Delta_L & (1 - \lambda^2) \sin u \cdot \cos u \cdot \Delta_L^{-1} \\
\lambda \Delta_L^{-1} & 0
\]

(37)

In the third line of (36), we used the fact that \( O_L O_L^* = I_n \). Because \( B_L, O_L \) are both orthonormal bases, we record that

\[
\|Q_{\tilde{U}_r,\lambda}\| = \|L\| = 1.
\]

(see (17) and (36))

(38)

We can perform the same calculations for the row spaces and, in particular, define \( R \in \mathbb{R}^{n \times n} \) as

\[
R := \begin{bmatrix}
R_{11} & R_{12} \\
R_{22} & I_{n-2r}
\end{bmatrix} \Delta_R^{-1} \\
\Delta_R & (1 - \rho^2) \sin v \cdot \cos v \cdot \Delta_R^{-1} \\
\rho \Delta_R^{-1} & 0
\]

(39)

with \( \Delta_R = \sqrt{\rho^2 \cos^2 v + \sin^2 v} \in \mathbb{R}^{n \times n} \). With these calculations in mind, for an arbitrary matrix \( H \in \mathbb{R}^{n \times n} \), we find the crucial decomposition

\[
Q_{\tilde{U}_r,\lambda} \cdot H \cdot Q_{\tilde{V}_r,\rho} \\
=: B_L O_L L (B_L^* H B_R) R^* O_R^* B_R^* \\
=: B_L O_L L \bar{H} R^* O_R^* B_R^* \\
=: B_L O_L L \bar{H} B_R^*,
\]

(40)

with \( \bar{H}_{11}, \bar{H}_{22} \in \mathbb{R}^{r \times r} \) and \( \bar{H}_{33} \in \mathbb{R}^{(n-2r) \times (n-2r)} \) being the diagonal blocks of \( \bar{H} \). Moreover, from Lemma 3, recall that

\[
\text{span}(M_r) = \text{span}(U_r), \quad \text{span}(M_r^*) = \text{span}(V_r),
\]

(41)
which allows us to record that
\[
Q_{\tilde{U},r} \cdot M_r \cdot Q_{\tilde{V},r}^T = B_L O_L L (B_L^\ast M_r B_R) R^* B_R^* \quad \text{(see (36))}
\]
\[
= B_L O_L L \left[ \begin{array}{c} M_r \end{array} \right]_{r,11} 0_{n-r} = R^* B_R^* \quad \text{(see (41))}
\]
\[
= B_L O_R \left[ \begin{array}{c} M_r \end{array} \right]_{r,11} \left[ \begin{array}{c} L_{11} M_r \end{array} \right]_{r,11} R_{11} 0_{n-r} \cdot R^* B_R^* \quad \text{(37) and (41)}
\]
In the last line above, we benefited from the fact that, by construction, both \( L \) and \( R \) are upper-triangular matrices. Note also that \( \left[ \begin{array}{c} L_{11} M_r \end{array} \right]_{r,11} = U_r^T M_r V_r \), as defined above, is not necessarily diagonal. For future reference, the following useful inequalities are proved in Appendix B.

**Lemma 4.** With \( L \) and its blocks \( L_{11}, L_{12}, L_{22} \) defined in (37), it holds that

\[
\|L_{11}\| = \|\Delta_L\| \leq \sqrt{\lambda^2 \cos^2 u_1 + \sin^2 u_1},
\]

\[
\|L_{12}\| \leq \frac{(1 - \lambda^2) \sin u_1}{\sqrt{\lambda^2 \cos^2 u_1 + \sin^2 u_1}} \leq 1 - \lambda^2,
\]

\[
\|I_r - L_{22}\| \leq \frac{\sqrt{1 - \lambda^2} \sin u_1}{\sqrt{\lambda^2 \cos^2 u_1 + \sin^2 u_1}} \leq \sqrt{1 - \lambda^2},
\]

\[
\|\begin{bmatrix} L_{11} & L_{12} \end{bmatrix}\|^2 \leq \frac{\lambda^4 \cos^2 u_1 + \sin^2 u_1}{\lambda^2 \cos^2 u_1 + \sin^2 u_1} \leq 1,
\]

\[
\|\begin{bmatrix} L_{22} - I_r & L_{12} \end{bmatrix}\|^2 \leq \frac{2(1 - \lambda^2) \sin^2 u_1}{\lambda^2 \cos^2 u_1 + \sin^2 u_1},
\]

where \( u_1 \) is the largest principal angle between \( r \)-dimensional subspaces \( U_r \) and \( U_r^\ast \). Similar bounds hold for \( R \) and its blocks, \( R_{11}, R_{12}, R_{22} \).

**B. Support**

Let \( M_r \) be a rank-\( r \) truncation of \( M \in \mathbb{R}^{n \times n} \) (obtained via SVD) and consider the decomposition

\[
M = M_r + M_r^\ast = U_r \left[ \begin{array}{c} M_r \end{array} \right]_{r,11} V_r^\ast + M_r^\ast,
\]

where \( U_r, V_r \in \mathbb{R}^{n \times r} \) (with orthonormal columns) span column and row spaces of \( M_r \), and \( \left[ \begin{array}{c} M_r \end{array} \right]_{r,11} \in \mathbb{R}^{r \times r} \) is rank-\( r \) but not necessary diagonal. Let \( U_r = \text{span}(U_r) = \text{span}(M_r) \) and \( V_r = \text{span}(V_r) = \text{span}(M_r^\ast) \). Then, the support of \( M_r \) in \( \mathbb{R}^{n \times n} \) is the linear subspace \( T \subset \mathbb{R}^{n \times n} \) defined as

\[
T = \{ Z \in \mathbb{R}^{n \times n} : Z = P_{U_r} \cdot Z + Z \cdot P_{V_r} - P_{U_r} \cdot Z \cdot P_{V_r} \},
\]

where \( P_{U_r}, P_{V_r} \in \mathbb{R}^{n \times n} \) are orthogonal projection onto \( U_r, V_r \), respectively. For the record, the orthogonal projection onto \( T \) and its complement \( T^\perp \) take \( Z \in \mathbb{R}^{n \times n} \) to

\[
P_T(Z) = P_{U_r} \cdot Z + Z \cdot P_{V_r} - P_{U_r} \cdot Z \cdot P_{V_r},
\]

\[
P_{T^\perp}(Z) = P_{U_r^\perp} \cdot Z \cdot P_{V_r^\perp},
\]

respectively. As suggested above, throughout we reserve the calligraphic font for matrix operators. Note that, using Lemma 3, we can express \( T \) equivalently as

\[
T = \left\{ Z \in \mathbb{R}^{n \times n} : Z = B_L \tilde{Z} B_R, \quad \tilde{Z} = \begin{bmatrix} Z_{11} & Z_{12} \\ Z_{21} & 0_{n-r} \end{bmatrix} \right\}
\]

\[
=: B_L \cdot T \cdot B_R, \quad \text{(45)}
\]

where, to be clear, the new subspace \( T \subset \mathbb{R}^{n \times n} \) is the support of \( \tilde{M} := B_L^T M_r B_R \) and is defined as

\[
T = \left\{ Z \in \mathbb{R}^{n \times n} : Z = \begin{bmatrix} Z_{11} & Z_{12} \\ Z_{21} & 0_{n-r} \end{bmatrix} \right\}. \quad \text{(46)}
\]

Also note that, for arbitrary

\[
\tilde{Z} = \begin{bmatrix} Z_{11} & Z_{12} \\ Z_{21} & Z_{22} \end{bmatrix} \in \mathbb{R}^{n \times n},
\]

with \( Z_{11} \in \mathbb{R}^{r \times r}, Z_{22} \in \mathbb{R}^{(n-r) \times (n-r)} \), the orthogonal projection onto \( T \) and its complement simply take \( \tilde{Z} \) to

\[
P_T(Z) = \begin{bmatrix} Z_{11} & Z_{12} \\ Z_{21} & 0_{n-r} \end{bmatrix},
\]

\[
P_{T^\perp}(Z) = B_L \cdot P_T(Z) \cdot B_R, \quad \text{(47)}
\]

respectively. Lastly, we record the following connection: For arbitrary \( Z \in \mathbb{R}^{n \times n} \) and with \( Z = B_L \tilde{Z} B_R \), we have that

\[
P_T(Z) = B_L \cdot P_T(Z) \cdot B_R, \quad \text{(48)}
\]

**VII. Analysis for Matrix Recovery**

In this section, we study Program (18) in detail and eventually prove Theorem 1. First, in Section VII-A, we establish a variant of the well-known nullspace property for Program (18) which loosely states that the recovery error in Program (18) is concentrated along the subspace \( T \), namely the support of \( M_r \). Using this property, then, we complete the proof of Theorem 1 in Section VII-B.

**A. Nullspace Property**

For solution \( \hat{M} \), let \( H := \hat{M} - M \) be the error. By feasibility of \( M \) and optimality of \( \hat{M} = M + H \) in Program (18), we have that

\[
\| Q_{\tilde{U},r} \cdot (M + H) Q_{\tilde{V},r} \|_2 \leq \| Q_{\tilde{U},r} \cdot MQ_{\tilde{V},r} \|_2. \quad \text{(49)}
\]
Recall that \( M = M_r + M_{r+} \). With the decomposition of \( M_r \) in (42) at hand, the right-hand side above is then bounded follows:

\[
\begin{align*}
\| Q_{\tilde{u},r} M Q_{\tilde{v},r} \|_a & \leq \left\| Q_{\tilde{u},r} M_r Q_{\tilde{v},r} \right\|_a + \left\| Q_{\tilde{u},r} M_{r+} Q_{\tilde{v},r} \right\|_a \\
& \leq B_L O_{L} \begin{bmatrix} L_{11} M_{r,11} R_{11} \\ 0_{n-r} \end{bmatrix} \begin{bmatrix} O_{r}^* B_{r}^* \\ 0_{n-r} \end{bmatrix} + \left\| Q_{\tilde{u},r} M_r Q_{\tilde{v},r} \right\|_a + \left\| Q_{\tilde{u},r} M_{r+} Q_{\tilde{v},r} \right\|_a \quad \text{(see (42))}
\end{align*}
\]

\[
\begin{align*}
&= \left\| L_{11} M_{r,11} R_{11} \begin{bmatrix} 0_{n-r} \end{bmatrix} + \left\| Q_{\tilde{u},r} M_r Q_{\tilde{v},r} \right\|_a + \left\| Q_{\tilde{u},r} M_{r+} Q_{\tilde{v},r} \right\|_a ,
\end{align*}
\]

where the first inequality above uses \( M = M_r + M_{r+} \) and the triangle inequality. The second identity uses the rotational invariance of the nuclear norm. In the last line, we used the fact that \( B_L, B_{r}, O_{L}, O_{r} \) are all orthonormal bases. Using the decomposition of \( H \) in (40), the left hand side of (92) can also be bounded as follows:

\[
\begin{align*}
\left\| Q_{\tilde{u},r} (M + H) Q_{\tilde{v},r} \right\|_a & \geq \left\| Q_{\tilde{u},r} (M_r + H) Q_{\tilde{v},r} \right\|_a - \left\| Q_{\tilde{u},r} M_{r+} Q_{\tilde{v},r} \right\|_a \\
& = B_L O_{L} \begin{bmatrix} M_{r,11} + \mathbb{T} \end{bmatrix} R_{r,11} O_{L}^* B_{r}^* - \left\| Q_{\tilde{u},r} M_{r+} Q_{\tilde{v},r} \right\|_a \\
& = \left\| L_{11} R_{r,11} \begin{bmatrix} 0_{n-r} \end{bmatrix} \right\|_a + \left\| Q_{\tilde{u},r} M_r Q_{\tilde{v},r} \right\|_a + \left\| Q_{\tilde{u},r} M_{r+} Q_{\tilde{v},r} \right\|_a,
\end{align*}
\]

where the last line uses the triangle inequality. To be concrete, above we defined

\[
\mathbb{T} := \begin{bmatrix} 0_r & H_{22} & H_{23} \\ H_{32} & 0_{n-2r} \end{bmatrix} \in \mathbb{R}^{n \times n}.
\]

Consequently,

\[
\begin{align*}
\left\| Q_{\tilde{u},r} (M + H) Q_{\tilde{v},r} \right\|_a & = \left\| L_{11} M_{r,11} R_{11} \begin{bmatrix} 0_{n-r} \end{bmatrix} \right\|_a - \left\| L P_{\mathbb{T}} (\mathbb{T}) R_{r,11}^* \right\|_a \\
& = \left\| L_{11} M_{r,11} R_{11} \begin{bmatrix} 0_{n-r} \end{bmatrix} \right\|_a + \left\| L P_{\mathbb{T}} (\mathbb{T}) R_{r,11}^* \right\|_a - \left\| L L_{r}^* R_{r,11}^* - \mathbb{T} \right\|_a - \left\| Q_{\tilde{u},r} M_r Q_{\tilde{v},r} \right\|_a \\
& \geq \left\| L_{11} M_{r,11} R_{11} \begin{bmatrix} 0_{n-r} \end{bmatrix} \right\|_a + \left\| P_{\mathbb{T}} (\mathbb{T}) \right\|_a - \left\| L P_{\mathbb{T}} (\mathbb{T}) R_{r,11}^* \right\|_a - \left\| Q_{\tilde{u},r} M_r Q_{\tilde{v},r} \right\|_a.
\end{align*}
\]

Above, we used (42) and (47) twice. In the second identity in (52), we used the fact that \( \| A + B \|_a = \| A \|_a + \| B \|_a \) whenever both column and row spaces of \( A \) are orthogonal to those of \( B \), namely when \( A^* B = A B^* = 0 \). Now combining (49) with the bounds in (50) and (52) yields that

\[
\| p_{\mathbb{T}} (\mathbb{T}) \|_a \leq \| L P_{\mathbb{T}} (\mathbb{T}) R_{r,11}^* \|_a + \| L L_{r}^* R_{r,11}^* - \mathbb{T} \|_a + 2 \| Q_{\tilde{u},r} M_r Q_{\tilde{v},r} \|_a.
\]

We next simplify the terms in the above inequality. First, notice that

\[
\begin{bmatrix} 0_r & L_{22} & I_{n-2r} \\ I_{n-2r}^* & 0_r & R_{22} \\ L_{22}^* & I_{n-2r}^* & I_{n-2r} \end{bmatrix} \in \mathbb{R}^{n \times n}.
\]

which, in turn, allows us to simplify the first norm on the right-hand side of (53) as follows:

\[
\begin{align*}
\| L P_{\mathbb{T}} (\mathbb{T}) R_{r,11}^* \|_a & = \left\| L_{11} L_{12} L_{22} \begin{bmatrix} I_{n-2r} \\ L_{22} \end{bmatrix} \begin{bmatrix} L_{11} & L_{12} \\ L_{22}^* & I_{n-2r} \end{bmatrix} \begin{bmatrix} R_{11} \\ R_{12} \end{bmatrix} \begin{bmatrix} L_{22}^* & R_{22} \\ I_{n-2r} \end{bmatrix} \right\|_a \\
& = \left\| 0_r L_{22} L_{22}^* \begin{bmatrix} R_{11} \\ R_{12} \end{bmatrix} \begin{bmatrix} L_{22}^* & R_{22} \\ I_{n-2r} \end{bmatrix} \right\|_a.
\end{align*}
\]
where we used (54). Then, we continue by writing that
\[
\|LP_{\mathcal{T}}(\overline{H}) R^*\|_s
= \left\| \begin{bmatrix} L_{11} & L_{12} \\ L_{22} & 0_r \\ I_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s
+ \left\| \begin{bmatrix} 0_r & L_{12} \\ E_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s,
\]
in which we applied (56). Consequently,
\[
\|LP_{\mathcal{T}}(\overline{H}) R^*\|_s
\leq \left\| \begin{bmatrix} L_{11} & L_{12} \\ L_{22} & 0_r \\ I_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s
+ \left\| \begin{bmatrix} 0_r & L_{12} \\ E_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s.
\]
and, consequently,
\[
\|LP_{\mathcal{T}}(\overline{H}) R^*\|_s
\leq \left\| \begin{bmatrix} L_{11} & L_{12} \\ L_{22} & 0_r \\ I_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s.
\]

The second inequality above uses the fact that \(\|AB\|_s \leq \|A\|_s \cdot \|B\|_s\) for all conforming matrices \(A, B\). The last inequality uses (37), (38), and the observation that \(\|L_{22}\| \leq \|L\|\). In the second inequality, we also used the so-called polarization identity
\[
AZC - BZD = (A - B)ZC + BZ(C - D),
\]
for conforming matrices \(A, B, C, D, Z\). The second norm on the right-hand side of (53) may also be bounded as follows:
\[
\|L\overline{H} R^* - \overline{H}\|_s
= \|L\overline{H} R^* - \overline{H}\|_s
\leq \left\| \begin{bmatrix} L_{11} & L_{12} \\ L_{22} & 0_r \\ I_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s
+ \left\| \begin{bmatrix} 0_r & L_{12} \\ E_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s
\]
\[
= \left\| \begin{bmatrix} L_{11} & L_{12} \\ L_{22} & 0_r \\ I_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s.
\]

Above, the first identity uses (37), and (51). The second identity employs (56). We continue by applying the triangle inequality to find that
\[
\|L\overline{H} R^* - \overline{H}\|_s
\leq \left\| \begin{bmatrix} L_{11} & L_{12} \\ L_{22} & 0_r \\ I_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s
+ \left\| \begin{bmatrix} 0_r & L_{12} \\ E_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s.
\]

The first inequality above uses \(\|AB\|_s \leq \|A\|_s \cdot \|B\|_s\). The second inequality applies (37), (38), and the fact that \(\|L_{11}\| \leq \|L\|\). The last line benefits from the fact that \(L_{12} = L_{12}^*\). By substituting (55) and (57) back into (53), we arrive at the following inequality:
\[
\|P_{\mathcal{T}}(\overline{H})\|_s
\leq \left\| \begin{bmatrix} L_{11} & L_{12} \\ L_{22} & 0_r \\ I_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s
+ \left\| \begin{bmatrix} 0_r & L_{12} \\ E_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s
\]
\[
= \left\| \begin{bmatrix} L_{11} & L_{12} \\ L_{22} & 0_r \\ I_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s
+ \left\| \begin{bmatrix} 0_r & L_{12} \\ E_{n-2r} \end{bmatrix} \overline{P}\overline{H}(\overline{R}) \right\|_s.
\]

In the second inequality above, Lemma 4 is applied. Some additional manipulation of (58) is in order. First, owing to (48) and the rotational invariance of the nuclear norm, it holds that
\[
\|P_{\mathcal{T}}(H)\|_s = \|P_{\mathcal{T}}(\overline{H})\|_s,
\]
\[
\|P_{\mathcal{T}^+}(H)\|_s = \|P_{\mathcal{T}^+}(\overline{H})\|_s.
\]
If we also define the linear subspace \( \overline{T} \subset T^\perp \subset \mathbb{R}^{n \times n} \) as
\[
\overline{T} := \left\{ Z \in \mathbb{R}^{n \times n} : Z = B_L \begin{bmatrix} 0_r & \overline{Z}_{22} & \overline{Z}_{23} \\ \overline{Z}_{32} & 0_{n-2r} & B_R^* \end{bmatrix} \right\},
\]
then we may write that
\[
\|H\|_S = \|B_L \overline{H} B_R^*\|_S = \|\mathcal{P}_N(H)\|_S ,
\]
by rotational invariance of the nuclear norm and in light of (51). Putting these all together, we may rewrite (58) as
\[
\|\mathcal{P}_{T^\perp}(H)\|_S \leq \alpha_3 \|\mathcal{P}_T(H)\|_S + \alpha_4 \|\mathcal{P}_\hat{T}(H)\|_S + 2 \|Q_{\overline{U},\overline{\lambda}} M_r + Q_{\overline{\lambda},\overline{\rho}}\|_S \quad \text{(see (59) and (61))}
\]
\[
\leq \alpha_3 \|\mathcal{P}_T(H)\|_S + \alpha_4 \|\mathcal{P}_\hat{T}(H)\|_S + 2 \|M_r\|_S ,
\]
with \( \alpha_3, \alpha_4 \) as defined in (58). The last line above uses the inequality \( \|AB\|_S \leq \|A\| \cdot \|B\|_S \) and (38). Note that (62) might be interpreted as an analog of the nullspace property in standard matrix recovery [8]. In particular, suppose that \( M = M_r \) is rank-\( r \) and \( \lambda = \rho = 1 \) so that Program (18) reduces to Program (11). Then, in turn, (62) reduces to \( \|\mathcal{P}_{T^\perp}(H)\|_S \leq 2 \|\mathcal{P}_T(H)\|_S \), which is by a factor of two worse than the standard nullspace property.\(^{10}\) With (62) at hand, we are now prepared to prove Theorem 1.

\(^{10}\) The extra factor of two is likely an artifact of using the polarization identity.

\(^{11}\) The fourth last blocks might be smaller than others.

On the other hand, by feasibility of both \( M \) and \( \hat{M} \) in Program (18), we find the so-called tube constraint:
\[
\|\mathcal{R}_m(H)\|_F = \|\mathcal{R}_m(\hat{M} - M)\|_F \leq \|\mathcal{R}_m(\hat{M}) - y\|_F + \|\mathcal{R}_m(M) - y\|_F \leq 2\varepsilon. \quad \text{(see Program (18))}
\]
Using (63), (65), and the triangle inequality, we may then write that
\[
\|\mathcal{R}_m(H_0 + H_1)\|_F \leq \sum_{i \geq 2} \|\mathcal{R}_m(H_i)\|_F + 2\varepsilon. \quad \text{(66)}
\]
Recall (10) and suppose that the measurement operator \( \mathcal{R}_m(\cdot) \) satisfies \( \delta_{r''} \)-RIP with integer \( r'' \geq 2 r + r' \) to be set later. By construction,
\[
\text{rank}(H_0 + H_1) = \text{rank}(\mathcal{P}_T(H) + H_1) \leq 2 r + r' \leq r'',
\]
and, therefore, (66) and the RIP together imply that
\[
(1 - \delta_{r''}) \|H_0 + H_1\|_F \leq (1 + \delta_{r''}) \sum_{i \geq 2} \|H_i\|_F + 2\varepsilon \leq \frac{1 + \delta_{r''}}{\sqrt{r''}} \|H_i\|_S + 2\varepsilon \leq \frac{1 + \delta_{r''}}{\sqrt{r''}} \sum_{i \geq 1} \|H_i\|_S + 2\varepsilon \leq \frac{1 + \delta_{r''}}{\sqrt{r''}} \|\mathcal{P}_{T^\perp}(H)\|_S + 2\varepsilon, \quad \text{(67)}
\]
where, in the second line, we used the fact that \( \|H_{i+1}\|_F \leq \frac{1}{\sqrt{r''}} \|H_i\|_S \) for every \( i \geq 1 \), which itself follows directly from the non-increasing order of the singular values in \( \Sigma' \) and the fact that \( \text{rank}(H_i) \leq r'' \) for every \( i \geq 1 \). The last line uses the fact that \( \|A + B\|_S \leq \|A\|_S + \|B\|_S \) when \( \text{span}(A) \perp \text{span}(B) \) and \( \text{span}(A^*) \perp \text{span}(B^*) \). Then, invoking the nullspace property (62), we find that
\[
\|H_0 + H_1\|_F \leq \frac{1 + \delta_{r''}}{1 - \delta_{r''}} \sqrt{\frac{1}{\rho^2} \|\mathcal{P}_{T^\perp}(H)\|_S} + \frac{2\varepsilon}{1 - \delta_{r''}} \leq \frac{1 + \delta_{r''}}{1 - \delta_{r''}} \sqrt{\frac{1}{\rho^2} \alpha_3 \|\mathcal{P}_T(H)\|_S + \alpha_4 \|\mathcal{P}_\hat{T}(H)\|_S} + 2 \|M_r\|_S + \frac{2\varepsilon}{1 - \delta_{r''}},
\]
B. Body of the Analysis

Let \( \mathcal{P}_{T^\perp}(H) = U' \Sigma' (V')^* \) be the SVD of \( \mathcal{P}_{T^\perp}(H) \) with \( U', V' \in \mathbb{R}^{n \times (n-r)} \) and where the diagonal matrix \( \Sigma' \in \mathbb{R}^{(n-r) \times (n-r)} \) contains the singular values of \( \mathcal{P}_{T^\perp}(H) \), in a non-increasing order. We partition the singular values into groups of size \( r' \) as follows, with integer \( r' \) to be set later. Using MATLAB’s matrix notation, we form
\[
\Sigma_i = \Sigma'[i-1+ : i r' + 1 : i r'] \in \mathbb{R}^{r' \times r'},
\]
\[
U_i := U'[, i-1+ : i r' + 1 : i r'] \in \mathbb{R}^{n \times r'},
\]
\[
V_i := V'[, i-1+ : i r' + 1 : i r'] \in \mathbb{R}^{n \times r'},
\]
\[
H_i := U_i \Sigma_i (V_i')^* \in \mathbb{R}^{n \times n},
\]
for \( i \geq 1 \).\(^{11}\) To unburden the notation, we also set \( H_0 = \mathcal{P}_T(H) \). This setup allows us to decompose the error \( H \) as
\[
H = \mathcal{P}_T(H) + \mathcal{P}_{T^\perp}(H) = \sum_{i \geq 0} H_i . \quad \text{(63)}
\]
Note that both row and column spans of \( H_i \) and \( H_j \) are orthogonal to one another when \( i \neq j \), namely
\[
H_i^* H_j = H_i H_j^* = 0_n, \quad i \neq j . \quad \text{(64)}
\]
where the first and second inequalities use (67) and (62), respectively. We now continue by writing that
\[
\|H_0 + H_1\|_F \\
\leq 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{2r}{r'}} (\alpha_3 \|P_T(H)\|_F + \alpha_4 \|P_T(H)\|_F) \\
+ 2 \|M_r^+\|_* + \frac{2e}{1 - \delta_{\nu}},
\] (see (62))
\[
\leq 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{2r}{r'}} (\alpha_3 \|H_0\|_F + \alpha_4 \|P_T(H)\|_F) \\
+ 2 \cdot 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{r}{r'}} \|M_r^+\|_* + \frac{2e}{1 - \delta_{\nu}},
\]
\[
\leq 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{2r}{r'}} (\alpha_3 \|H_0\|_F + \alpha_4 \|H_1\|_F) \\
+ 2 \cdot 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{r}{r'}} \|M_r^+\|_* + \frac{2e}{1 - \delta_{\nu}},
\]
\[
\leq 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{2r}{r'}} \max \{\alpha_3, \alpha_4\} \cdot \sqrt{\frac{2 \|H_0\|_F + 2 \|H_1\|_F}{2}} \\
+ 2 \cdot 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{r}{r'}} \|M_r^+\|_* + \frac{2e}{1 - \delta_{\nu}},
\]
\[
\leq 2 \cdot 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{r}{r'}} \max \{\alpha_3, \alpha_4\} \cdot \|H_0 + H_1\|_F \\
+ 2 \cdot 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{r}{r'}} \|M_r^+\|_* + \frac{2e}{1 - \delta_{\nu}},
\] (68)
which, as justified presently, holds as long as \(r' \geq 2r\). Above, the second inequality holds because, by (44), \(\text{rank}(P_T(H)) \leq 2r\) and, by (60), \(\text{rank}(P_T(H)) \leq 2r\). The first identity there uses the fact that \(H_0 = P_T(H)\). The third inequality above follows because \(T, T_1 \subseteq T^\perp\) and \(H_1\), by construction, is a rank-\(r'\) truncation of \(P_T(H)\). Therefore, as long as \(r' \geq 2r\geq \text{rank}(P_T(H))\), we have that \(\|P_k(H)\|_F \leq \|H_1\|_F\), as claimed above. Also, the last inequality uses the fact that \(a + b \leq \sqrt{a^2 + 2b^2}\) for scalars \(a, b\), and the last identity holds because \(H_0 = P_T(H)\), \(\text{span}(H_1) \subseteq T^\perp\), and consequently \((H_0, H_1) = \text{trace}(H_0^T H_1) = 0\). After rearranging the terms in (68), we find that
\[
2 \cdot 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{r}{r'}} \max \{\alpha_3, \alpha_4\} \leq 0.9,
\] (69)
or equivalently if
\[
\delta_{\nu} \leq 0.9 - 2 \max \{\alpha_3, \alpha_4\} \sqrt{\frac{r}{r'}} 0.9 + 2 \max \{\alpha_3, \alpha_4\} \sqrt{\frac{r}{r'}},
\] (70)
then the following holds:
\[
\|H_0 + H_1\|_F \leq 2 \cdot 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{r}{r'}} \|M_r^+\|_* + \frac{20e}{1 - \delta_{\nu}}.
\] (71)
On the other hand, note that
\[
\left| \sum_{i \geq 2} |H_i| \right|_F \\
\leq 2 \sqrt{\frac{r}{r'}} \cdot \max \{\alpha_3, \alpha_4\} \cdot \|H_0 + H_1\|_F \\
+ 2 \frac{\sqrt{r}}{r'} \|M_r^+\|_*,
\]
\[
\leq 2 \sqrt{\frac{r}{r'}} \cdot \max \{\alpha_3, \alpha_4\} \cdot \left(2 \cdot 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{r}{r'}} \|M_r^+\|_* + \frac{20e}{1 - \delta_{\nu}}\right) + 2 \frac{\sqrt{r}}{r'} \|M_r^+\|_*,
\] (72)
where the last inequality uses (71). Lastly, (71) and (72) together imply that
\[
\left| \|\tilde{M} - M\|_F \right| \\
\leq \|H\|_F \\
\leq \|H_0 + H_1\|_F + \left| \sum_{i \geq 2} H_i \right|_F \\
\leq 1 + 2 \sqrt{\frac{r}{r'}} \cdot \max \{\alpha_3, \alpha_4\} \\
\cdot \left(2 \cdot 1 + \frac{\delta_{\nu}}{1 - \delta_{\nu}} \sqrt{\frac{r}{r'}} \|M_r^+\|_* + \frac{20e}{1 - \delta_{\nu}}\right) + 2 \frac{\sqrt{r}}{r'} \|M_r^+\|_*,
\]
provided that \(r'' \geq 2r + r'\) and as long as (70) is met. The last inequality above uses (72). This completes the proof of Theorem 1 after taking \(r' = 30r\) and \(r'' = 32r\).

VIII. ANALYSIS FOR MATRIX COMPLETION

In this section, we analyze Program (19) and eventually prove Theorem 2. In fact, we prove a stronger result based on leveraged sampling, of which Theorem 2 is a special case. Let us begin with recalling the definition of leverage scores of a matrix.

A. Leverage Scores

For a rank-r matrix \(M_r \in \mathbb{R}^{n \times n}\), let \(U_r = \text{span}(U_r) = \text{span}(M_r)\) and \(V_r = \text{span}(V_r) = \text{span}(M^*_r)\) be the column and row spaces of \(M_r\) with orthonormal bases \(U_r, V_r \in \mathbb{R}^{n \times r}\), respectively. The leverage score corresponding to the \(i\)th row of \(M_r\) is defined as
\[
\mu_i = \mu_i(U_r) := \frac{n}{r} \|U_r[i, :]\|_2^2,
\] (73)
where \(U_r[i, :]\) is the \(i\)th row of \(U_r\). Similarly, the leverage score corresponding to the \(j\)th column of \(M_r\) is defined as
\[
\nu_j = \nu_j(V_r) := \frac{n}{r} \|V_r[j, :]\|_2^2
\] (74)
As our notation above suggests, leverage scores of a subspace are independent of the choice of the orthonormal basis for subspace. In particular, notice that the coherence of a matrix is simply the largest leverage score of its column and row spans (see (13)), namely
\[
\eta(M_r) = \max_i \mu_i(U_r) \lor \max_j \mu_j(V_r),
\]
where \(a \lor b = \max[a, b]\) is the shorthand for maximum. We also assign leverage scores to subspaces \(\tilde{U} = \text{span}(U_r, U_r)\) and \(\tilde{V} = \text{span}(V_r, V_r)\):
\[
\tilde{\mu}_i = \mu_i(U_r), \quad i \in [1 : n],
\]
\[
\tilde{\nu}_j = \nu_j(V_r), \quad j \in [1 : n].
\]
Throughout, we will continue using \(\{\mu_i, \nu_i\}\) and \(\{\tilde{\mu}_i, \tilde{\nu}_i\}\) as shorthand to ease the notation. To facilitate the calculations later, let us define the \(n \times n\) diagonal matrix
\[
\mu = \begin{bmatrix} \mu_1 & & \\ & \mu_2 & \\ & & \ddots \\ & & & \mu_n \end{bmatrix}.
\]
(77)
The \(n \times n\) matrices \(\nu, \tilde{\mu}, \tilde{\nu}\) are defined similarly using \(\{\nu_i, \tilde{\mu}_i, \tilde{\nu}_i\}\), respectively. Recall the \(n \times r\) matrices \(U_r, U'_r, V_r, V'_r\) constructed in Lemma 3 and denote with \(\|A\|_{2 \to \infty}\) the largest \(\ell_2\) norm of the rows of a matrix \(A\). Assuming that \(\mu_i, \nu_i \neq 0\) for all \(i\), the relations below (which follow directly from earlier definitions) will prove useful later on:
\[
\left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} U_r \right\|_{2 \to \infty} = 1, \quad \left\| \left( \frac{\nu_r}{n} \right)^{-\frac{1}{2}} V_r \right\|_{2 \to \infty} = 1,
\]
\[
\left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} U'_r \right\|_{2 \to \infty} \leq 2\max_i \frac{\tilde{\mu}_i}{\mu_i},
\]
\[
\left\| \left( \frac{\nu_r}{n} \right)^{-\frac{1}{2}} V'_r \right\|_{2 \to \infty} \leq 2\max_j \frac{\tilde{\nu}_j}{\nu_j}.
\]
(78)
To be complete, let us verify the third relation above. Letting \(\tilde{U}\) denote an orthonormal basis for \(\tilde{U}\), we write that
\[
\left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} U'_r \right\|_{2 \to \infty} = \max_i \frac{\left\| U'_r[i, :) \right\|_2}{\left\| U_r[i, :) \right\|_2} \quad (\text{see (77) and then (73)})
\]
\[
\leq \max_i \frac{\left\| U'_r[i, :) \right\|_2}{\left\| U_r[i, :) \right\|_2} \quad (\text{see (73)})
\]
\[
= \sqrt{\frac{\tilde{\mu}_i \cdot \dim(\tilde{U})}{\mu_i r}} \quad (\dim(\tilde{U}) \leq 2r)
\]
where the third line above holds because \(U'_r \subset \tilde{U}\), by construction in the proof of Lemma 3.

### B. Measurement Operator

Next, we slightly modify the measurement operator in (8) to gain more versatility. Throughout Section VIII, for probabilities \(\{p_{ij}\}_{i,j=1}^n \subset (0, 1]\), we assume that \(\mathcal{R}_p(\cdot)\) takes \(M \in \mathbb{R}^{n \times n}\) to \(\mathcal{R}_p(M) \in \mathbb{R}^{n \times n}\) defined as
\[
\mathcal{R}_p(M) = \sum_{i,j=1}^n \epsilon_{ij} p_{ij} \cdot M[i,j] \cdot C_{ij},
\]
(79)
where each \(\epsilon_{ij}\) is a Bernoulli random variable that takes 1 with a probability of \(p_{ij}\) (and 0 otherwise). Moreover, \(\{\epsilon_{ij}\}\) are independent. Recall also that \(C_{ij} \in \mathbb{R}^{n \times n}\) is the \([i, j]th\) canonical matrix. Throughout Section VIII, we will assume that \(\{p_{ij}\} \subset [l, h]\) for some \(0 < l \leq h \leq 1\). In particular, note that we retrieve the measurement operator in (8) by setting \(p_{ij} = l = h = p\) for every \(i, j\).

Through \(\mathcal{R}_p(\cdot)\), we measure \(M\). In particular, for noise level \(\epsilon \geq 0\), let \(Y = \mathcal{R}_p(M + E)\) with \(\|\mathcal{R}_p(E)\|_F \leq \epsilon\) be the (possibly noisy) matrix of measurements. To (approximately) complete \(M\) given the measurement matrix \(Y\) and prior knowledge about column/row spaces of \(M\), we solve
\[
\begin{align*}
\min_X &\left\| Q_{\mathcal{U}_{\ell_2}, \lambda} \cdot X \cdot Q_{\mathcal{V}_{\ell_2}, \rho} \right\|_\infty \\
\text{subject to } &\|\mathcal{R}_p(X) - Y\|_F \leq \epsilon,
\end{align*}
\]
(80)
where \(Q_{\mathcal{U}_{\ell_2}, \lambda}, Q_{\mathcal{V}_{\ell_2}, \rho} \in \mathbb{R}^{n \times n}\) encapsulate our prior knowledge about \(M\) and were defined in (17). In the rest of Section VIII, we analyze Program (80) with \(\mathcal{R}_p(\cdot)\) defined in (79). Theorem 2 will follow as a special case, as explained later.

Understanding the properties of the measurement operator is imperative to the development of supporting theory. To list these properties, let us introduce the following norms which, respectively, measure the (weighted) largest entry and largest \(\ell_2\) norm of the rows of a matrix \(A\): For a matrix \(Z \in \mathbb{R}^{n \times n}\), we set
\[
\|Z\|_{\mu(\infty)} = \left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} \cdot Z \cdot \left( \frac{\nu_r}{n} \right)^{-\frac{1}{2}} \right\|_\infty
\]
\[
= \max_{i,j} \sqrt{\frac{n}{\mu_i r}} \cdot |Z[i,j]| \cdot \sqrt{\frac{n}{\nu_j r}}. \quad (\text{see (77)})
\]
(81)
where \(\|A\|_{\infty}\) returns the largest entry of matrix \(A\) in magnitude. Moreover, for \(Z \in \mathbb{R}^{n \times n}\), we let
\[
\|Z\|_{\mu(\infty, 2)} = \left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} \cdot Z \right\|_{2 \to \infty} \lor \left\| \left( \frac{\nu_r}{n} \right)^{-\frac{1}{2}} \cdot Z^* \right\|_{2 \to \infty}
\]
\[
= \left( \max_i \sqrt{\frac{n}{\mu_i r}} \|Z[i, :)\|_2 \lor \left( \max_j \sqrt{\frac{n}{\nu_j r}} \|Z[:, j]\|_2 \right) \right),
\]
(82)
return the largest \(\ell_2\) norm of the columns and rows of \(Z\) after reweighting. Above, \(\|A\|_{2 \to \infty}\) returns the largest \(\ell_2\) norm of the rows of matrix \(A\).

Establishing the following results is a standard practice in the use of large deviation bounds, stated here without proof from [4].
Lemma 5. [4, Lemma 9] For probabilities \( \{p_{ij}\} \subset (0,1) \), consider the measurement operator \( R_p(\cdot) \) defined in (79). Let the subspace \( T \), defined in (44), be the support of \( M_r \in \mathbb{R}^{n \times n} \) and let \( P_T(\cdot) \) be the orthogonal projection onto \( T \). Then, except with a probability of at most \( n^{-20} \), it holds that
\[
\| (P_T - P_T \circ R_p \circ P_T)(\cdot) \|_{F \rightarrow F} \leq \frac{1}{2},
\]
provided that
\[
\frac{\left( p_{ij} + v_j \right) r \log n}{n} \leq p_{ij} \leq 1, \quad \forall i,j \in [1:n]. \tag{83}
\]
Above, \( \|A(\cdot)\|_{F \rightarrow F} = \sup_{\|X\|_F \leq 1} \|A(X)\|_F \) is the operator norm of the linear map \( A(\cdot) \), and \( (A \circ B)(\cdot) = A(B(\cdot)) \) stands for composition of operators \( A(\cdot) \) and \( B(\cdot) \).

Lemma 6. [4, Lemma 10] Consider the same setup as in Lemma 5 and fix a matrix \( Z \in \mathbb{R}^{n \times n} \). Except with a probability of at most \( n^{-20} \), it holds that
\[
\| (I - R_p)(Z) \| \lesssim \| Z \|_{\mu(\infty)} + \| Z \|_{\mu(\infty,2)},
\]
provided that (83) holds. Here, \( I(\cdot) \) is the identity operator, so that \( I(Z) = Z \) for any \( Z \). In particular, multiplying the far-left side of (83) by a factor of \( \Delta^2 \geq 1 \) will divide the right-hand side above by a factor of \( \Delta \).

Lemma 7. [4, Lemma 11] Consider the same setup as Lemma 5 and fix a matrix \( Z \in T \subset \mathbb{R}^{n \times n} \) (i.e., \( P_T(Z) = Z \)). Then, except with a probability of at most \( n^{-20} \), it holds that
\[
\| (P_T - P_T \circ R_p \circ P_T)(Z) \|_{\mu(\infty,2)} \leq \frac{1}{2} \| Z \|_{\mu(\infty,2)},
\]
as long as (83) holds.\(^{12}\)

Lemma 8. [4, Lemma 12] Consider the same setup as in Lemma 5 and fix a matrix \( Z \in T \subset \mathbb{R}^{n \times n} \). Then, except with a probability of at most \( n^{-20} \), it holds that
\[
\| (P_T - P_T \circ R_p \circ P_T)(Z) \|_{\mu(\infty)} \leq \frac{1}{2} \| Z \|_{\mu(\infty)},
\]
as long as (83) holds.

At times, we will find it more convenient to work with the closely related operator \( \overline{R}_p(\cdot) \) that takes \( Z \in \mathbb{R}^{n \times n} \) to \( \overline{R}_p(Z) \in \mathbb{R}^{n \times n} \), where
\[
\overline{R}_p(Z) = B_L^T \cdot R_p \left( B_L Z B_R^* \right) \cdot B_R,
\]
in which we applied (31) and (79). Corresponding to the measurement operator \( R_p(\cdot) \), we also define the orthogonal projection \( P_p(\cdot) \) that projects onto the support of \( R_p(\cdot) \). More specifically, \( P_p(\cdot) \) takes \( Z \in \mathbb{R}^{n \times n} \) to \( P_p(Z) \in \mathbb{R}^{n \times n} \) defined as
\[
P_p(Z) = \sum_{i,j} c_{ij} Z[i,j] \cdot C_{ij}.
\]
Similarly, \( \overline{P}_p(\cdot) \) is the orthogonal projection that takes \( Z \in \mathbb{R}^{n \times n} \) to \( \overline{P}_p(Z) \in \mathbb{R}^{n \times n} \), defined as
\[
\overline{P}_p(Z) = B_L^T \cdot P_p \left( B_L Z B_R^* \right) \cdot B_R.
\]

We will only use \( P_p(\cdot) \) and \( \overline{P}_p(\cdot) \) once. Below, we collect a few basic properties of all these operators which, for the sake of completeness, are proved in Appendix C.

Lemma 9. For an arbitrary \( Z \in \mathbb{R}^{n \times n} \), with \( Z = B_L^* Z B_R \in \mathbb{R}^{n \times n} \), and for the operators \( R_p(\cdot) \), \( \overline{R}_p(\cdot) \), \( P_p(\cdot) \), \( \overline{P}_p(\cdot) \) defined above, it holds that
\[
\langle Z, \overline{R}_p(Z) \rangle = \langle Z, R_p(Z) \rangle, \tag{87}
\]
\[
\| \overline{R}_p(Z) \|_F = \| R_p(Z) \|_F. \tag{88}
\]
Additionally, if \( \{p_{ij}\} \subset [l,h] \) with \( 0 < l \leq h \leq 1 \), it holds that
\[
\langle \overline{R}_p \circ \overline{R}_p(\cdot) \rangle \geq \overline{R}_p(\cdot), \tag{89}
\]
\[
\| \overline{P}_p(\cdot) \|_{F \rightarrow F} = \| R_p(\cdot) \|_{F \rightarrow F} \leq h. \tag{90}
\]
Above, for operators \( A(\cdot) \) and \( B(\cdot) \), \( A(\cdot) \geq B(\cdot) \) means that \( \langle Z, A(Z) \rangle \geq \langle Z, B(Z) \rangle \) for any matrix \( Z \). Lastly,
\[
\| \overline{P}_p(Z) \|_F \leq h \| \overline{R}_p(Z) \|_F. \tag{91}
\]

We are now in position to study Program (80) in more detail.

C. Body of the Analysis

Assume for now that \( M = M_r \) is rank-\( r \) and that \( e = 0 \), namely noise is absent. Extending to noise and nearly low-rank matrices is straightforward, as described later. For solution \( \tilde{M} \), let \( H := \tilde{M} - M \) be the error. In Program (80), by feasibility of \( M \) and optimality of \( \tilde{M} = M + H \), we may write that
\[
\left\| Q_{\tilde{U}r,\lambda}(M + H)Q_{\tilde{V}r,p} \right\|_* \leq \left\| Q_{\tilde{U}r,\lambda} M Q_{\tilde{V}r,p} \right\|_* \tag{92}
\]
The right-hand side above can itself be bounded as
\[
\left\| Q_{\tilde{U}r,\lambda} M Q_{\tilde{V}r,p} \right\|_* \\
\leq \left\| Q_{\tilde{U}r,\lambda} M_{L} Q_{\tilde{V}r,p} \right\|_* \\
\leq \left\| B_L O_L L \tilde{M}_r R^* O_R^* B_R^* \right\|_* \\
= \left\| L \tilde{M}_r R^* \right\|_* \quad \text{(rotational invariance)} \\
= \left\| \left( l_{11} \tilde{M}_{r,11} R_{11} \right)_{0_{n-r}} \right\|_*, \quad \text{(see (42))} \tag{93}
\]
where the third lin applies (42) and then (38). Similarly, the left-hand side of (92) can be bounded from below as follows:
\[
\left\| Q_{\tilde{U}r,\lambda} (M + H) Q_{\tilde{V}r,p} \right\|_* \\
\geq \left\| Q_{\tilde{U}r,\lambda} (M_r + H) Q_{\tilde{V}r,p} \right\|_* \\
\geq \left\| B_L O_L (\tilde{M}_r + H) R^* O_R^* B_R^* \right\|_* - \| M_r \|_* \\
= \left\| L (\tilde{M}_r + H) R^* \right\|_* \quad \text{(rotational invariance)} \\
= \left\| \left( l_{11} \tilde{M}_{r,11} R_{11} \right)_{0_{n-r}} + LR^* \right\|_*, \quad \text{(see (42))} \tag{94}
\]
where the third line uses (40) and then (38). By substituting (93) and (94) back in (92), and then using the convexity of nuclear norm, we arrive at the following:

\[
\langle \mathbf{L} \mathbf{H} \mathbf{R}^*, G \rangle \\
\leq \left\| \left[ \begin{array}{cc}
L_{11} M_{r,11} & 0_{n-r} \\
0_{n-r} & \mathbf{L} \mathbf{H} \mathbf{R}^*
\end{array} \right] + \mathbf{L} \mathbf{H} \mathbf{R}^* \right\|_* \\
\forall G \in \partial \left\| \left[ \begin{array}{cc}
L_{11} M_{r,11} & 0_{n-r} \\
0_{n-r} & \mathbf{L} \mathbf{H} \mathbf{R}^*
\end{array} \right] \right\|_*. \tag{95}
\]

Above, \( \partial \| A \|_* \) stands for the sub-differential of the nuclear norm at \( A \) (e.g., [8, equation 2.9]). In order to fully characterize the sub-differential, we take the following steps. First, from (42), recall that rank(\( M_{r,11} \)) = rank(\( \mathbf{M}_r \)) = rank(\( \mathbf{M}_r \)) = \( r \). Second, assume that \( \lambda \cdot \rho \neq 0 \) so that rank(\( L_{11} M_{r,11} R_{11} \)) = rank(\( \mathbf{M}_{11} \)) = \( r \) too (see 37) for the definitions of \( L_{11}, R_{11} \)).

Third, consider the SVD

\[
L_{11} M_{r,11} R_{11} = \mathbf{U}_r \mathbf{S}_r \mathbf{V}_r^*, \quad \mathbf{U}_r, \mathbf{V}_r \in \mathbb{R}^{r \times r},
\]

and define the sign matrix \( S \in \mathbb{R}^{n \times n} \) as

\[
S := \left[ \begin{array}{cc}
S_{11} & 0_{n-r} \\
0_{n-r} & 0_{n-r}
\end{array} \right]. \tag{96}
\]

Finally, the sub-differential in (95) is specified as

\[
\partial \left\| \left[ \begin{array}{cc}
L_{11} M_{r,11} R_{11} & 0_{n-r} \\
0_{n-r} & \mathbf{L} \mathbf{H} \mathbf{R}^*
\end{array} \right] \right\|_* = \left\{ G \in \mathbb{R}^{n \times n} : G = \left[ \begin{array}{cc}
S_{11} & 0_{n-r} \\
0_{n-r} & 0_{n-r}
\end{array} \right], \quad \| G_{22} \| \leq 1 \right\}
\]

\[
= \left\{ G \in \mathbb{R}^{n \times n} : \mathcal{P}_T(G) = S = \left[ \begin{array}{cc}
S_{11} & 0_{n-r} \\
0_{n-r} & 0_{n-r}
\end{array} \right], \quad \| \mathcal{P}_T^{-1}(G) \| \leq 1 \right\}. \tag{97}
\]

For the record, (96) also implies that

\[
\text{rank}(S) = \text{rank}(S_{11}) = r, \quad \| S \| = \| S_{11} \| = 1,
\]

\[
\| S \|_F = \| S_{11} \|_F = \sqrt{r}. \tag{98}
\]

With the characterization of the sub-differential in (97), we rewrite (95) as

\[
\langle \mathbf{L} \mathbf{H} \mathbf{R}^*, S + \left[ \begin{array}{cc}
0_r & G_{22}
\end{array} \right] \rangle \leq 0,
\]

for any \( G_{22} \in \mathbb{R}^{(n-r) \times (n-r)} \) such that \( \| G_{22} \| \leq 1 \), from which it follows that

\[
0 \geq \langle \mathbf{L} \mathbf{H} \mathbf{R}^*, S + \sup_{\| G_{22} \| \leq 1} \langle \mathbf{L} \mathbf{H} \mathbf{R}^*, \left[ \begin{array}{cc}
0_r & G_{22}
\end{array} \right] \rangle \\
= \langle \mathbf{L} \mathbf{H} \mathbf{R}^*, S + \sup_{\| G \| \leq 1} \langle \mathcal{P}_{T^+}(\mathbf{L} \mathbf{H} \mathbf{R}^*), G \rangle \rangle \quad \text{(see (46))}
\]

\[
= \langle \mathbf{L} \mathbf{H} \mathbf{R}^*, S + \mathcal{P}_{T^+}(\mathbf{L} \mathbf{H} \mathbf{R}^*) \rangle \\
= \langle \mathbf{H}, L^* S R \rangle + \| \mathcal{P}_{T^+}(\mathbf{L} \mathbf{H} \mathbf{R}^*) \|_* \\
= \langle \mathbf{H}, \left[ \begin{array}{ccc}
L_{11} S_{11} R_{11} & L_{11} S_{11} R_{12} & 0_{n-r} \\
L_{12} S_{11} R_{11} & L_{12} S_{11} R_{12} & 0_{n-r} \\
0_{n-r} & 0_{n-r} & 0_{n-r}
\end{array} \right] \rangle \\
+ \left\| \left[ \begin{array}{ccc}
0_r & L_{22} H_{22} & L_{22} H_{23} \\
H_{32} & H_{33} & 0_r \\
0_r & 0_r & 0_r
\end{array} \right] \right\|_*
\tag{99}
\]

where the third line uses the duality of nuclear and spectral norms. The fourth identity applies (37) and (47). Above, we also conveniently defined \( \bar{S}, L', R' \in \mathbb{R}^{n \times n} \) as

\[
\bar{S} := \left[ \begin{array}{ccc}
L_{11} S_{11} R_{11} & L_{11} S_{11} R_{12} & 0_{n-r} \\
L_{12} S_{11} R_{11} & L_{12} S_{11} R_{12} & 0_{n-r} \\
0_{n-r} & 0_{n-r} & 0_{n-r}
\end{array} \right] \\
L' := \left[ \begin{array}{ccc}
0_r & L_{22} & I_{n-r} \\
0_r & 0_r & 0_r \\
0_r & 0_r & 0_r
\end{array} \right]. \tag{100}
\]

We define \( R' \in \mathbb{R}^{n \times n} \) similarly. The key feature in (99) is that \( \bar{S} \in T \), namely \( \bar{S} = \mathcal{P}_T(\bar{S}) \). Before going any further, let us record the following properties of \( \bar{S}, L', R' \) for future reference:

\[
\| \bar{S} \|_{F} = \left\| \left[ \begin{array}{ccc}
L_{11} S_{11} R_{11} & L_{11} S_{11} R_{12} \\
L_{12} S_{11} R_{11} & L_{12} S_{11} R_{12} \\
0_{n-r} & 0_{n-r} & 0_{n-r}
\end{array} \right] \right\|_{F} \quad \text{(see (100))}
\]

\[
\leq \left\| \left[ \begin{array}{ccc}
L_{11} & L_{12} \\
L_{12} & L_{12}
\end{array} \right] \right\| \cdot \| S_{11} \|_{F} \cdot \| \left[ \begin{array}{cc}
R_{11} & R_{12} \\
R_{12} & R_{12}
\end{array} \right] \right\| \\
= \sqrt{r} \left\| \left[ \begin{array}{ccc}
L_{11} & L_{12} \\
L_{12} & L_{12}
\end{array} \right] \right\| \cdot \left( \| R_{11} \| + \| R_{12} \| \right) \quad \text{(see (96))}
\]

\[
= \sqrt{r} \cdot \| S_{11} \|_{F} \cdot \left( \| R_{11} \| + \| R_{12} \| \right) \\
= \sqrt{r} \cdot \alpha_5(v_1, v_1, \lambda, \rho), \tag{101}
\]

\[
\leq \sqrt{r} \cdot \frac{\lambda^4 \cos^2 v_1 + \sin^2 v_1}{\lambda^2 \cos^2 v_1 + \sin^2 v_1} \cdot \sqrt{p^4 \cos^2 v_1 + \sin^2 v_1} \\
= \sqrt{r} \cdot \alpha_5(v_1, v_1, \lambda, \rho), \tag{101}
\]

\[
\leq \sqrt{r} \cdot \frac{\lambda^4 \cos^2 v_1 + \sin^2 v_1}{\lambda^2 \cos^2 v_1 + \sin^2 v_1} \cdot \sqrt{p^4 \cos^2 v_1 + \sin^2 v_1} \\
= \sqrt{r} \cdot \alpha_5(v_1, v_1, \lambda, \rho), \tag{101}
\]
The second inequality in (101) uses the fact that \( \|AB\|_F \leq \|A\| \cdot \|B\|_F \) for conforming matrices \( A, B \). The last inequality there uses Lemma 4. Let us now continue the line of argument in (99) by writing that

\[
0 \geq \left( \mathbf{H}, \mathbf{S}' \right) + \left( \mathbf{H}_{22}, L_{12} S_1 R_{12} \right) + \left( L' P_{T^\perp}(\mathbf{H}) R' \right)_* \\
\geq \left( \mathbf{H}, \mathbf{S}' \right) - \left( P_{T^\perp}(\mathbf{H}) \right)_* \cdot \left( L_{12} S_1 R_{12} \right) + \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* - \left( L' P_{T^\perp}(\mathbf{H}) R' \right)_* \\
= \left( \mathbf{H}, \mathbf{S}' \right) + (1 - \|L_{12} R_{12}\|) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \\
- \left( P_{T^\perp}(I_n) - \mathbf{P}_{T^\perp}(\mathbf{H}) \cdot \mathbf{P}_{T^\perp}(I_n) - L' P_{T^\perp}(\mathbf{H}) R' \right)_* \\
\geq \left( \mathbf{H}, \mathbf{S}' \right) + (1 - \|L_{12} R_{12}\|) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \\
- \left( I_{L_{12} R_{12}} \right) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* - \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* - \left( I_{L_{12} R_{12}} \right) R' \\
= \left( \mathbf{H}, \mathbf{S}' \right) + (1 - \|L_{12} R_{12}\|) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \\
- \left( \mathbf{P}_{T^\perp}(L_{12} R_{12}) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* - \left( \mathbf{P}_{T^\perp}^\perp(L_{12} R_{12}) \right) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \\
\geq \left( \mathbf{H}, \mathbf{S}' \right) + \left( 1 - \frac{3 \sqrt{1 - \lambda^2} \sin u_1}{2 \sqrt{\lambda^2 \cos^2 u_1 + \sin^2 u_1}} \frac{3 \sqrt{1 - \rho^2} \sin v_1}{2 \sqrt{\rho^2 \cos^2 v_1 + \sin^2 v_1}} \right) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \\
\geq \left( \mathbf{H}, \mathbf{S}' \right) + (1 - \alpha_7(u_1, v_1, \lambda, \rho)) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_*. \tag{103}
\]

Above, the first inequality applies (99). The second inequality uses the Holder’s inequality, and the fact that \( \mathbf{H}_{22} \) is a submatrix of \( \mathbf{P}_{T^\perp}(\mathbf{H}) \) (see (46)), which yields \( \|\mathbf{H}_{22}\|_F \leq \|\mathbf{P}_{T^\perp}(\mathbf{H})\|_F \). An application of the triangle inequality also appears in the second identity above uses (98) and then (47). In the third inequality, we deployed the polarization identity (56), followed with an application of the triangle inequality, and then applied the fact that \( \|AB\|_* \leq \|A\| \cdot \|B\|_* \) for conforming matrices \( A, B \). In the fourth inequality, we used (100) and (102). In the last inequality above, we used Lemma 4 and the observation that \( ab + a + b \leq \frac{3}{2}(a + b) \) for \( a, b \in [0, 1] \). At this point, we introduce the dual certificate. Validating the claims below are postponed until Appendix D.

**Lemma 10. (Dual certificate)** Let the subspace \( \mathbf{T} \subset \mathbb{R}^{n \times n} \) be the support of \( \mathbf{M}_r \), as defined in (46). Assume that \( \min_{i,j} p_{ij} \geq l \), with \( l^{-1} = 1/l(n) = \text{poly}(n) \), so that \( l^{-1} \) is bounded above by a polynomial in \( n \) (of finite degree). Recall also the operators \( \mathbf{P}_p(\cdot) \) and \( \mathbf{P}_p^\perp(\cdot) \) from (84) and (86), respectively. Then, as long as

\[
\max \left[ \frac{\log (\alpha_5 \cdot n)}{n} \cdot \frac{(\mu_i + \nu_j)^r \log n}{n} \cdot \max \left( 1 + \frac{\mu_i}{\mu_i} \right) \cdot \max \left( 1 + \frac{\nu_j}{\nu_j} \right), 1 \right] \leq p_{ij} \leq 1,
\]

for all \( i, j \in [1 : n] \), the following statements are all true. First,

\[
\left\| (\mathbf{P}_p - \mathbf{P}_p \circ \mathbf{P}_p \circ \mathbf{P}_p) (\cdot) \right\|_{F \rightarrow F} \leq \frac{1}{2}, \tag{104}
\]

except with a probability of \( o(n^{-19}) \). Moreover, there exists \( \mathbf{X} \in \mathbb{R}^{n \times n} \) such that

\[
\left\| \mathbf{S}' - \mathbf{P}_p(\mathbf{X}) \right\|_F \leq \frac{l}{4\sqrt{2}}, \tag{105}
\]

\[
\left\| \mathbf{P}_p^\perp(\mathbf{X}) \right\| \leq \frac{1}{2}, \tag{106}
\]

\[
\mathbf{X} = \mathbf{P}_p(\mathbf{X}). \tag{107}
\]

Here,

\[
\alpha_5 = \alpha_5(u_1, v_1, \lambda, \rho) := \sqrt{\frac{\lambda^4 \cos^2 u_1 + \sin^2 u_1}{\rho^4 \cos^2 v_1 + \sin^2 v_1} + \frac{\rho^2 \cos^2 v_1 + \sin^2 v_1}{\lambda^2 \cos^2 u_1 + \sin^2 u_1} + \sqrt{\lambda^4 \cos^2 u_1 + \sin^2 u_1 + \rho^4 \cos^2 v_1 + \sin^2 v_1}}. \tag{108}
\]

Under Lemma 10, in particular, there exists \( \mathbf{X} \) that satisfies (105-107). This allows us to continue the line of argument in (99) by writing that

\[
0 \geq \left( \mathbf{H}, \mathbf{S}' \right) + (1 - \alpha_7) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \tag{see (99)}
\]

\[
= \left( \mathbf{H}, \mathbf{P}_p(\mathbf{X}) \right) + \left( \mathbf{H}, \mathbf{S}' - \mathbf{P}_p(\mathbf{X}) \right)_* \\
+ (1 - \alpha_7) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \\
= \left( \mathbf{H}, \mathbf{P}_p(\mathbf{X}) \right) + \left( \mathbf{H}, \mathbf{S}' - \mathbf{P}_p(\mathbf{X}) \right)_* \\
+ (1 - \alpha_7) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \\
\geq - \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \left( \mathbf{P}_{T^\perp}(\mathbf{X}) \right)_* - \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \\
+ (1 - \alpha_7) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \\
\geq - \frac{1}{2} \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* - \frac{l}{4\sqrt{2}} \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \\
+ (1 - \alpha_7) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \tag{108}
\]

or, equivalently,

\[
\left( \frac{1}{2} - \alpha_7 \right) \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_* \leq - \frac{l}{4\sqrt{2}} \left( \mathbf{P}_{T^\perp}(\mathbf{H}) \right)_*. \tag{109}
\]

The bound above is nontrivial if \( \alpha_7 = \alpha_7(u_1, v_1, \lambda, \rho) < \frac{1}{2} \).

In (108), we used the Holder’s inequality. Also, the third inequality in (108) uses (105) and (106). Lastly, the third
identity in (108) holds because \(\langle \mathcal{H}, \mathcal{X} \rangle = 0\). To see why this is the case, first set \(\mathcal{H} = B^*_r H B_R\) (see (40)). Then note that
\[
\|\mathcal{R}_p(\mathcal{H})\|_F = \|\mathcal{R}_p(H)\|_F \quad \text{(see (88))}
\]
\[
= \|\mathcal{R}_p(\mathcal{M} - M)\|_F
\]
\[
= 0, \quad \text{(see (110))}
\]
where the last line uses the feasibility of \(M\) and \(\mathcal{M}\) in Program (19). Therefore,
\[
\langle \mathcal{H}, \mathcal{X} \rangle = \langle \mathcal{H}, \mathcal{R}_p(\mathcal{X}) \rangle \quad \text{(see (107))}
\]
\[
= \langle \mathcal{R}_p(\mathcal{H}), \mathcal{X} \rangle \quad \text{(\(\mathcal{R}_p(\cdot)\) is self-adjoint)}
\]
\[
= 0, \quad \text{(see (110))}
\]
thereby verifying the fourth line of (109). On the other hand, to find a matching upper bound for (109), we reason as follows. First, note that
\[
\|\mathcal{R}_p(\mathcal{P}_T(\mathcal{H}))\|_F = \|\mathcal{R}_p(\mathcal{P}_T(\mathcal{H}))\|_F \quad \text{(see (110))}
\]
\[
\leq \|\mathcal{R}_p(\mathcal{P}_T(\mathcal{H}))\|_F \cdot \|\mathcal{P}_T(\mathcal{H})\|_F
\]
\[
\leq \frac{1}{l^2} \|\mathcal{P}_T(\mathcal{H})\|_F. \quad \text{(see (90)) (111)}
\]
Under Lemma 10, \(\mathcal{R}_p(\cdot)\) acts as a near-isometry on the subspace \(T\), which allows us to find a matching lower bound for (111):
\[
\begin{align*}
\|\mathcal{P}_T(\mathcal{H})\|_F^2 &= \|\mathcal{P}_T(\mathcal{H})\|_F^2 \\
&= \langle \mathcal{P}_T(\mathcal{H}), \mathcal{R}_p(\mathcal{P}_T(\mathcal{H})) \rangle \quad \text{(see (89))}
\end{align*}
\]
\[
\geq \|\mathcal{P}_T(\mathcal{H})\|_F \cdot \|\mathcal{P}_T(\mathcal{H})\|_F
\]
\[
\geq \frac{1}{l} \|\mathcal{P}_T(\mathcal{H})\|_F^2. \quad \text{(see (104)) (112)}
\]
Comparing (111) to (112) yields that
\[
\|\mathcal{P}_T(\mathcal{H})\|_F \leq \sqrt{\frac{l}{4}} \|\mathcal{P}_T(\mathcal{H})\|_F. \quad \text{(113)}
\]
The inequality above, when put together with (109), leads us to
\[
\left(\frac{1}{2} - \alpha_7\right) \|\mathcal{P}_T(\mathcal{H})\|_F \leq \frac{l^2}{4\sqrt{2}} \|\mathcal{P}_T(\mathcal{H})\|_F, \quad \text{(see (109))}
\]
which, as long as \(\alpha_7 = \alpha_7(u_1, v_1, \lambda, \rho) \leq \frac{1}{8}\), immediately yields that
\[
\mathcal{P}_T(\mathcal{H}) = 0. \quad \text{(114)}
\]
We extend the error bound above to \(\mathcal{H}\) by noting that
\[
\|\mathcal{H}\|_F \leq \|\mathcal{P}_T(\mathcal{H})\|_F + \|\mathcal{P}_T(\mathcal{H})\|_F
\]
\[
\leq \left(\sqrt{\frac{l}{4}} + 1\right) \|\mathcal{P}_T(\mathcal{H})\|_F \quad \text{(see (113))}
\]
\[
= 0. \quad \text{(see (114))}
\]
Since \(\|H\|_F = \|\mathcal{H}\|_F\) (see (40)), we find that \(\mathcal{M} = M\). Extending to nearly low-rank matrices \((M_r \neq 0)\) and accounting for noise \((\varepsilon > 0)\) is a straightforward generalization of Theorem 7 in [3], matching [10, Proposition 2] nearly verbatim. Such an argument would lead us to:
\[
\|\mathcal{M} - M\|_F \leq \sqrt{\frac{l}{n}} \|Q_{\mathfrak{U}, \lambda} M_r + Q_{\mathfrak{V}, \rho}\|_F + \frac{\sqrt{n} \varepsilon \|\mathcal{H}\|_F}{l}
\]
\[
\leq \sqrt{\frac{l}{n}} \|Q_{\mathfrak{U}, \lambda}\|_F \|M_r\|_F + \sqrt{\frac{l}{n}} \|Q_{\mathfrak{V}, \rho}\|_F + \frac{\sqrt{n} \varepsilon \|\mathcal{H}\|_F}{l}
\]
\[
= \sqrt{\frac{l}{n}} \|M_r\|_F + \frac{\sqrt{n} \varepsilon \|\mathcal{H}\|_F}{l}, \quad \text{(see (38))}
\]
where, in the first line, \(\{p_{ij}\} \subset [l, h]\) and \(\varepsilon\) is the noise level. The second inequality uses the fact that \(\|AB\| \leq \|A\| \cdot \|B\|\) for conforming matrices \(A, B\). We therefore arrive at the following result.

**Theorem 11. (Leveraged matrix completion with prior knowledge)** For integer \(r\) and matrix \(M \in \mathbb{R}^n \times n\), let \(M_r \in \mathbb{R}^n \times n\) be a rank-\(r\) truncation of \(M\), and let \(M_r = M - M_r\) be the residual. Let \(\{\mu_i, \lambda_i\}_{i=1}^n\) be the leverage scores of \(M_r\) (see (73) and (74)). Suppose that the \(r\)-dimensional subspaces \(\mathfrak{U}_r, \mathfrak{V}_r\) represent our prior knowledge about the column and row spaces of \(M_r\), respectively, and let
\[
u = \angle \left\{ \mathfrak{U}_r, \mathfrak{V}_r \right\}, \quad u = \angle \left\{ \mathfrak{U}_r, \mathfrak{V}_r \right\},
\]
denote the largest principal angles. Take \(\{\hat{\mu}_i, \hat{\lambda}_i\}_{i=1}^n\) to be the leverage scores of subspaces \(\hat{\mathfrak{U}} = \text{span}([\mathfrak{U}_r, \mathfrak{U}_r])\) and \(\hat{\mathfrak{V}} = \text{span}([\mathfrak{V}_r, \mathfrak{V}_r])\), respectively. Moreover, consider the probabilities \(\{p_{ij}\}_{i,j=1}^r \subset [l, h]\) for \(0 < l \leq h \leq 1\), and assume that \(l^{-1} = 1/l(n)\) is bounded above by a polynomial in \(n\) of finite degree. Recalling (8), acquire the (possibly noisy) measurement matrix \(Y = \mathcal{R}_p(M + E)\) where \(\|\mathcal{R}_p(E)\|_F \leq \varepsilon\) for noise level \(\varepsilon \geq 0\). Lastly, for \(\lambda, \rho \in (0, 1]\), let \(\mathcal{M}\) be a solution of Program (80). Then, it holds that
\[
\|\mathcal{M} - M\|_F \leq \sqrt{\frac{l}{n}} \|M_r\|_F + \frac{\sqrt{n} \varepsilon \|\mathcal{H}\|_F}{l},
\]
except with a probability of \(o(n^{-19})\), and provided that
\[
\max \left\{ \log (\alpha_5 \cdot n), 1 \right\} \cdot \max_{i,j} \left\{ \frac{\hat{\mu}_i + \hat{\lambda}_j}{\mu_i + \nu_j} \right\} \leq p_{ij} \leq 1,
\]
\[
\alpha_7 \leq \frac{1}{8}, \quad \text{(115)}
\]
for all \(i, j \in [1 : n]\). Above, we set
\[
\alpha_5 = \alpha_5(u, v, \lambda, \rho)
\]
\[
:= \sqrt{\frac{\lambda^4 \cos^2 u + \sin^2 u}{\lambda^2 \cos^2 u + \sin^2 u}} \cdot \sqrt{\frac{\rho^4 \cos^2 v + \sin^2 v}{\rho^2 \cos^2 v + \sin^2 v}}
\]
\[
\alpha_6 = \alpha_6(u, v, \lambda, \rho)
\]
\[
:= \left(\sqrt{\frac{\lambda^4 \cos^2 u + \sin^2 u}{\rho^2 \cos^2 u + \sin^2 u}} + \sqrt{\frac{\rho^2 \cos^2 u + \sin^2 u}{\lambda^2 \cos^2 u + \sin^2 v}}\right) \cdot \left(\sqrt{\lambda^4 \cos^2 u + \sin^2 u} + \sqrt{\rho^2 \cos^2 u + \sin^2 v}\right),
\]
\[ \alpha_7 = \alpha_7(u, v, \lambda, \rho) := \frac{3\sqrt{1 - \lambda^2} \sin u}{2\sqrt{\lambda^2 \cos^2 u + \sin^2 u}} + \frac{3\sqrt{1 - \rho^2} \sin v}{2\sqrt{\rho^2 \cos^2 v + \sin^2 v}} \]

In particular, suppose we replace the leverage scores \( \{\mu_i, \nu_i\} \) with their upper bound \( \eta(M) \) in Section VIII (see (75)), i.e., we set \( \mu_i = \nu_i = \eta(M_{ij}) \) for all \( i \). Then, all lemmas in Section VIII-B still hold (confer [4]) and so does the rest of the analysis in Section VIII. This leads to Theorem 2 after noting that \( \eta(\tilde{U}\tilde{V}^*) \) upper bounds \( \{\tilde{\mu}_i, \tilde{\nu}_i\} \) for all \( i \) (see (76)).
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Appendix A

Proof of Lemma 3

Let us focus on the column spaces first. Let \( U_r, \tilde{U}_r \in \mathbb{R}^{n \times r} \) be orthonormal bases for the subspaces \( U_r, \tilde{U}_r, \) respectively. Without loss of generality, assume that

\[ U_r^* \tilde{U}_r = \cos u \in \mathbb{R}^{r \times r}. \tag{116} \]

(Otherwise, take the SVD of \( U_r^* \tilde{U}_r \) and redefine \( U_r \) and \( \tilde{U}_r \) accordingly.) To simplify the exposition, assume also that all \( \sin u \) is invertible, namely all principal angles \( \{u_i\}_{i=1}^r \) are nonzero. We set

\[ U''_r := -(I_n - U_r^* \tilde{U}_r) (\sin(u))^{-1} \in \mathbb{R}^{n \times r}. \tag{117} \]

Then, it is easy to verify that \( U''_r \) has orthonormal columns and that \( U''_r^* \tilde{U}_r = -\sin u \in \mathbb{R}^{r \times r} \). Furthermore, we take \( U''_{n-2r} \in \mathbb{R}^{n \times (n-2r)} \) with orthonormal columns such that

\[ \text{span} (U''_{n-2r}) = \text{span} ([U_r \ U'_r])^\perp. \tag{118} \]

Likewise, we set

\[ \tilde{U}'_r := (I_n - \tilde{U}_r^* U_r) (\sin(u))^{-1} \in \mathbb{R}^{n \times r}, \]

which, we may again verify, has orthonormal columns and satisfies \( U''_r^* \tilde{U}'_r = \sin u \in \mathbb{R}^{r \times r} \). It is similarly confirmed that \( U''_r^* \tilde{U}'_r = \cos u \in \mathbb{R}^{r \times r} \). Lastly, we observe that

\[ \text{span} ([U_r \ \tilde{U}_r]) = \text{span} ([U_r \ U'_r]) \]

\[ = \text{span} ([U_r \ -(I_n - U_r^* \tilde{U}_r) (\sin(u))^{-1}]) \]

\[ = \text{span} ([U_r \ U'_r]). \quad \text{(see (117))} \]

A similar argument shows that \( \text{span} ([U_r \ \tilde{U}_r]) = \text{span} ([\tilde{U}_r \ \tilde{U}'_r]) \) and, overall, we find that

\[ \text{span} ([U_r \ U'_r]) = \text{span} ([\tilde{U}_r \ \tilde{U}'_r]), \]

which completes the proof of Lemma 3.

Appendix B

Proof of Lemma 4

Below, we derive the claimed inequalities directly from the definition of \( L \) in (37), one by one:

\[ \|L_{11}\| = \|\Delta L\| \quad \text{(see (37))} \]

\[ = \max_i \sqrt{\lambda^2 \cos^2 u_i + \sin^2 u_i} \]

\[ = \sqrt{\lambda^2 \cos^2 u_1 + \sin^2 u_1}, \quad (u_1 = \max u_i \text{ and } \lambda \in (0, 1]) \]
To derive the last bound above, we used the inequality $\sqrt{a} - \sqrt{b} \leq \sqrt{a - b}$ for $a \geq b \geq 0$. Similar bounds hold for $R$ and its blocks, $R_{11}, R_{12}, R_{22}$. This completes the proof of Lemma 4.

**Appendix C**

**Proof of Lemma 9**

With $Z = B_L^* ZB_R \in \mathbb{R}^{n \times n}$, note that
\[
\|\mathcal{R}_p(Z)\|_F^2 = \langle \mathcal{R}_p(Z), \mathcal{R}_p(Z) \rangle = \langle \mathcal{R}_p(Z), \mathcal{R}_p(Z) \rangle \quad \text{(see (84))}
\]
\[
= \|\mathcal{R}_p(Z)\|_F^2, \quad \text{(119)}
\]
as claimed in (88), and (87) is proved similarly. Additionally, if $\{p_{ij}\} \subset [l, h]$ with $0 < l \leq h \leq 1$, we observe that
\[
\langle Z, \mathcal{R}_p(Z) \rangle
\]
\[
= \langle Z, \mathcal{R}_p(Z) \rangle \quad \text{(see (87))}
\]
\[
= \sum_{i,j} \epsilon_{ij} |Z[i,j]|^2 \quad \text{(see (8))}
\]
\[
\leq \sum_{i,j} \epsilon_{ij} |Z[i,j]|^2 \quad (p_{ij} \leq 1, \forall i, j)
\]
\[
= \langle \mathcal{R}_p(Z), \mathcal{R}_p(Z) \rangle \quad (\epsilon_{ij} = \epsilon_{ij})
\]
\[
= \langle \mathcal{R}_p(Z), \mathcal{R}_p(Z) \rangle \quad \text{(see (119))}
\]
\[
= \langle Z, (\mathcal{R}_p \circ \mathcal{R}_p)(Z) \rangle,
\]
where $(\mathcal{R}_p \cdot \cdot \cdot)$ is self-adjoint for every $Z = B_L^* ZB_R \in \mathbb{R}^{n \times n}$, thereby establishing that (89). Also note that
\[
\|\mathcal{R}_p(Z)\|_F = \|\mathcal{R}_p(Z)\|_F \quad \text{(see (119))}
\]
\[
= \sqrt{\sum_{i,j} \epsilon_{ij} |Z[i,j]|^2} \quad \text{(see (8))}
\]
\[
\leq \sqrt{\sum_{i,j} \epsilon_{ij} |Z[i,j]|^2} \quad (p_{ij} \geq 1, \forall i, j) \quad \text{(120)}
\]
for any $Z = B_L^* ZB_R \in \mathbb{R}^{n \times n}$. This proves (90). Lastly, to verify (91), we write that
\[
\|\mathcal{R}_p(Z)\|_F = \sqrt{\sum_{i,j} \epsilon_{ij} |Z[i,j]|^2} \quad \text{(see (120))}
\]
\[
\geq h^{-1} \sqrt{\sum_{i,j} \epsilon_{ij} |Z[i,j]|^2} \quad \text{(see (85))}
\]
\[
= h^{-1} \|\mathcal{R}_p(Z)\|_F \quad \text{(similar to (88))} \quad \text{(121)}
\]
This completes the proof of Lemma 9.

**Appendix D**

**Proof of Lemma 10 (Constructing the Dual Certificate)**

Recall (100) and conveniently define
\[
S' := B_L S' B_R^* \in \mathbb{R}^{n \times n}, \quad \Lambda := B_L \Lambda B_R^* \in \mathbb{R}^{n \times n}. \quad \text{(122)}
\]
Because of (46) and (100), we note that $S' \in \mathcal{T}$ and that consequently
\[
S' \in \mathcal{T}, \quad \text{(see (122) and (45))} \quad \text{(123)}
\]
so that $\mathcal{P}_T(S') = S'$. After making this transformation and recalling (48), (84), and (86), it is easily verified that it suffices to prove that
\[
\|\mathcal{P}_T - \mathcal{P}_T \circ \mathcal{R}_p \circ \mathcal{P}_T(\cdot)\|_{F \to F} \leq \frac{1}{2}, \quad \text{(124)}
\]
with high probability, and to prove the existence of \( \Lambda \in \mathbb{R}^{n \times n} \) such that
\[
\|S' - \mathcal{P}_T(\Lambda)\|_F \leq \frac{l}{4\sqrt{2}}, \quad (125)
\]
\[
\|\mathcal{P}_{T^\perp}(\Lambda)\| \leq \frac{1}{2}, \quad (126)
\]
\[
\Lambda = \mathcal{P}_p(\Lambda). \quad (127)
\]

According to Lemma 5, (124) holds if the sampling probabilities \( \{p_{ij}\} \) are sufficiently large (see (83)) and except with a probability of at most \( n^{-20} \).

It remains to construct an admissible \( \Lambda \). To that end, we use the golfing scheme as follows [23, 4]. Instead of probability of at most \( R \) of \( M \)
\[
W'(\nu) = \sum_{k=1}^{K} \mathcal{R}_q(W^{k-1}), \quad (129)
\]
\[
W' := S' - \mathcal{P}_T(\Lambda^k). \quad (130)
\]

We then set \( \Lambda = \Lambda^k \); it readily follows that \( \Lambda \) satisfies (127), once we recall (85). We turn our attention to verifying (125) next. For every \( k \in [1 : K] \), note that
\[
W^k = S' - \mathcal{P}_T(\Lambda^k)
\]
\[
= S' - \mathcal{P}_T(\Lambda^{k-1}) - (\mathcal{P}_T \circ \mathcal{R}_q)(W^{k-1}) \quad (\text{see (129)}),
\]
\[
= S' - \mathcal{P}_T(\Lambda^{k-1}) - (\mathcal{P}_T \circ \mathcal{R}_q \circ \mathcal{P}_T)(W^{k-1})
\]
\[
= W^{k-1} - (\mathcal{P}_T \circ \mathcal{R}_q \circ \mathcal{P}_T)(W^{k-1}) \quad (\text{see (130)}),
\]
\[
= \left( \mathcal{P}_T - \mathcal{P}_T \circ \mathcal{R}_q \circ \mathcal{P}_T \right)(W^{k-1}), \quad (W^{k-1} \in T) \quad (131)
\]

where the third line above uses the fact that \( W^{k-1} \in T \) from (130) and (123). Under Lemma 5, it then follows that
\[
\|W^k\|_F \leq \|\left( \mathcal{P}_T - \mathcal{P}_T \circ \mathcal{R}_q \circ \mathcal{P}_T \right)(\cdot)\|_{F\rightarrow F} \cdot \|W^{k-1}\|_F
\]
\[
\leq \frac{1}{2} \|W^{k-1}\|_F, \quad (132)
\]

as long as
\[
\frac{(\mu_i + \nu_j) r \log n}{n} \lesssim q_{ij} \lesssim 1, \quad \forall i, j \in [1 : n], \quad \text{(see (83))} \quad (133)
\]

and except with a probability of at most \( n^{-20} \). It immediately follows that
\[
\|W^K\|_F \leq \|\left( \mathcal{P}_T - \mathcal{P}_T \circ \mathcal{R}_q \circ \mathcal{P}_T \right)(\cdot)\|_{F\rightarrow F} \cdot \|W^0\|_F
\]
\[
\leq \left( \frac{1}{2} \right)^K \|S'\|_F
\]
\[
= \left( \frac{1}{2} \right)^K \left\| B_L S F B_R^* \right\|_F \quad \text{(see (122))}
\]
\[
= \left( \frac{1}{2} \right)^K \left\| S' \right\|_F \quad \left( B_L, B_R \text{ are orthonormal bases} \right)
\]
\[
\leq \left( \frac{1}{2} \right)^K \alpha_5 \sqrt{T}, \quad \text{(see (101))} \quad (134)
\]

except with a probability of at most \( K n^{-20} \) (invoking the union bound). The second line above uses (132) and then (130) for \( k = 0 \). From (130) and (134), it now follows that
\[
\|S' - \mathcal{P}_T(\Lambda)\|_F = \|S' - \mathcal{P}_T(\Lambda^K)\|_F = \|W^K\|_F \leq \frac{l}{4\sqrt{2}}
\]

if we take
\[
K \geq \max \left[ \log \left( \frac{8 \alpha_5 \sqrt{T}}{l} \right), 1 \right].
\]

Assume that \( l^{-1} \) is polynomial in \( n \), namely that \( l^{-1} = l^{-1}(n) \) is bounded above by a polynomial in \( n \) of finite degree. We therefore established that \( \Lambda = \Lambda^K \), as constructed above, satisfies (125) with \( K \approx \log(\beta n) \) and except with a probability of at most
\[
K n^{-20} = O \left( \log(\alpha_5 \cdot n) \right) \cdot n^{-20} = o(n^{-19}). \quad (135)
\]

It remains to verify that \( \Lambda \) also meets the remaining requirements in (126). Introducing a factor \( \Delta > 0 \) to be set later, we observe that
\[
\|\mathcal{P}_{T^\perp}(\Lambda)\|
\]
\[
= \|\mathcal{P}_{T^\perp}(\Lambda^K)\|
\]
\[
\leq \sum_{k=1}^{K} \| \left( \mathcal{P}_{T^\perp} \circ \mathcal{R}_q \left( W^{k-1} \right) \right) \| \quad (\text{see (129)})
\]
\[
= \sum_{k=1}^{K} \| \left( \mathcal{P}_{T^\perp} \circ \left( I - \mathcal{R}_q \right) \right) \left( W^{k-1} \right) \| \quad (W^{k-1} \in T)
\]
\[
\leq \sum_{k=1}^{K} \| \left( I - \mathcal{R}_q \right) \left( W^{k-1} \right) \|
\]
\[
\leq \frac{1}{\Delta} \left[ \sum_{k=1}^{K} \| W^{k-1} \|_{\mu(\infty)} + \| W^{k-1} \|_{\mu(\infty, 2)} \right], \quad \text{(Lemma 6)} \quad (136)
\]

as long as
\[
\Delta^2 (\mu_i + \nu_j) r \log n \lesssim q_{ij} \lesssim 1, \quad i, j \in [1 : n], \quad \text{(137)}
\]
and except for a probability of $Kn^{-20} = o(n^{-19})$ since $l^{-1} = poly(n)$ (as described in (135)). Consider the weighted infinity norm in the last line of (136). Under Lemma 8, we note that

$$\|W^{k-1}\|_{\mu(\infty)} \leq \left( \frac{1}{2} \right)^{k-1} \|W^0\|_{\mu(\infty)},$$  

(138)

as long as (133) holds and except for a probability of at most $(k-1)n^{-20} = o(n^{-19})$, since $k \leq K$. Next, we consider the second norm in the last line of (136). Appealing to Lemma 7, we observe that

$$\|W^{k-1}\|_{\mu(\infty, 2)} \leq \left( \frac{1}{2} \right)^{k-1} \|W^0\|_{\mu(\infty)} + \left( \frac{1}{2} \right)^{k-1} \|W^0\|_{\mu(\infty, 2)},$$  

(139)

Substituting the last two estimates back into (136), we arrive at

$$\|P_{T}^+ (A)\|_{\mu(\infty)} \leq \frac{1}{\Delta} \left[ \sum_{k=1}^{K} \|W^{k-1}\|_{\mu(\infty)} + \|W^{k-1}\|_{\mu(\infty, 2)} \right] + \left( k - 1 \right) \left( \frac{1}{2} \right)^{k-1} \|W^0\|_{\mu(\infty)} + \left( \frac{1}{2} \right)^{k-1} \|W^0\|_{\mu(\infty, 2)},$$  

(140)

where

$$\alpha_6 = \alpha_6 (u_1, v_1, \lambda, \rho)$$  

$$= \left( \sqrt{\frac{\lambda^2 \cos^2 u_1 + \sin^2 u_1}{\rho^2 \cos^2 v_1 + \sin^2 v_1}} + \sqrt{\frac{\rho^2 \cos^2 v_1 + \sin^2 v_1}{\lambda^2 \cos^2 u_1 + \sin^2 u_1}} \right) \cdot \left( \sqrt{\lambda^4 \cos^2 u_1 + \sin^2 u_1} + \sqrt{\rho^4 \cos^2 v_1 + \sin^2 v_1} \right).$$  

(141)

In light of Lemma 12, we accordingly update (140) to read

$$\|P_{T}^+ (A)\|_{\mu(\infty)} \leq \frac{4}{\Delta} \|S'\|_{\mu(\infty)} + \frac{2}{\Delta} \|S'\|_{\mu(\infty, 2)} + \left( \frac{1}{2} \right)^{k-1} \|W^0\|_{\mu(\infty)},$$  

(142)

where we took

$$\Delta = 16 \alpha_6 \left( 1 + \sqrt{2 \max_{i} \frac{\bar{\mu}_i}{\mu_i} + 2 \max_{j} \frac{\bar{\nu}_j}{\nu_j}} \right).$$

After recalling (137), we observe that (142) (equivalently, (126)) holds provided that

$$\alpha_6 \left( 1 + \max_{i} \frac{\bar{\mu}_i}{\mu_i} + \max_{j} \frac{\bar{\nu}_j}{\nu_j} \right) \frac{(\mu_i + \nu_j) r \log n}{n} \lesssim q_{ij} \leq 1,$$  

(143)

and except with a probability of $o(n^{-20})$. Overall, we conclude that the dual certificate exists as long as

$$\max \left\{ \alpha_6 \left( 1 + \max_{i} \frac{\bar{\mu}_i}{\mu_i} + \max_{j} \frac{\bar{\nu}_j}{\nu_j} \right) \frac{(\mu_i + \nu_j) r \log n}{n} \right\} \lesssim q_{ij} \leq 1, \quad i, j \in [1 : n],$$

$$K = \max \left\{ \log (\alpha_5 \cdot n), 1 \right\}.$$  

Lastly, recall the relation between $\{q_{ij}\}$, $K$ and $\{p_{ij}\}$ in (128):

$$p_{ij} = 1 - (1 - q_{ij})^K \quad \text{(see (128))}$$

$$\gtrsim K \cdot q_{ij}$$

$$\geq \max \left\{ \log (\alpha_5 \cdot n), 1 \right\} \cdot \frac{(\mu_i + \nu_j) r \log n}{n} \cdot \max \left\{ \alpha_6 \left( 1 + \sqrt{\max_{i} \frac{\bar{\mu}_i}{\mu_i} + \sqrt{\max_{j} \frac{\bar{\nu}_j}{\nu_j}}} \right), 1 \right\}.$$  

The second line holds if $\{q_{ij}\}$ are sufficiently small, i.e., when $n$ is sufficiently large. This completes the proof of Lemma 10.
where, in the last line, we used (100). It follows that

\[ \|S'\|_{\mu(\infty)} = \left\| \left( \frac{\mu r}{n} \right)^{-\frac{1}{2}} \cdot S' \cdot \left( \frac{\nu r}{n} \right)^{-\frac{1}{2}} \right\|_{\infty}, \]

where, in the last line, we used (100). It follows that

\[ \|S'\|_{\mu(\infty)} \leq \left\| \frac{\mu r}{n} \right\|^{-\frac{1}{2}} \cdot U_r \cdot L_{11} S_{11} R_{11} \cdot V_r' \cdot \left( \frac{\nu r}{n} \right)^{-\frac{1}{2}} \|_{\infty} \]

After invoking Lemma 4, we continue simplifying the last line above by writing that

\[ \|S'\|_{\mu(\infty)} \leq \sqrt{\lambda^2 \cos^2 u_1 + \sin^2 u_1} \cdot \sqrt{\rho^4 \cos^2 v_1 + \sin^2 v_1} \]

which itself leads to

\[ \|S'\|_{\mu(\infty)} \leq \sqrt{\lambda^2 \cos^2 u_1 + \sin^2 u_1} \cdot \sqrt{\rho^4 \cos^2 v_1 + \sin^2 v_1} \]

where the last inequality above uses the fact that \( \|AB\|_{\infty} \leq \|A\|_{2 \rightarrow \infty} \cdot \|B^*\|_{2 \rightarrow \infty} \) for conforming matrices \( A, B \). We continue by writing that

\[ \|S'\|_{\mu(\infty)} \leq \|L_{11}\| \cdot \|S_{11}\| \cdot \|R_{11}\| + \|L_{11}\| \cdot \|S_{11}\| \cdot \|R_{12}\| \cdot 2 \max_{j} \frac{\nu_j}{\mu_j} \]

where the last inequality above uses the fact that \( \alpha c + bd \leq (a + b)(c + d) \) whenever \( a,b,c,d \geq 0 \). As for \( \|S'\|_{\mu(2,\infty)} \), we begin with writing that

\[ \|S'\|_{\mu(\infty)} \leq \sqrt{\lambda^2 \cos^2 u_1 + \sin^2 u_1} \cdot \sqrt{\rho^4 \cos^2 v_1 + \sin^2 v_1} \]

where the last inequality above uses the fact that \( \|AB\|_{\infty} \leq \|A\|_{2 \rightarrow \infty} \cdot \|B^*\|_{2 \rightarrow \infty} \) for conforming matrices \( A, B \). We continue by writing that

\[ \|S'\|_{\mu(\infty)} \leq \|L_{11}\| \cdot \|S_{11}\| \cdot \|R_{11}\| + \|L_{11}\| \cdot \|S_{11}\| \cdot \|R_{12}\| \cdot 2 \max_{j} \frac{\nu_j}{\mu_j} \]

(see (78))
It follows that
\[
\left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} S^* \right\|_{2 \rightarrow \infty} 
\leq \left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} U_r \cdot L_{11} S_{11} R_{11} \right\|_{2 \rightarrow \infty} 
+ \left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} U_r \cdot L_{11} S_{12} R_{12} \right\|_{2 \rightarrow \infty} 
+ \left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} U_r' \cdot L_{12} S_{11} R_{11} \right\|_{2 \rightarrow \infty}
\]
(see (31) and (100))
\[
\leq \left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} U_r \right\|_{2 \rightarrow \infty} \| L_{11} \| \| S_{11} \| \| R_{11} \|
+ \left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} U_r \right\|_{2 \rightarrow \infty} \| L_{11} \| \| S_{12} \| \| R_{12} \|
+ \left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} U_r' \right\|_{2 \rightarrow \infty} \| L_{12} \| \| S_{11} \| \| R_{11} \|,
\]
\]
where the last inequality applies the fact that \( \| AB \|_{2 \rightarrow \infty} \leq \| A \|_{2 \rightarrow \infty} \cdot \| B \| \) for conforming matrices \( A, B \). We continue by simplifying the last inequality and write that
\[
\left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} S^* \right\|_{2 \rightarrow \infty} 
\leq \| L_{11} \| \| R_{11} \| + \| L_{11} \| \| R_{12} \| + \sqrt{2 \max_i \frac{\bar{\mu}_i}{\mu_i}} \| L_{12} \| \| R_{11} \|
\leq \| L_{11} \| (\| R_{11} \| + \| R_{12} \|)
+ \sqrt{2 \max_i \frac{\bar{\mu}_i}{\mu_i}} \| R_{11} \| (\| L_{11} \| + \| L_{12} \|)
\leq 2 \| L_{11} \| \cdot \| R_{11} \| + 2 \| L_{11} \| \cdot \| R_{12} \|
+ 2 \max_i \frac{\bar{\mu}_i}{\mu_i} \| R_{11} \| \cdot \| L_{12} \|
\leq 2 \sqrt{\lambda^2 \cos^2 u_1 + \sin^2 u_1} \cdot \sqrt{\rho^4 \cos^2 v_1 + \sin^2 v_1}
\leq 2 \sqrt{2 \max_i \frac{\bar{\mu}_i}{\mu_i}} \cdot \sqrt{\rho^2 \cos^2 v_1 + \sin^2 v_1}
\leq 2 \alpha_6 \cdot \left( 1 + \sqrt{2 \max_i \frac{\bar{\mu}_i}{\mu_i}} \right),
\]
(see Lemma 4)
\[
\leq 2 \alpha_6 \cdot \left( 1 + \sqrt{2 \max_j \frac{\bar{\nu}_j}{\nu_j}} \right),
\]
(see (144)) (145)

where the first inequality uses (78) and (98). Similarly, it holds that
\[
\left\| \left( \frac{\nu_r}{n} \right)^{-\frac{1}{2}} \left( S^* \right)^* \right\|_{2 \rightarrow \infty} \leq 2 \alpha_6 \left( 1 + \sqrt{2 \max_j \frac{\bar{\nu}_j}{\nu_j}} \right),
\]
(146)

so that, recalling (82), we find that
\[
\| S^* \|_{\mu(2, \infty)} = \left\| \left( \frac{\mu_r}{n} \right)^{-\frac{1}{2}} S^* \right\|_{2 \rightarrow \infty} \vee \left\| \left( \frac{\nu_r}{n} \right)^{-\frac{1}{2}} \left( S^* \right)^* \right\|_{2 \rightarrow \infty}
\leq 2 \alpha_6 \left( 1 + \sqrt{2 \max_i \frac{\bar{\mu}_i}{\mu_i}} + \sqrt{2 \max_j \frac{\bar{\nu}_j}{\nu_j}} \right),
\]
(147)

which completes the proof of Lemma 12.