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Comments from Reviewer #1:

1) Equation # 3 is wrong in units as there is a mismatch in units in left and right sides of the equation. Revisit equation 2 and 3 and do the needful revision.

We thank the reviewer and have corrected the equation. Now both sides of the equation are in units of energy.

2) Fig 3 should have been drawn with opposite direction in change of the variable in the abscissa.

While the reviewer’s suggestion might make the graph easier to read, this is the standard way of presenting results for the FT4 Basic Flow Energy (BFE) test already adopted in the literature [1][2] and we have maintained the graph in that standard form.

3) Fig 3 why there are so many 100s is the label of abscissa?

The abscissa shows the blade tip speed corresponding to each flow energy measurement. The standard test procedure for the FT4 BFE test consists of 8 consecutive tests at 100 mm/s blade tips speed and a further 3 at 70, 40 and 10 mm/s. The first 8 tests at the same blade tip speed (100mm/s) are recommended to assess the repeatability of the measurement [1]. We have added this clarification in the manuscript (page 6).

4) Why does the blue coloured powder show an initial rise whereas other powders are mostly showing a drop in total energy? Explain.

A potential explanation for the observed difference between the pink and blue coloured powders is the different method of preparation. The blue powder was wetted with dye until the desired moisture content was achieved. For the pink powder a single batch with a high moisture content (the P_32) was produced and then lower moisture content batches were prepared by oven drying that high moisture content batch at 200 degrees Celsius. This was done to use the powder material more efficiently. The drying of the powder at this temperature could have affected the mechanical and chemical properties of the powder particles and agglomerates of particles leading to the observed difference in behaviour. Indeed, it can be seen that the trend for the B_30 and P_32 samples, which were not oven dried, is not too dissimilar in that there is an initial increase in flow energy between the 70 mm/s and 100 mm/s test, whereas the flow energy of the oven dried samples (P_19, P_14) continues to decrease. We have clarified this point in the manuscript on page 6.

5) Figure 11 Authors should add time stamps in the figure or specify the same in the text of the revised manuscript.

We thank the reviewer for the suggestion and have added time stamps to the figure.
Comments from Reviewer #3:

1) The authors mentioned that: "the resultant materials and their properties are listed in Table 2 and plotted in Fig.2 (page 4)". However, the values presented in Table 2 are not corresponding to Figure 2. Please check the values in Table 2 and Figure 2.

We thank the reviewer for the comment and have corrected the values in the table.

2) Authors mentioned that "The flow energy increases with increasing moisture content (page 20 also page 6), but based on Figure 3, P_14 has higher total energy than P_19? Please clarify why this trend was observed?

While the flow energy does increase markedly between the two moisture content extremes, you are correct in pointing out that this is not the case for the powders at intermediate moisture contents. On the basis of these results, it seems that the relationship between moisture content and flow energy is more complex and we have modified our statements on pages 6 and 20 accordingly. We do not have an explanation for the observed behaviour at the intermediate moisture contents and are not aware of any study exploring the effect of moistue content on the flow energy.

3) Please add explanation regarding the modelling of rolling friction and the chosen (calibrated) value for the coefficient of rolling friction.

We thank the reviewer and have added an explanation on page 14 of the manuscript.

4) The contact parameters between two types of powder ...... (page 15) " Why did not authors try to perform the FT4 experiments for a mixture of powders and then calibrate the simulation of the FT4 results for a mixture instead of using the averaged optimized parameter values stated in page 15? The authors should explain to what extent using the average values can lead to the observed discrepancies between the simulation and experimental results?

We thank the reviewer for his/her suggestion. Certainly, the use of average values for the contact model parameters in the case of interaction of particles of different type may contribute to the observed discrepancies. Following his/her suggestion we have added further discussion on this on pages 18 and 20 of the manuscript. Concerning, the suggestion of using a mixture of the two powders to calibrate the model parameters, it is an excellent idea and definitely something to be explored in future investigations. In this case, it would be important to investigate whether a single set of model parameters for these contacts can capture the flow energy of the powder mix at different mass fractions of the two powders. Note that during the mixing process, the mass fraction of the two powders that are in contact significantly varies with time and location in the mixer. Therefore, it might be also necessary to adopt a more complex approach where the mass fraction of each powder is also considered during the optimization of the values of the contact parameters. A further discussion about these points has been added in the manuscript.

5) Please add references if other papers have used kinetic pressure to analyse the dynamic of the system (Equation 23). More explanation regarding this equation can help the reader.

We thank the reviewer for the suggestion. A more detailed explanation about the calculation of the kinetic pressure together with references for its theoretical calculation have been added. Moreover, we have added references where a similar metric was used to investigate the performance of mixing in granular systems.
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1. Introduction

Particulate materials are important in a wide range of industries including the pharmaceutical, chemical, metallurgical, food and others. Within these industrial mixing and blending of materials are some of the most demanding unit operations. Successful manufacturing of a variety of products is heavily dependent on the efficiency of this process, because the final product quality is inherently dependent on the quality of the obtained mixture. Inefficient mixing resulting in a non-homogenous product (typical detrimental effects can include segregation, particle breakage, unwanted agglomeration) can lead to products that might not meet the required quality in terms of chemical composition, colour, texture, flavour, reactivity, or particle size.

A variety of solid mixers are available in industry; these can be divided into two categories: mixers with rotating vessels (rotating drum, double cone blender, V-blenders, octagonal blender) and mixers with fixed vessels and rotating components (ribbon blender, paddle blender, plough mixer, double paddle mixer). Mixers can also be grouped depending on the predominant mixing mechanism that is driving the material such as convection, dispersion and shear [1].

A large amount of experimental and modelling work has been carried out on the mixing of powders in a variety of mixers, but the scientific understanding of the process remains limited. As a consequence the design and selection of appropriate mixing equipment is not straight forward and the common problems related to scale up and operation of mixing processes remain unsolved.

The experimental and numerical tools for the study of mixing in particulate systems are briefly reviewed below and the current developments have been reported extensively in the literature [e.g. 2]. Non-invasive experimental techniques such as positron emission tomography (PET) [3], positron emission particle tracking (PEPT) [4-8], X-ray tomography [9,10] and magnetic resonance imaging (MRI)[11,12] have been applied to look at the material flow, mixing and segregation within a variety of mixing unit operations. Although these techniques can give insightful information regarding the material behaviour within a particular system, they are costly and relatively difficult to access. A cheaper and easily accessible technique is to look at the material flow by optical imaging and post processing methods such particle image velocimetry [12–14]. However, these are limited to a 2D field of views or applied only at the free surface boundaries, which makes it challenging to apply to a plough or paddle type mixer.
Particulate material mixing and segregation in blenders have also been extensively studied numerically using the discrete element method (DEM). Various blender designs and the effect of operating variables (e.g. fill level, operating speed, and material type) have been investigated [15–17]. The motion of individual particles can be tracked in DEM simulations and therefore insight can be obtained into the mechanisms governing particles flow in a variety of mixing processes. The obtained information can then be used to inform the design, selection and operation of powder mixing equipment, reducing the need for pilot studies and speeding up the design optimization process.

Although DEM has been widely used to study a variety of processes, the experimental quantitative validation of the simulation results is rarely reported in the literature [18]. Furthermore, the appropriate methodology to determine DEM input parameters for a given application is often unclear [19]. This is especially true in the case of fine powders which are abundant in industry. Additionally, the computational cost to model a large number of particles of small sizes that constitute fine powders poses a significant challenge for the DEM modelling of these materials.

Often in the literature, the values of the DEM parameters are optimized with a global fitting between DEM simulation and an actual small scale experiment [20]. Extensive work has also been carried out to develop a multi-level parametric sensitivity method to understand the impact of the DEM input parameters on the bulk responses for a given simple system [19], [21]. The proposed approach provides a systematic method that can be used to show the importance of specific input parameters for a given system and then potentially facilitates their selection. Moreover particle scale methodologies have been developed to scale-up particles in a DEM model to capture a material bulk response similar to systems comprised of much smaller particles [22,23]. Considering these recent developments, DEM has become a promising simulation method for fine powders.

DEM simulations of the mixing of non-cohesive bulk solids have demonstrated a measure of quantitative accuracy when appropriate values of the model parameters were used [24]. Therefore, it would be of interest to determine if a quantitatively accurate model for cohesive powder mixing can be produced when its input parameters are appropriately optimized.

This study evaluates the predictive capabilities of a visco-elasto-plastic frictional adhesive DEM model [25] for the simulation of aluminosilicate powder mixing in a laboratory scale mixer. The mixer of choice was the MLH12 (WAM Group) paddle blade mixer, which is a laboratory scale mixer with a capacity of 12 litres. The FT4 powder rheometer was used to characterize the mechanical properties of the powder at a wide range of moisture contents. The test was replicated in DEM simulations and the contact model parameters were optimized to reproduce the experimental total flow energy measurements in the FT4 rheometer. A simple Plackett-Burman design of experiments was used to produce a set of simulations with systematically varied parameter values and a linear response model was fitted to the simulated total flow energy. The response model was then used to determine the input parameters, which produced the closest match to the experimental flow energy measurements. DEM simulations of the mixing process were performed using the optimized model parameters and the mixing rate in the simulations was calculated from the statistical distribution of particle concentrations. Finally, the simulation results were compared against experimental measurements of the mixing rate to assess the predictive capability of the DEM model.

2. Physical and mechanical properties of the test material
Synthetic zeolite powder was used as the test material for this study. It is a fine aluminosilicate powder representative of cohesive powders with challenging behaviour in industrial mixing applications.

The particle size distribution of the powder (Table 1) was measured using a Malvern Mastersizer 2000
particle size analyser [26]. Measurements were made using both a dry and wet dispersal and using two levels of ultrasonication power for the wet dispersal. The mean particle size of the powder (D50) was higher under wet dispersal conditions, demonstrating the ability of the particles to form stable agglomerates even in a water suspension. The mean particle size decreased with the increase in ultrasonication power due to the breakup of these agglomerates by the ultrasonic waves passing through the suspension. A Scanning Electron Microscopy (SEM) image of a powder sample (Figure 1) shows the tendency of the particles to agglomerate together due to van der Waals and liquid bridge type forces. On the bulk scale the powder was also observed to form stable agglomerates of millimeters in size, especially at higher moisture contents. Moreover, the non-spherical nature of the individual particles is evident from the SEM images suggesting that particle interlocking might have a significant effect on the bulk strength and flowability of the material.

The physical and mechanical properties of the zeolite powder were determined at several moisture contents in order to capture the wide range of its flow behaviour and to encompass a variety of operational conditions, found in industrial powder mixing applications. Batches of pink or blue coloured powder with different moisture contents were prepared. The powders were coloured, because the subsequent mixing experiments relied on colour measurement to quantify the rate of mixing. The highest moisture content powders of each colour were prepared by adding distilled water and dye to the powder and mixed to homogeneity in the MLH12 mixer. Powders at lower levels of moisture content were made by oven drying the high moisture content powders at 200°C. A halogen moisture balance was used to determine the total moisture content of all batches, making three measurements for each. The instrument uses a halogen lamp to heat a sample to 110°C and measure the change in its mass. The moisture content is then calculated from Eq. 1.

\[ w_t = \frac{M_w}{M_t} \]  

where \( M_w \) is the mass of water and \( M_t \) is the total mass of the sample.

Additionally, the bulk density of the powders was determined by filling the 160 ml glass cylinder of the FT4 powder rheometer with powder and measuring its mass. The resultant materials and their properties are listed in Table 2 and plotted in Fig. 2. The notation for each powder consists of a letter and a number. The letter indicates the colour of the powder – P for pink, B for blue and W for white (no dye added), while the number indicates the moisture content of the powder to the nearest integer.

Figure 2 shows the bulk density as a function of the moisture content of the different tested materials. The addition of a chemical dye to the powder could alter the chemical and mechanical properties of the particles and hence, the bulk properties of the material as a whole. It could, for example, affect the van der Waals forces and therefore particle agglomeration. Therefore only the properties of powders of the same colour can be rigorously compared. The effect of moisture content on the bulk density was assessed for the pink coloured powders as shown by the dashed line in Figure 2. The bulk density initially decreases with increasing moisture content resulting in an increase in porosity caused by the formation of liquid bridges between the particles which keep them slightly apart. As moisture content increases towards saturation, the bulk density reaches a minimum before increasing again due to the mass of the added water and a reduction of porosity with the disappearance of liquid bridging between particles.

The FT4 powder rheometer is increasingly used for characterization of powder flowability both in academia and industry [27]. It can measure some of the mechanical properties traditionally employed for the evaluation of powder flow behaviour, such as shear strength, compressibility and permeability. Furthermore, a common methodology for characterizing powder flowability with this instrument is the measurement of flow energy, which is the energy needed to drive an impeller blade through a bed of powder. The flow energy has been reported to correlate well with traditional flowability characterization techniques [27,28]. Using this methodology, the powder flowability is characterized in a dynamic flow
regime and under free surface conditions [28]. This is in contrast with the traditional methodologies which characterize the flowability in a quasi-static regime. Powder mixing in paddle-blade mixers, which is the process targeted in the current study, also occurs under dynamic flow and free surface conditions. This apparent correspondence between the flow conditions in the characterization experiment and the process under investigation suggests that the flow energy could be a relevant measurement of powder flowability for this study.

The Basic Flow Energy (BFE) test of the FT4 Powder rheometer, used for the determination of the flow energy, is described in full detail elsewhere [28]. In this test an impeller blade moves through a bed of powder. The movement of the impeller is defined by the helix velocity of the blade termed the blade tip speed. The incremental flow energy as the blade ploughs through an increment depth $dz$ is calculated from the translational and rotational work of the blade using Eq. 2.

$$E_f = \left( F + \frac{T}{R\tan(\alpha)} \right)dz \quad (2)$$

where $F$ and $T$ are the instantaneous vertical force on the bottom of the vessel and the instantaneous torque on the shaft of the blade respectively, $R$ is the radius of the impeller and $\alpha$ is the helix angle of the blade path.

The cumulative flow energy required for the blade to penetrate the sample to a depth $z$ is then:

$$E_c = \int_0^z E_f dz \quad (3)$$

and the total flow energy at the end of the test $E_T$ is the cumulative energy at the maximum penetration depth of 70 mm.

While the evolution of the cumulative energy with depth can be obtained from the test, only the total flow energy is commonly used to characterize the powder flowability. In general, higher total flow energy corresponds to lower flowability and vice versa.

All test powders were characterized using the BFE test procedure in which the 48 mm impeller blade was used. Initially a conditioning cycle was performed in which the blade slowly moved upwards clockwise through the sample at a helix angle of 5° and a blade tip speed of 60 mm/s to create a reproducible loose packing state. The glass cylinder containing the sample was then split at the top to level off excess material, which resulted in a cylindrical powder bed, 80 mm high and 50 mm in diameter. Finally the impeller was driven anti-clockwise from the top to the bottom of the bed at a given blade tip speed to measure the flow energy.

The full set of measurements consisted of 11 test runs on the same sample at different blade tip speeds. The previously described conditioning cycle was performed before each run to erase the stress history effect of the previous run. The results of the total flow energy as a function of the blade tip speed are shown in Figure 3. The measurements were repeated three times for each test condition, i.e. material and blade tip speed, and the average value and coefficient of variation was computed. An average value of the coefficient of variation for each test set is indicated in square brackets and demonstrates the good repeatability of the measurements.

The total flow energy measurements for the pink powders clearly differentiate between the two moisture content extremes and show that increasing the moisture content of the powder decreases its flowability. This can be explained by higher inter-particle adhesion caused by the increased moisture content. The
results for the blue and white powders (B_30 and W_6) seem to be inconsistent with this trend but as discussed before, results for different coloured powders are not directly comparable.

It is interesting to note that at low moisture contents, the total flow energy increases markedly when the blade tip speed decreases. This behaviour has been observed before [27,28], but an adequate explanation has not been proposed. Only the results at the 100 mm/s blade tip speed were used for the calibration of the DEM model in this study.

3. Modelling methodology

The discrete element method (DEM) has been shown to be a powerful numerical method for modelling granular materials. DEM which was initially proposed by Cundall and Strack in 1979 [29] uses discrete particles that are allowed to overlap to mimic the particle contact deformation. The particles interact through contact forces that are calculated based on the magnitude of the overlap or interpenetration distance. Based on Newton’s second law of motion, the position and velocity of the particles is calculated by integrating the total force on each particle with respect to time. The discrete representation of the material makes this method suitable for modelling particulate solids and processes where large discontinuous deformations take place in the material.

One of the crucial aspects for the successful application of DEM is to formulate contact force models capable of reproducing the mechanical behaviour of the real material. In the case of cohesive powders, this becomes very challenging since adhesive forces can have different physical origins including liquid bridges, electrostatic and van der Waals forces. Several DEM contact models have been proposed in literature to model the different types of adhesive forces between individual particles [30–34] and have been shown to be able to reproduce the behaviour of these forces. However they require the DEM particles to be of the size of the real powder particles. This approach becomes impractical because of the prohibitive computational time required to simulate the huge number of particles in an industrial system. For instance, a small powder specimen of 1cm³ can contain more than 10⁹ micro-sized powder particles and one second of the simulation would take several years on a 12-core workstation. Furthermore, these adhesive contact models are only valid for the very simple cases of 2D disks or 3D spheres whereas in reality, the powder particles have complex shapes and the surfaces present asperities that render these models unsuitable for modelling real powders accurately in the current state of the art of DEM simulations.

In this study, the behavior of cohesive powders was modelled by means of a visco-elasto-plastic frictional adhesive contact model recently proposed by Thakur et al. [25]. The contact model does not attempt to model the source of each adhesive force precisely. Instead it is based on modelling the experimentally observed phenomena that when two particles or agglomerates are pressed together, they undergo elastic and plastic deformations, and that the pull-off (adhesive) strength increases with an increase of the plastic contact area. The target is therefore to use this phenomenological based model to capture the mechanical behaviour observed in typical bulk characterization experiments. The model has been shown to be capable of providing good quantitative predictions of the behaviour of cohesive materials under different loading conditions including compression and shear failure [23,35].

The contact model comprises of a hysteretic spring for the normal force to capture the effect of the plastic deformation on the contact surface of the particles during compression. The loading and unloading/reloading branches of the hysteretic spring are defined by the stiffness parameters $k_1$, $k_2$ respectively and an exponent $n$ that allows for non-linearity in the contact stiffness. The contact model also has a load dependent adhesive branch that captures the increase of the adhesive pull-off force with the increase of the contact surface due to plastic deformation. This branch is defined by the adhesive stiffness parameter $k_{adh}$ and the exponent $x$ that takes into account the non-linear reduction of the
attractive force when two particles are separating [36]. The maximum adhesive normal force is defined by
\[ f_{\text{min}} = \frac{3}{2} \pi \Delta \gamma a \]
where \( \Delta \gamma \) represents an adhesion surface energy that is an input parameter of the
simulation and \( a \) is the contact patch radius. Note that this limiting force has a similar form to that found
in JKR [37] and DMT [38] theory for adhesive contacts. Finally, a constant pull-off force \( f_o \) is also
included to mimic any van der Waals type adhesive forces. A schematic representation of the hysteretic
spring normal force as a function of the contact normal overlap is shown in Figure 4.

The total normal contact force \( f_n \) is calculated as the sum of the hysteretic spring force \( f_{\text{hys}} \) and the normal
viscous damping force \( f_{\text{nd}} \):
\[ f_n = f_{\text{hys}} + f_{\text{nd}} \quad (4) \]

The hysteretic spring force is mathematically expressed by:
\[ f_{\text{hys}} = \begin{cases} f_0 + k_1 \delta^n & \text{if } k_2 \delta^n - \delta^p \\ f_0 + k_2 (\delta^n - \delta^p) & \text{if } k_1 \delta^n > k_2 \delta^n - \delta^p > -k_{\text{adh}} \delta^n \\ f_0 - k_{\text{adh}} \delta^n & \text{if } -k_{\text{adh}} \delta^n \geq k_2 \delta^n - \delta^p \end{cases} \quad (5) \]

The normal damping force \( f_{\text{nd}} \) is computed as:
\[ f_{\text{nd}} = \beta_n v_n \quad (6) \]

where \( v_n \) is the magnitude of the relative normal velocity of the pair of particles in contact and \( \beta_n \) is the
dashpot coefficient calculated as:
\[ \beta_n = \frac{4m^* k_1}{1 + (\pi n/e)^2} \quad (7) \]

with the coefficient of restitution \( e \), the equivalent mass of the particle \( m^* \) defined as \( m_i m_j / (m_i + m_j) \) where
\( m_i \) and \( m_j \) are the masses of the two particles in contact.

Similar to the normal force, the total tangential force \( f_t \) is the sum of the tangential spring force \( f_{ts} \) and the
tangential viscous damping force \( f_{td} \):
\[ f_t = f_{ts} + f_{td} \quad (8) \]

The tangential spring force is computed in an incremental way as:
\[ f_{ts} = f_{ts(n-1)} + \Delta f_{ts} \quad (9) \]

where \( f_{ts(n-1)} \) is the tangential force spring force in the previous time-step and \( \Delta f_{ts} \) is the increment of the
tangential force given by:
\[ \Delta f_{ts} = -K_{tm} k_1 \Delta \delta_t \quad (10) \]

where \( K_{tm} \) is the tangential stiffness factor and \( \Delta \delta_t \) is the increment of the tangential overlap. The tangential
damping force \( f_{td} \) is defined by the tangential dashpot coefficient \( \beta_t \) and the relative tangential velocity as:
\[ f_{ct} = -\beta_t v_t \] (11)

The tangential dashpot coefficient is expressed:

\[ \beta_t = \frac{4m^* K_{em} k_1}{1 + \left( \frac{\pi}{\ln e} \right)^2} \] (12)

The limiting tangential friction \( f_{ct} \) is calculated using the Coulomb friction criterion including the additive terms \( f_0 \) and \( k_{adh} \delta \):

\[ f_{ct} \leq \mu (f_n + k_{adh} \delta^* - f_0) \] (13)

where \( f_n \) is the contact normal spring force and \( \mu \) is the friction coefficient.

In the current investigation, an exponent \( n = 3/2 \) was used for the loading and unloading/reloading branches of the contact model. In this case, it is worth to note that the loading branch becomes equivalent to the standard Hertz theory. Therefore, a similar approach based on the equivalent Young's modulus \( E^* \) and the equivalent radius of the particles involved in each contact \( R^* \) has been followed to calculate the value of the loading stiffness parameter \( k_1 \):

\[ k_1 = \frac{4}{3} \sqrt{r^* E^*} \] (14)

where \( E^* \) is defined as \( 1/E^* = (1 - \nu_i)/E_i + (1 - \nu_j)/E_j \) and \( r^* = r_i r_j/(r_i + r_j) \) with \( E_{ij} \), \( \nu_{ij} \) and \( r_{ij} \) being the Young's modulus, Poisson ratio and radius of each particle in contact. Moreover, the Young modulus of the particles is calculated as \( E_{ij} = 2G_{ij} (1 + \nu_{ij}) \) where \( G_{ij} \) is the shear modulus of the particles.

The unloading/reloading stiffness is expressed as a function of the loading stiffness \( k_1 \) with a contact plasticity parameter \( \lambda_p \) as follows:

\[ k_2 = \frac{k_1}{1 - \lambda_p} \] (15)

Note that the contact becomes purely elastic when \( \lambda_p = 0 \) with contact plasticity approaching rigid-plastic as the value of \( \lambda_p \) tends to one.

4. DEM representation of the physical system

In DEM, the bulk material is represented by discrete spherical or multi-spherical particles. The shape and size of these particles affects the mechanical behaviour of the model and their representation is an important aspect of DEM simulations.

The non-spherical shape of the powder particles can be seen in the SEM images in Figure 1. Mechanical interlocking of non-spherical particles could be a significant source of bulk shear strength of a granular material and therefore can affect its flowability. Hartl and Ooi [39] have shown that the geometric interlocking from non-spherical particle interaction has a significant effect on the bulk internal friction of a granular material and should be introduced in DEM simulations to capture the bulk shear strength of the
material. The same study demonstrated that the exact shape of the particles does not need to be replicated and a two sphere paired particle with an aspect ratio larger than one can provide a satisfactory quantitative prediction. Bharadvaj et al. [40] studied the effect of particle aspect ratio on the simulated flow energy in the FT4 powder rheometer using paired particles of various aspect ratios. The authors established that introducing a particle aspect ratio of 1.25 caused a significant increase in the predicted flow energy but increasing the aspect ratio further up to 2 did not make any further difference. Therefore the non-spherical paired particle with an aspect ratio of 1.25 shown in Figure 5 was used in the simulations.

As discussed before, bulk materials consist of very large numbers of particles per unit volume and simulating industrial processes using the physical particle size becomes extremely computationally expensive in DEM simulations. This is especially true for powders which have a mean particle size in the micro scale. Some level of particle upscaling is therefore needed to make DEM simulations practical. In this study, the particle size was upscaled two orders of magnitude to achieve practical computational times. Studies have shown that the contact-model, outlined above, is capable of quantitatively capturing the bulk mechanical behaviour of powders at similar levels of particle upscaling as long as the scaling laws are applied correctly [22,23,25]. Concerning the particle size distribution, the study by Bharadvaj et al. [40] suggests that it has no significant effect on the simulated flow energy in the FT4 rheometer at this level of particle upscaling. Therefore, mono-dispersed particles were adopted in the simulations presented in this paper. This decision can be further justified by the narrow particle size distribution of the zeolite powder.

The Basic Flowability Energy test of the FT4 powder rheometer was replicated in EDEM, which is a widely used commercial DEM code, previously verified against a set of benchmark tests by Chung and Ooi [41].

The contact model described in section 3 was used for the particle-particle interaction in order to capture the elasto-plasticity and stress dependent cohesive strength of the zeolite powder. The powder particles were not observed to adhere to the surface of the glass vessel or the blade of the instrument during the tests, despite their small mass. This suggests that the adhesion forces between the particle and these surfaces are negligible. Therefore, the purely elastic non-adhesive Hertz-Mindlin contact model with a tangential frictional slider [42] was used for the particle-geometry interaction.

The DEM material parameters used in the simulations are given in Table 3. Experimentally measured values were directly assigned for the parameters of the vessel and the blade [43]. However, assigning such values to the particle material is less meaningful due to the adopted mesoscopic modelling approach. This will be explained in more detail in section 5.

One parameter of special significance is the particle shear modulus. It is the determining parameter with respect to the overall stiffness of the system and hence the critical time-step for numerical stability [44]. A higher particle shear modulus leads to a lower critical time-step and longer computational times. The particle shear modulus was therefore chosen low enough to produce practical computational times but high enough to avoid excessive normal particle overlaps. From a physical point of view, the adopted low value is not unreasonable considering that each particle in the simulation represents a powder agglomerate, which is quite soft in reality.

The standard test procedure of the BFE test, described in section 2, was reproduced in the simulations. The particles were generated using a random particle factory in EDEM and were allowed to fall and settle into the vessel under gravity, to mimic the experimental filling procedure as close as possible. The system was kept at rest until the total kinetic energy reached values below $10^{-5}$ J to ensure static conditions were attained.
As Bharadwaj et al. [40] has established that the conditioning cycle of the test has no effect on the flow energy in DEM simulation, the conditioning cycle was omitted in this study to reduce the required computational time. After filling, the splitting of the sample was achieved by accelerating the upper cylinder in the horizontal direction to a velocity of 0.05 m/s in 1 second and then reversing the motion. In the final step the blade was moved into the bed at a 100mm/s blade tip speed and a helix angle of 5°, which correspond to the highest blade tip speed test. Images of the simulation during the different stages of the test are shown in Figure 6.

The instantaneous vertical force and torque on the shaft of the blade were exported from the simulations with a sampling frequency of 20 Hz, which corresponds to the sampling frequency of the physical experiments. The evolution of the cumulative flow energy with penetration depth was then calculated from the instantaneous measurements using Eq. 2 and 3. An example of the simulation results can be seen in Figure 7.

The importance of selecting an appropriate value for the time-step in DEM simulation has been discussed before [44]. The effect of the time-step on the simulation results was explored by running identical simulations with the values of 0.2×T_R and 0.05×T_R, where T_R is the Rayleigh time-step value calculated from Eq. 16.

\[ T_R = \left( \frac{\pi r}{0.163\nu + 0.8766} \right) \sqrt{\frac{\rho}{G}} \]  

(16)

where r is the radius of the particles, \( \nu \) is the Poisson ratio, \( \rho \) is the particle solid density and G is the shear modulus.

The results are plotted in Figure 7 and show that the size of the time-step has no effect on the flow energy within this range of values. Therefore a value of 0.2×T_R was chosen for all simulations, to minimize the required computational time.

5. Determination of the DEM contact model parameters

The determination of appropriate values of the DEM contact model parameters is essential in order to get accurate quantitative predictions of the behaviour of the material in a physical process. Two broad approaches can be found in the literature. The first one consists of determining the properties of the individual particles that are related to the parameters of the DEM contact model [45,46]. This approach usually requires time-consuming and expensive experimental techniques which make it not feasible for industrial cases. Moreover, even if the properties of the individual particles can be measured, the predictions obtained by means of the DEM simulations may not be in good agreement with the experiments because the DEM particle is often a drastic simplification of the real particle. The second approach consists of determining the value of the DEM contact model parameters so that the simulations are able to reproduce the mechanical response of the material observed in selected bulk experiments [20,45,47,48]. For this approach, it is of vital importance that the bulk experiments and responses obtained from them are representative of the loading regimes that the material experiences in the process under investigation.

In this study, the second approach based on matching the experimental and numerical responses from a bulk test was followed. As discussed in section 2 the FT4 rheometer has been chosen as a suitable test for characterising the rheological behaviour of the powders [28]. Furthermore, its total flow energy measurement is correlated well with the flowability of bulk materials, which is expected to be an important property with respect to powder mixing. Thus, the determination of the model parameters is based on reproducing the total flow energy of the powder material in the FT4 test at a tip speed of 100
mm/s. This is the highest tip speed test that can be performed with the FT4 rheometer and was chosen as the most representative of the loading regime that the material experiences during the mixing process, where blade velocities are even higher.

The determination of the values of DEM contact model parameters is usually achieved by trial and error. However, this approach becomes very time consuming since many different combinations of the values of the contact model parameters need to be tested until the DEM simulation matches the experimental response selected for parameter optimization. Moreover, this process would need to be repeated from scratch for materials with different values of the bulk response.

An alternative approach is to take advantage of Design of Experiments (DoE) [21,49] to reduce the number of simulations that need to be conducted. The results from the simulations in a DoE can be used to establish a response function that relates the values of the DEM model parameter with the bulk responses.

In this investigation a Plackett-Burman design of experiments [50] was selected to speed-up the determination of the contact model parameters. This kind of design of experiments is suitable for screening of parameters and determining principal effects of the different parameters on the bulk response. Its main advantage is that the number of points needed is low and as a consequence the number of simulations to be run is reasonable. Nevertheless, this kind of DoE does not provide information on any interaction effects between the parameters or any non-linear effects in the responses.

The Plackett-Burman design was applied for the DEM model parameters listed in Table 4a. For each contact model parameter low and high values were defined so that a spectrum of total flow energies can be reproduced. In the case of the particle-cylinder static friction $\mu_{sp-g}$ and particle-blade static friction $\mu_{sp-b}$, their values were always lower than or equal to the particle-particle static friction $\mu_{sp-p}$. This was achieved by defining the particle-cylinder relative static friction $\chi = \mu_{sp-g}/\mu_{sp-p}$ and particle-blade relative static friction $\psi = \mu_{sp-b}/\mu_{sp-p}$ that was constrained to a high value equal to one.

The resulting design consisted of a set of 12 different simulations with the combinations of the high and low values specified for the DEM parameters. Simulation of the FT4 basic flowability energy test was run for each of these combinations. From each simulation, the total flow energy was calculated from the force and torque on the blade geometry as described in Eq. 2 and Eq. 3.

In order to establish an empirical correlation between the values of the DEM contact model parameters and the total flow energy $E_t$, the data obtained from the simulations of the DoE were fitted by the following linear response model:

$$E_t = c_0 + c_1 e + c_2 \mu_{sp-p} + c_3 \chi + c_4 \psi + c_5 f_0 + c_6 \Delta \gamma + c_7 \rho_s \quad (17)$$

where the $c_n$ are the coefficients to be determined by fitting the simulation data.

The goodness of fit of Eq. 17 was evaluated by plotting the values of total flow energy measured in the simulations as a function of the values of the total flow energy predicted by the linear response model (Figure 8). The results show that the linear model is able to capture the overall trend of the total flow energy within the explored range of values of the DEM contact model parameters. Nevertheless, they also show some discrepancies, especially for low values of the total flow energy where the model predictions are not so accurate. This fact could be due to the simplicity of the linear model which is not able to capture non-linear effects of the contact model parameters or interactions between them. A potential improvement of the predictions could be achieved by means of a more sophisticated model including
quadratic and interaction terms. For this purpose, a three level DoE such as Box-Behnken or Central Composite Designs would be needed [49]. This would imply a larger number of simulations and is out of the scope of the current investigation.

The linear response model fitted to the results of the DoE was used to optimize the contact model parameters in order to reproduce the experimental total flow energy of the test materials. This range of materials includes both low and high moisture contents in the powders (see section 2). The optimization was conducted by means of the function *fmincon* of Matlab® [51]. The objective function $f$ to minimize during the optimization process was defined as the absolute value of the relative error between the experimental total flow energy $E_t^{exp}$ and the value predicted by the linear response model $E_t^{LM}$ obtained in section 5:

$$f = \left| \frac{E_t^{exp} - E_t^{LM}}{E_t^{exp}} \right|$$ (18)

The optimization of the parameters was conducted separately for each of the powder materials. In all cases the final value of the objective function was lower than 0.03, which corresponds to a relative error lower than ±3%. The values obtained for the DEM contact model parameters for each tested material are shown in Table 4b.

In order to check the results obtained from the optimization using the linear model, the values of the contact model parameters were used to simulate the FT4 BFE test. For each simulation the evolution of the cumulative flow energy $E_c$ with the penetration depth was computed (see Eq. 2 and 3) and compared with their corresponding experimental curves. The numerical and experimental curves for the four different materials are shown in Figure 9. In the case of the powders with high moisture content (B_30 and P_32), the experimental and numerical curves are in good agreement. However, larger discrepancies are observed for the powders with low moisture content (P_5 and W_6). This is attributed to the capability of the linear response model to reproduce the relationship between the DEM contact model parameters and the total flow energy in the simulations. As discussed before, the accuracy of the linear model is biased towards high values of the total flow energy observed in powders B_30 and P_32 and as a consequence, the results of the optimization for these cases are in agreement with the experimental values. However the predictions of the linear model show significant discrepancies for low values of total flow energy and as a result, the simulated curves obtained with the optimized parameters for P_5 and W_6 deviate significantly from the experimental ones. As stated previously, this problem could be solved by augmenting the DoE so that a more complex response model could be used to reproduce more accurately the relationship of the DEM contact model parameters and the total flow energy.

A further optimization of the parameters was conducted for the powders in order to get closer agreement between the numerical and experimental flow energy curves. This was performed by further tuning the parameter estimates obtained from the optimization of the linear model. The results of this further optimization of parameters are shown in Figure 10 and Table 4c. An excellent agreement between the numerical and experimental curves can be observed for all powders. These further optimized values of the DEM contact model parameters will be used in the next section for simulating the mixing process with the aim of evaluating the predictive capabilities of the DEM simulations against mixing experiments.

The model parameters, not included in the design of experiments, were assigned the fixed values shown in Table 5. The value adopted for the particle shear modulus was discussed in the previous section. The contact plasticity was set to $\lambda = 0.9$ to take into account the high plasticity of the powder material. In the case of the tangential stiffness multiplier, its value was set to $2/7$ as suggested in previous studies in the literature for a hysteretic spring contact model [52]. Finally, the exponent $n$ for the loading and
unloading/reloading branches was set to 3/2 and the exponent of the adhesion branch was set to $x = 5$ to include non-linearity of the load dependent adhesion branch as observed in experimental AFM measurement for silica particles [36].

6. Assessing the predictive capabilities of the optimized DEM models for powder mixing

6.1 Mixing simulations

DEM simulations of powder mixing in the MLH12 [53] laboratory scale paddle blade mixer were performed. The mixer consists of a cylindrical vessel with a rotating shaft, passing through its centre. The vessel is 220 mm in diameter, 350 mm long and with a capacity of approximately 12 litres. The geometry of the mixer was replicated in the simulations. The shaft and vessel of the mixer are entirely made of stainless steel and were assigned the relevant material properties (shear modulus, Poisson’s ratio and density) as listed in Table 3.

The mixing of the lowest and the highest moisture content powders was studied to provide the two extreme cases for the comparison between simulations and experiments. The test configurations are listed in Table 6.

The powder material was represented with the same DEM particle shape and size used in the previous simulation of the FT4 powder rheometer (see section 4) in order to remain consistent with the conducted optimization of the contact model parameters. The further optimized contact model parameters listed in Table 5 were used. However, the contact parameters between two types of powders in each simulation have not been measured. A simple approach of using the averaged optimized parameter values for the contact between particles representing different powders was adopted in this study.

The initial state of the mixing simulations was a completely segregated lateral fill (see figure 11a) which replicated the experimental conditions. This was achieved by generating 600 grams of particles representing each of the two materials using the random rainfall method. The resultant level of filling was approximately 12% and 25% for the simulations with high and low moisture content powders respectively. The experimental mixing process was replicated in the simulations. The experiments included stopping the mixer for sampling at specific time intervals and this was also included in the simulations. At each stop in the simulation the system was kept at rest until the total kinetic energy of the particles was lower than $10^{-5}$ J. Images of the simulations at different stages can be seen in Figure 11.

The mixing rates in the simulations were calculated to compare against the experimental measurements. The mixing rate was characterized by the temporal evolution of the homogeneity of the mix. The mix homogeneity at a given time can be quantified in DEM simulations using a variety of statistical methods [54]. One such method, which has been successfully used before, is the calculation of the relative standard deviation of particle concentrations in a number of samples within the mixer volume[17,55]. This simple but effective approach was adopted in the present study. The relative standard deviation (RSD) of the concentration of particles of one of the powder materials in the samples was calculated using Eq. 19:

$$\text{RSD} = \frac{\sigma}{\bar{x}}, \quad \sigma = \sqrt{\frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n - 1}} \quad (19)$$

where $x_i$ is the concentration of particles of one of the power materials in sample $i$, $\bar{x}$ is the mean concentration over all samples and $n$ is the total number of samples. A value of RSD equal to 1
corresponds to a completely segregated state and a value close to 0 to a perfectly random mix. To avoid the disproportional effect of samples with a small number of particles, the average number of particles in each sample was computed and only those containing more particles than the average were included in the calculation [16].

The sample procedure was implemented by discretizing the volume of the mixer using the lattice shown in Figure 12. In the experiments, the sampling was done at the surface of the powder bed only. This procedure was mimicked in the simulations by exporting the particle coordinates and detecting the particle with the largest positive y-coordinate in each cell during each stop. In the case where there were particles resting on top of the mixer shaft, those particles were ignored for the detection. The particles which were at a given depth below the maximum detected y-coordinate were then included in the sample for the calculation of the RSD values. A depth of 20 mm was used as an estimate of the sampling depth in the experiment. This procedure ensured that the state of the mix was evaluated on the surface of the powder bed in both the simulations and the experiments.

Using a lattice with a small number of samples can lead to an underestimation of the RSD values and therefore the effect of the lattice density was explored. The 28 by 28 lattice (Figure 12) was found to be sufficiently dense as increasing the number of samples further did not affect the results.

6.2 Mixing experiments

Mixing experiments corresponding to the test configurations in Table 6 were performed in order to provide experimental data for the validation of the DEM model. A completely segregated lateral fill was created in the MLH12 laboratory mixer, by adding 600 grams each of two powders of different colours. This resulted in a level of fill of approximately 16% and 20% for the high and low moisture content experiments respectively.

Colour measurement has been used in a number of studies for the evaluation of different mixers and mixing conditions [56–58]. Barling et.al. (2014) successfully used colour measurement to study different technologies and process conditions for mixing of lactose powders (white colour) with iron oxide tracer (red colour) in order to identify their effect on the mixing behaviour and mixture quality.

In this study, the performance of the mixing process was characterized by measuring the colour of powder samples taken from eight different locations in the mixer (see figure 13). To this end, the mixer was periodically stopped and material was scooped only from the surface of the settled powder bed to minimize disturbance to the mixture. For the sampling points in the region of the shaft of the mixer, the samples were taken from the surface underneath the shaft and not from the powder resting on top of it. The material was scooped to a depth of approximately 20 mm to provide a large enough sample for colour measurement and the sample was then returned to the same location after the measurement.

The bulk colour of each sample was analysed using the Konica Minolta Chroma Meter colorimeter [59]. The colour was characterized in the CIELAB colour space in terms of a lightness channel \(L^*\) and two colour channels \(-a^*\) and \(b^*\). The compound colour of each sample was quantified by the chroma, calculated from Eq. 20.

\[ C^* = \sqrt{(a^{*2} + b^{*2})} \]  (20)

The homogeneity of the mix was quantified by the relative standard deviation of the chroma measurement over the eight sampling points, calculated from Eq. 21. This allowed the experimental and simulation results to be compared against the same measure.
\[
\text{RSD} = \frac{\sigma}{C^*}, \quad \sigma = \sqrt{\frac{\sum_{i=1}^{n} (\bar{C}^* - C_i^*)^2}{n}} \quad (21)
\]

where \( C^* \) is the chroma value defined in Equation 20, \( C_i^* \) is the chroma value in sample \( i \), \( \bar{C}^* \) is the average chroma value and \( n \) is the number of sampling points.

The \( L^* \) measurements, which indicate lightness, were found to be nearly constant for all samples and were not used in the study.

6.3 Comparison between simulations and experiments

Here the simulations are compared against experimental measurements to assess the accuracy of the model. Only limited information is available from the experiments and therefore the validation process was based only on the rate of mixing, which is often the parameter of interest in industrial mixing applications. As discussed before, the relative standard deviation (RSD) of particle concentrations in the simulations and chroma measurements in the experiments were used to characterize the homogeneity of the mixture at a given time. The temporal evolution of the RSD can then be used as an indication of the mixing rate.

A comparison between the experimental and simulation results for the high and the low moisture content powders can be seen in figure 14 and figure 15 respectively. Despite the optimization, the DEM simulations overpredicted the experimental RSD values (i.e. underpredicted the degree of mixing). However, the agreement between the simulation and the experiments improves when examining only the results for the sampling points away from the end boundaries of the mixer (points 3 to 6 in Figure 13) with the corresponding region in the simulations as shown in Figure 16. The results for these cases are shown in figures 17 and 18. Notably, the DEM modelling appears to give a satisfactory prediction of the trend for the RSD for both moisture content extremes. However significant quantitative differences still exist in the RSD values from simulation and experiment which are further explored with the following explanations.

Firstly, the relationship between the chroma of a sample and the concentration of the two coloured powders in it may not be directly comparable. Indeed, previous studies have shown that this relationship can be complex and non-linear [68]. Therefore the direct quantitative comparison of the two RSD values as presented above becomes questionable. This issue could be addressed if an experimental calibration of the chroma measurements with respect to the concentration of the two coloured powders in a sample is carried out.

Secondly, the adopted large DEM particle size could have an effect on the RSD calculation in the simulations. Examining equation 19 it is clear that the value of the RSD is dependent both on the number of cells in the lattice used for the calculation and the concentration of particle types in each cell. Statistically, a small number of cells leads to an underestimation of the RSD value, so a sufficiently dense lattice is needed [54]. The result is a limited number of DEM particles in each cell, which reduces the resolution of the calculated particle concentration. Therefore the direct quantitative comparison of the RSD measurements requires both a sufficiently dense mesh and small enough particle size. This has been confirmed by a previous study of a similar mixing process which established that both the lattice density and the particle size have an effect on the RSD in the simulation [17].

Lastly it is possible that the FT4 basic flow energy is not a sufficient response for the optimization of a DEM model for powder mixing and that the model needs to be calibrated against different or additional
experimental measurements to fully capture the mechanics of mixing.

The larger discrepancy of the results when the ends of the mixer are included could be explained by an enhanced boundary effect due to the DEM particle size. In the following section (6.4) we present further analysis of the simulation results to explore this hypothesis.

The homogeneity of the mix was evaluated only at the free surface in both the simulations and the experiments. Therefore there is the question of how representative the free surface is of the entire mixer volume. The simulation results can be used to give an indication of this. In figures 19 and 20 we show the effect of the sampling depth on the RSD. We limit the investigation to the central part of the mixer only, where the simulations provide a better agreement with the experiments. The depth of 20 mm is representative of the depth of the sampling in the experiments and the sampling depth of 110 mm means the entire bed is sampled underneath each cell. The experimental results have been added to the graphs for comparison.

The results show that the homogeneity of the mix was lower on the surface than it was for the full depth and suggest that the state at the free surface is not representative of the full volume of the bed at least for the simulations presented here. However, it is also possible that the differences arise from the increased number of particles in the now taller cells of the lattice in the simulations as discussed before. To improve the confidence in the model validation, more sophisticated experimental techniques such as positron emission tomography (PET) [3], positron emission particle tracking (PEPT) [4-8], X-ray tomography [9, 10] or magnetic resonance imaging (MRI)[11, 12] should be used as these provide information about the internal flow of the powder during mixing.

6.4 Further analysis of the mixing performance

In this section we employ the spatial and temporal coarse-graining method [61] to analyze the performance of the mixer on the basis of the DEM simulations. This method allows the calculation of local macroscopic variables (e.g. stress, solid fraction) from the discrete particle data in DEM simulations. The analysis was performed using the commercial software developed by Particle Analytics Limited [62].

Using this coarse graining technique, it is possible to examine the evolution of mixing by directly visualizing the relative concentration of particles of one type in the simulations. Figure 21 shows the particle concentration at the end of mixing at different positions along the axis of the mixer. The cut planes are normal to the shaft axis and are located at the centerlines of the blades. The values of 1 and 0 correspond to zones fully saturated with opposite particle types and a value of 0.5 corresponds to an ideal mix of the two types. It is also possible to spatially average the results over all planes normal to the shaft axis. This reduces the results to a single value at each point on the shaft axis. Plotting these values against time leads to the 2D plot in Figure 22 that shows the evolution of the particle concentration with time along the shaft axial direction of the mixer.

It can be seen from Figure 22 that initially the particles are completely segregated in the axial direction except for a small mixed region in the center of the mixer where the two powder beds interface. As time progresses the mixed zone spreads axially from the center to the ends of the mixer but never reaches the mixer end-walls. Instead there are clearly visible dead zones where mixing has not occurred for both the wet and dry mixing simulations. These are also visible in Figure 21 on the planes at the ends of the mixer. Whilst dead zones were observed in the experiments, they were not to the extent seen in the simulations and, as discussed before, this could be the cause of the quantitative discrepancy between the simulation and experimental results when the entire mixer volume is considered. The over-prediction of these dead zones could be the result of the particle size used in the simulations.
To investigate the cause of the different efficiency of mixing at high and low moisture contents we analysed the dynamics of the system in terms of the kinetic pressure calculated from Eq. 23.

\[ P_k = \frac{tr(\sigma_k)}{3} \quad (23) \]

where \( \sigma_k \) is the kinetic stress,

\[ \sigma_k = \sum_{i=1}^{N} m_i V_i' V_i' W(r - r_i) \quad (24) \]

\( V_i' \) is the particle velocity fluctuation given by

\[ V_i' = V - V_i \quad (25) \]

\( m_i \) is the particle mass, \( V_i \) the individual particle velocity and \( V \) is the mean particle velocity.

The time averaged kinetic pressure distribution along the shaft axis of the mixer is shown in Figure 23. The wet mixing simulation has significantly higher values of the kinetic pressure, suggesting that it is in higher dynamic regime than the dry mixing one. This could be the explanation of the higher mixing rate both predicted and observed for the wet powders. The higher kinetic pressure during wet mixing could be explained by the lower level of fill, because a shallower powder bed poses less resistance and provides more space for particle movement in the mixer volume.

Figures 24 show the time-averaged kinetic pressure results at the locations of the mixer paddles for both the wet and dry mixing simulations. It can be seen that the values are similar for the central four blades but are significantly lower for the two blades at the axial ends of the mixer. This suggests that these two blades are less effective and their performance could be improved by changing their geometry. The low efficiency of these blades could also explain the predicted dead zones at the ends of the mixer.

7 Conclusions

The predictive capabilities of a visco-elasto-plastic frictional adhesive DEM contact model for simulating the mixing process of zeolite powder with different moisture contents were assessed in this study. To this end, a methodology for the optimization of the DEM model parameters against experimental flow energy measurements from the FT4 powder rheometer was used. The methodology takes advantage of a statistical design of experiments approach in order to reduce the number of simulations required for the optimization. The powder mixing in the MLH12 paddle blade mixer at two extremes of moisture content was simulated and compared to experimental measurements of the homogeneity of the mix in order to validate the model. The following conclusions can be drawn from the work.

The flow energy measurement in the FT4 rheometer increases with increasing moisture content, suggesting that the contribution of inter-particle adhesive forces to the shear resistance of zeolite powder is significant. Overall the moisture content appears to be a major factor in the flow energy measurement for the powder with a fourfold increase in flow energy between the low and high moisture content extremes studied.

The DEM simulations using the final optimized contact model parameters were able to reproduce the measured flow energies for low and high moisture contents with an excellent agreement both in terms of the total flow energy and the evolution of the cumulative energy with time.
With regards to the optimization methodology of the model parameters, the results show that whilst a simple Plackett-Burman Design of Experiments with a linear response model is able to reproduce the total flow energy measurements in FT4, some discrepancies did exist for low values of the total flow energy which suggests a more complex response model, which captures the non-linear terms and the interaction between the model parameters, may be needed. It can be expected that a non-linear response model produced with a higher order DoE would result in a more accurate optimization.

Using the optimized DEM model parameters, the simulations of the mixing process showed a good agreement of the evolution of mixing over time with the experiments but significantly overpredicted the RSD values i.e. predicted a poorer rate of mixing than the experiments. The prediction of mixing rate improved significantly when considering only the central region of the mixer. The poorer prediction for the regions adjacent to the mixer ends can be attributed to the large DEM particle size used or the fact that the DEM model was not optimized against an experimental response involving a powder-steel interaction and therefore may not capture adequately the stress and flow regimes near the mixer end walls. It is also plausible that the total flow energy measurement from FT4 rheometer is not sufficient as a single response for the optimization of the DEM model parameters. Additional powder characterization measurements to better calibrate the model optimization process should improve the predictive capabilities of the DEM model.

The quantitative discrepancies between the simulations and the experiments could also be caused by a non-linear relationship between the colour of the samples and the concentration of each powder in them. Therefore, establishing this relationship experimentally is vital if colorimetry is to be used for the validation of DEM models in powder mixing.

A further source of error could be the effect of the large DEM particle size on the calculation of the RSD in the simulations.

In addition, the simulation results suggest that the mixing state at the free surface of the powder bed is not representative of the entire volume of the powder bed and therefore the adopted strategy of sampling at the superficial region only may be inadequate. More advanced non-invasive experimental techniques should be used to provide information about the internal flow of the powder during mixing.
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Figure 1 Scanning Electron Microscopy image of a virgin zeolite powder sample at x3000 magnification.

Figure 2: Bulk density as a function of moisture content for all zeolite powders. The error bars correspond to the coefficient of variation of the measurements. The dashed line represents the trend for the pink samples as explained in the main text.

Figure 3 FT4 Powder rheometer BFE test measurements: Total Flow Energy vs. Blade Tip Speed.

Figure 4 Normal contact force – normal overlap relationship of the elasto-plastic frictional adhesive contact model [25].

Figure 5 Size and shape of the DEM particles used in the simulations.

Figure 6 DEM simulation of the FT4 powder rheometer (cut through centre of the blade).

Figure 7 Effect of timestep for integration on the cumulative flow energy in FT4 test simulations.

Figure 8 Goodness of the linear model fitted to the DoE results: DEM simulation results vs values predicted by the model. The solid line represents where the points should locate for a perfect fitting.

Figure 9 Comparison of the cumulative flow energy in experiments and DEM simulations, optimized using the linear response model.

Figure 10 Comparison of the cumulative flow energy in experiments with the further optimized DEM simulations.

Figure 11 DEM mixing simulations a) before mixing b) during mixing c) during a stop for sampling

Figure 12 Cell lattice for the calculation of the RSD in the DEM simulations

Figure 14 Temporal evolution of the RSD for low moisture content powders.

Figure 15 Temporal evolution of the RSD for high moisture content powders.

Figure 16 Portion of the cell lattice used for the calculation of the RSD in the center of the mixer.

Figure 17 Temporal evolution of the RSD for low moisture content powders – results for central part of mixer only.

Figure 18 Temporal evolution of the RSD for high moisture content powders – results for central part of mixer only.

Figure 19 Temporal evolution of the RSD for low moisture content powders – effect of sampling depth in the central part of the mixer only.

Figure 20 Temporal evolution of the RSD for high moisture content powders – effect of sampling depth in the central part of the mixer only.

Figure 21 Final state of mix at different locations along the shaft axis at the end of the simulations for both wet and dry powders. The cut planes are normal to the shaft axis.

Figure 22 Temporal evolution of mixing along the axial direction of the mixer for the high and low moisture content powders. The results are spatially averaged over the planes normal to the shaft axis.
Figure 23 Time-averaged kinetic pressure distribution along the shaft axial direction for both wet and dry mixing simulations.

Figure 24 Time-averaged kinetic pressure on planes normal to the shaft axis for both wet and dry mixing simulations.

Tables

Table 1 Particle size distribution of zeolite 4A powder

<table>
<thead>
<tr>
<th>D10 (µm)</th>
<th>D50 (µm)</th>
<th>D90 (µm)</th>
<th>Dispersal</th>
<th>Ultrasonication power</th>
<th>Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7</td>
<td>3.5</td>
<td>6.2</td>
<td>Wet</td>
<td>85 %</td>
<td>2 %</td>
</tr>
<tr>
<td>2</td>
<td>4.1</td>
<td>7.3</td>
<td>Wet</td>
<td>0 %</td>
<td>2 %</td>
</tr>
<tr>
<td>1.1</td>
<td>2.9</td>
<td>5.5</td>
<td>Dry</td>
<td>2 %</td>
<td>2 %</td>
</tr>
</tbody>
</table>

Table 2 Moisture content and bulk density measurements of the zeolite powders. The values correspond to the arithmetic average of the measurements for each material.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Moisture Content (%)</th>
<th>Bulk Density (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_32</td>
<td>32.4</td>
<td>380</td>
</tr>
<tr>
<td>P_19</td>
<td>19.2</td>
<td>455</td>
</tr>
<tr>
<td>P_14</td>
<td>13.7</td>
<td>489</td>
</tr>
<tr>
<td>P_5</td>
<td>4.5</td>
<td>612</td>
</tr>
<tr>
<td>B_30</td>
<td>30.2</td>
<td>566</td>
</tr>
<tr>
<td>W_6</td>
<td>6.3</td>
<td>530</td>
</tr>
</tbody>
</table>
Table 3 Shear moduli, Poisson’s ratios and solid densities used in the simulations.

<table>
<thead>
<tr>
<th>Zeolite</th>
<th>Poisson ratio</th>
<th>v</th>
<th>0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear modulus</td>
<td>G</td>
<td>5.00E+06</td>
<td>Pa</td>
</tr>
<tr>
<td>Solid density</td>
<td>ρ</td>
<td>Variable</td>
<td>kg/m3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stainless steel</th>
<th>Poisson ratio</th>
<th>v</th>
<th>0.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear modulus</td>
<td>G</td>
<td>7.30E+10</td>
<td>Pa</td>
</tr>
<tr>
<td>Solid density</td>
<td>ρ</td>
<td>7800</td>
<td>kg/m3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Borosilicate glass</th>
<th>Poisson ratio</th>
<th>v</th>
<th>0.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear modulus</td>
<td>G</td>
<td>2.40E+07</td>
<td>Pa</td>
</tr>
<tr>
<td>Solid density</td>
<td>ρ</td>
<td>2500</td>
<td>kg/m3</td>
</tr>
</tbody>
</table>

Table 4 Values of the DEM contact model parameters explored in the optimization phase.

a) DoE Parameters

<table>
<thead>
<tr>
<th>Notation</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Restitution coefficient</td>
<td>e</td>
<td>0.2</td>
</tr>
<tr>
<td>Particle-Particle Static Friction</td>
<td>μsp-p</td>
<td>0.1</td>
</tr>
<tr>
<td>Particle - Cylinder Relative Static Friction</td>
<td>χ = μsp-g/μsp-p</td>
<td>0.1</td>
</tr>
<tr>
<td>Particle - Blade Relative Static Friction</td>
<td>ψ = μsp-b/μsp-p</td>
<td>0.1</td>
</tr>
<tr>
<td>Const. Pull-off force (N)</td>
<td>f₀</td>
<td>-1E-2</td>
</tr>
<tr>
<td>Surface Energy (J/m2)</td>
<td>Δγ</td>
<td>0.01</td>
</tr>
<tr>
<td>Particle solid density (kg/m3)</td>
<td>ρₛ</td>
<td>600</td>
</tr>
</tbody>
</table>

b) Linear Response Model Optimization

<table>
<thead>
<tr>
<th>Notation</th>
<th>ρₛ</th>
<th>μsp-p</th>
<th>χ</th>
<th>ψ</th>
<th>f₀</th>
<th>Δγ</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>W_6 LM</td>
<td>600</td>
<td>0.24</td>
<td>0.08</td>
<td>0.11</td>
<td>-0.0045</td>
<td>2.68</td>
<td>0.35</td>
</tr>
<tr>
<td>P_5 LM</td>
<td>600</td>
<td>0.35</td>
<td>0.17</td>
<td>0.19</td>
<td>-0.005</td>
<td>2.56</td>
<td>0.39</td>
</tr>
<tr>
<td>B_30 LM</td>
<td>1400</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>-0.008</td>
<td>1.4</td>
<td>0.6</td>
</tr>
<tr>
<td>P_32 LM</td>
<td>1400</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.6</td>
</tr>
</tbody>
</table>

c) Further Optimization

<table>
<thead>
<tr>
<th>Notation</th>
<th>ρₛ</th>
<th>μsp-p</th>
<th>χ</th>
<th>ψ</th>
<th>f₀</th>
<th>Δγ</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>W_6 FO</td>
<td>600</td>
<td>0.3</td>
<td>0.3</td>
<td>0.4</td>
<td>-1.0E-05</td>
<td>0.01</td>
<td>0.4</td>
</tr>
<tr>
<td>P_5 FO</td>
<td>600</td>
<td>0.69</td>
<td>0.69</td>
<td>0.25</td>
<td>-0.0005</td>
<td>2.06</td>
<td>0.27</td>
</tr>
<tr>
<td>B_30 FO</td>
<td>1300</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>-0.0005</td>
<td>4.5</td>
<td>0.6</td>
</tr>
<tr>
<td>P_32 FO</td>
<td>1600</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>-0.0005</td>
<td>5</td>
<td>0.6</td>
</tr>
</tbody>
</table>
Table 5 DEM input parameters with fixed values.

<table>
<thead>
<tr>
<th>Assumed Parameters</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact plasticity</td>
<td>( \lambda )</td>
<td>0.9</td>
</tr>
<tr>
<td>Loading and Unloading/Reloading exponent</td>
<td>( n )</td>
<td>1.5</td>
</tr>
<tr>
<td>Adhesion exponent</td>
<td>( x )</td>
<td>5</td>
</tr>
<tr>
<td>Particle Poisson Ratio</td>
<td>( \nu )</td>
<td>0.25</td>
</tr>
<tr>
<td>Particle Shear Modulus (GPa)</td>
<td>( G )</td>
<td>5.00E+06</td>
</tr>
<tr>
<td>Tangential Stiffness Multiplier</td>
<td>( K_{\text{tm}} )</td>
<td>0.286</td>
</tr>
</tbody>
</table>

Table 6 Material type and shaft rotational velocity configurations for the simulations and the experiments.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Materials</th>
<th>Shaft Rotational Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wet 110 RPM</td>
<td>P_32 – B_30</td>
<td>110 RPM</td>
</tr>
<tr>
<td>Dry 110 RPM</td>
<td>P_5 – W_6</td>
<td>110 RPM</td>
</tr>
</tbody>
</table>
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Abstract

An investigation on the predictive capabilities of Discrete Element Method simulations of a powder mixing process in a laboratory scale paddle blade mixer is presented. The visco-elasto-plastic frictional adhesive DEM contact model of Thakur et al (2014) was used to represent the cohesive behaviour of an aluminosilicate powder in which the model parameters were determined using experimental flow energy measurements from the FT4 powder rheometer. DEM simulations of the mixing process using the contact model parameters were evaluated against the experimental measurements of the mixing rate. The results demonstrated that whilst the DEM model is capable of reproducing the FT4 flow energy of the powder to an excellent agreement, the simulations of the mixing process produced a qualitative agreement on the trend of the mixing rate in the experiments for both dry and wet powders. The mixing was under-predicted in the simulations, suggesting that flow energy measurements alone may not be sufficient for the optimization of a DEM model of powder mixing.
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1. Introduction

Particulate materials are important in a wide range of industries including the pharmaceutical, chemical, metallurgical, food and others. Within these industrial mixing and blending of materials are some of the most demanding unit operations. Successful manufacturing of a variety of products is heavily dependent on the efficiency of this process, because the final product quality is inherently dependent on the quality of the obtained mixture. Inefficient mixing resulting in a non-homogenous product (typical detrimental effects can include segregation, particle breakage, unwanted agglomeration) can lead to products that might not meet the required quality in terms of chemical composition, colour, texture, flavour, reactivity, or particle size.

A variety of solid mixers are available in industry; these can be divided into two categories: mixers with rotating vessels (rotating drum, double cone blender, V-blenders, octagonal blender) and mixers with fixed vessels and rotating components (ribbon blender, paddle blender, plough mixer, double paddle mixer). Mixers can also be grouped depending on the predominant mixing mechanism that is driving the material such as convection, dispersion and shear [1].

A large amount of experimental and modelling work has been carried out on the mixing of powders in a variety of mixers, but the scientific understanding of the process remains limited. As a consequence the design and selection of appropriate mixing equipment is not straightforward and the common problems related to scale up and operation of mixing processes remain unsolved.

The experimental and numerical tools for the study of mixing in particulate systems are briefly reviewed below and the current developments have been reported extensively in the literature [e.g. 2]. Non-invasive experimental techniques such as positron emission tomography (PET) [3], positron emission particle tracking (PEPT) [4-8], X-ray tomography [9,10] and magnetic resonance imaging (MRI)[11,12] have been applied to look at the material flow, mixing and segregation within a variety of mixing unit operations. Although these techniques can give insightful information regarding the material behaviour within a particular system, they are costly and relatively difficult to access. A cheaper and easily accessible technique is to look at the material flow by optical imaging and post processing methods such particle image velocimetry [12–14]. However, these are limited to a 2D field of views or applied only at the free surface boundaries, which makes it challenging to apply to a plough or paddle type mixer.
Particulate material mixing and segregation in blenders have also been extensively studied numerically using the discrete element method (DEM). Various blender designs and the effect of operating variables (e.g. fill level, operating speed, and material type) have been investigated [15–17]. The motion of individual particles can be tracked in DEM simulations and therefore insight can be obtained into the mechanisms governing particles flow in a variety of mixing processes. The obtained information can then be used to inform the design, selection and operation of powder mixing equipment, reducing the need for pilot studies and speeding up the design optimization process.

Although DEM has been widely used to study a variety of processes, the experimental quantitative validation of the simulation results is rarely reported in the literature [18]. Furthermore, the appropriate methodology to determine DEM input parameters for a given application is often unclear [19]. This is especially true in the case of fine powders which are abundant in industry. Additionally, the computational cost to model a large number of particles of small sizes that constitute fine powders poses a significant challenge for the DEM modelling of these materials.

Often in the literature, the values of the DEM parameters are optimized with a global fitting between DEM simulation and an actual small scale experiment [20]. Extensive work has also been carried out to develop a multi-level parametric sensitivity method to understand the impact of the DEM input parameters on the bulk responses for a given simple system [19], [21]. The proposed approach provides a systematic method that can be used to show the importance of specific input parameters for a given system and then potentially facilitates their selection. Moreover particle scale methodologies have been developed to scale-up particles in a DEM model to capture a material bulk response similar to systems comprised of much smaller particles [22,23]. Considering these recent developments, DEM has become a promising simulation method for fine powders.

DEM simulations of the mixing of non-cohesive bulk solids have demonstrated a measure of quantitative accuracy when appropriate values of the model parameters were used [24]. Therefore, it would be of interest to determine if a quantitatively accurate model for cohesive powder mixing can be produced when its input parameters are appropriately optimized.

This study evaluates the predictive capabilities of a visco-elasto-plastic frictional adhesive DEM model [25] for the simulation of aluminosilicate powder mixing in a laboratory scale mixer. The mixer of choice was the MLH12 (WAM Group) paddle blade mixer, which is a laboratory scale mixer with a capacity of 12 litres. The FT4 powder rheometer was used to characterize the mechanical properties of the powder at a wide range of moisture contents. The test was replicated in DEM simulations and the contact model parameters were optimized to reproduce the experimental total flow energy measurements in the FT4 rheometer. A simple Plackett-Burman design of experiments was used to produce a set of simulations with systematically varied parameter values and a linear response model was fitted to the simulated total flow energy. The response model was then used to determine the input parameters, which produced the closest match to the experimental flow energy measurements. DEM simulations of the mixing process were performed using the optimized model parameters and the mixing rate in the simulations was calculated from the statistical distribution of particle concentrations. Finally, the simulation results were compared against experimental measurements of the mixing rate to assess the predictive capability of the DEM model.

2. Physical and mechanical properties of the test material
Synthetic zeolite powder was used as the test material for this study. It is a fine aluminosilicate powder representative of cohesive powders with challenging behaviour in industrial mixing applications.

The particle size distribution of the powder (Table 1) was measured using a Malvern Mastersizer 2000
particle size analyser [26]. Measurements were made using both a dry and wet dispersal and using two levels of ultrasonication power for the wet dispersal. The mean particle size of the powder (D50) was higher under wet dispersal conditions, demonstrating the ability of the particles to form stable agglomerates even in a water suspension. The mean particle size decreased with the increase in ultrasonication power due to the breakup of these agglomerates by the ultrasonic waves passing through the suspension. A Scanning Electron Microscopy (SEM) image of a powder sample (Figure 1) shows the tendency of the particles to agglomerate together due to van der Waals and liquid bridge type forces. On the bulk scale the powder was also observed to form stable agglomerates of millimeters in size, especially at higher moisture contents. Moreover, the non-spherical nature of the individual particles is evident from the SEM images suggesting that particle interlocking might have a significant effect on the bulk strength and flowability of the material.

The physical and mechanical properties of the zeolite powder were determined at several moisture contents in order to capture the wide range of its flow behaviour and to encompass a variety of operational conditions, found in industrial powder mixing applications. Batches of pink or blue coloured powder with different moisture contents were prepared. The powders were coloured, because the subsequent mixing experiments relied on colour measurement to quantify the rate of mixing. The highest moisture content powders of each colour were prepared by adding distilled water and dye to the powder and mixed to homogeneity in the MLH12 mixer. Powders at lower levels of moisture content were made by oven drying the high moisture content powders at 200°C. A halogen moisture balance was used to determine the total moisture content of all batches, making three measurements for each. The instrument uses a halogen lamp to heat a sample to 110°C and measure the change in its mass. The moisture content is then calculated from Eq. 1.

\[ w_t = \frac{M_w}{M_t} \]  

where \( M_w \) is the mass of water and \( M_t \) is the total mass of the sample.

Additionally, the bulk density of the powders was determined by filling the 160 ml glass cylinder of the FT4 powder rheometer with powder and measuring its mass. The resultant materials and their properties are listed in Table 2 and plotted in Fig. 2. The notation for each powder consists of a letter and a number. The letter indicates the colour of the powder – P for pink, B for blue and W for white (no dye added), while the number indicates the moisture content of the powder to the nearest integer.

Figure 2 shows the bulk density as a function of the moisture content of the different tested materials. The addition of a chemical dye to the powder could alter the chemical and mechanical properties of the particles and hence, the bulk properties of the material as a whole. It could, for example, affect the van der Waals forces and therefore particle agglomeration. Therefore only the properties of powders of the same colour can be rigorously compared. The effect of moisture content on the bulk density was assessed for the pink coloured powders as shown by the dashed line in Figure 2. The bulk density initially decreases with increasing moisture content resulting in an increase in porosity caused by the formation of liquid bridges between the particles which keep them slightly apart. As moisture content increases towards saturation, the bulk density reaches a minimum before increasing again due to the mass of the added water and a reduction of porosity with the disappearance of liquid bridging between particles.

The FT4 powder rheometer is increasingly used for characterization of powder flowability both in academia and industry [27]. It can measure some of the mechanical properties traditionally employed for the evaluation of powder flow behaviour, such as shear strength, compressibility and permeability. Furthermore, a common methodology for characterizing powder flowability with this instrument is the measurement of flow energy, which is the energy needed to drive an impeller blade through a bed of powder. The flow energy has been reported to correlate well with traditional flowability characterization techniques [27,28]. Using this methodology, the powder flowability is characterized in a dynamic flow.
regime and under free surface conditions [28]. This is in contrast with the traditional methodologies which characterize the flowability in a quasi-static regime. Powder mixing in paddle-blade mixers, which is the process targeted in the current study, also occurs under dynamic flow and free surface conditions. This apparent correspondence between the flow conditions in the characterization experiment and the process under investigation suggests that the flow energy could be a relevant measurement of powder flowability for this study.

The Basic Flow Energy (BFE) test of the FT4 Powder rheometer, used for the determination of the flow energy, is described in full detail elsewhere [28]. In this test an impeller blade moves through a bed of powder. The movement of the impeller is defined by the helix velocity of the blade termed the blade tip speed. The incremental flow energy as the blade ploughs through an increment depth $dz$ is calculated from the translational and rotational work of the blade using Eq. 2.

$$E_f = \left( F + \frac{T}{R\tan(\alpha)} \right) dz \quad (2)$$

where $F$ and $T$ are the instantaneous vertical force on the bottom of the vessel and the instantaneous torque on the shaft of the blade respectively, $R$ is the radius of the impeller and $\alpha$ is the helix angle of the blade path.

The cumulative flow energy required for the blade to penetrate the sample to a depth $z$ is then:

$$E_c = \int_0^z \left( F + \frac{T}{R\tan(\alpha)} \right) dz \quad (3)$$

and the total flow energy at the end of the test $E_T$ is the cumulative energy at the maximum penetration depth of 70 mm.

While the evolution of the cumulative energy with depth can be obtained from the test, only the total flow energy is commonly used to characterize the powder flowability. In general, higher total flow energy corresponds to lower flowability and vice versa.

All test powders were characterized using the standard BFE test procedure proposed by Freeman [28] in which the 48 mm impeller blade was used. Initially a conditioning cycle was performed in which the blade slowly moved upwards clockwise through the sample at a helix angle of 5° and a blade tip speed of 60mm/s to create a reproducible loose packing state. The glass cylinder containing the sample was then split at the top to level off excess material, which resulted in a cylindrical powder bed, 80mm high and 50mm in diameter. Finally the impeller was driven anti-clockwise from the top to the bottom of the bed at a given blade tip speed to measure the flow energy.

The full set of measurements consisted of 11 test runs on the same sample at different blade tip speeds. According to the standard procedure, the first 8 test runs were performed at a blade tip speed of 100mm/s and a further three were performed at 70, 40 and 10 mm/s respectively. The previously described conditioning cycle was performed before each run to erase the stress history effect of the previous run. The results of the total flow energy as a function of the blade tip speed are shown in Figure 3. The measurements were repeated three times for each test condition, i.e. material and blade tip speed, and the average value and coefficient of variation was computed. An average value of the coefficient of variation for each test set is indicated in square brackets and demonstrates the good repeatability of the measurements.
The total flow energy measurements for the pink powders clearly differentiate between the two moisture content extremes (powders P_5 and P_32). The results for these two powders show that an increase in moisture content leads to an increase in flow energy, which could be explained by higher inter-particle adhesion due to liquid bridging. The results for the intermediate moisture content powders (P_14 and P_19) do not follow this trend however, so the relationship between moisture content and flow energy for the powder appears to be more complex when the full range of moisture contents is considered.

It is interesting to note that at low moisture contents (powders P_5 and W_6), the total flow energy increases markedly when the blade tip speed decreases. The trend is similar at intermediate moisture contents (powders P_14 and P_19) although it is less pronounced. This behaviour has been observed before [27,28], but an adequate explanation has not been proposed. It is worth noting that the wettest powders (P_32 and B_30) behave differently from the rest, showing an initial decrease in flow energy between the 70mm/s and 100 mm/s tests. A potential explanation for this difference in behaviour could be the method of preparation described before, in which the lower moisture content powders were made by oven drying and could therefore have altered mechanical properties.

3. Modelling methodology

The discrete element method (DEM) has been shown to be a powerful numerical method for modelling granular materials. DEM which was initially proposed by Cundall and Strack in 1979 [29] uses discrete particles that are allowed to overlap to mimic the particle contact deformation. The particles interact through contact forces that are calculated based on the magnitude of the overlap or interpenetration distance. Based on Newton’s second law of motion, the position and velocity of the particles is calculated by integrating the total force on each particle with respect to time. The discrete representation of the material makes this method suitable for modelling particulate solids and processes where large discontinuous deformations take place in the material.

One of the crucial aspects for the successful application of DEM is to formulate contact force models capable of reproducing the mechanical behaviour of the real material. In the case of cohesive powders, this becomes very challenging since adhesive forces can have different physical origins including liquid bridges, electrostatic and van der Waals forces. Several DEM contact models have been proposed in literature to model the different types of adhesive forces between individual particles [30–34] and have been shown to be able to reproduce the behaviour of these forces. However they require the DEM particles to be of the size of the real powder particles. This approach becomes impractical because of the prohibitive computational time required to simulate the huge number of particles in an industrial system. For instance, a small powder specimen of 1 cm³ can contain more than 10⁹ micro-sized powder particles and one second of the simulation would take several years on a 12-core workstation. Furthermore, these adhesive contact models are only valid for the very simple cases of 2D disks or 3D spheres whereas in reality, the powder particles have complex shapes and the surfaces present asperities that render these models unsuitable for modelling real powders accurately in the current state of the art of DEM simulations.

In this study, the behavior of cohesive powders was modelled by means of a visco-elasto-plastic frictional adhesive contact model recently proposed by Thakur et al. [25]. The contact model does not attempt to model the source of each adhesive force precisely. Instead it is based on modelling the experimentally observed phenomena that when two particles or agglomerates are pressed together, they undergo elastic and plastic deformations, and that the pull-off (adhesive) strength increases with an increase of the plastic contact area. The target is therefore to use this phenomenological based model to capture the macroscopic mechanical behaviour observed in typical bulk characterization experiments. The model has been shown to be capable of providing good quantitative predictions of the behaviour of cohesive materials under different loading conditions including compression and shear failure [23,35].
The contact model comprises of a hysteretic spring for the normal force to capture the effect of the plastic deformation on the contact surface of the particles during compression. The loading and unloading/reloading branches of the hysteretic spring are defined by the stiffness parameters $k_1, k_2$ respectively and an exponent $n$ that allows for non-linearity in the contact stiffness. The contact model also has a load dependent adhesive branch that captures the increase of the adhesive pull-off force with the increase of the contact surface due to plastic deformation. This branch is defined by the adhesive stiffness parameter $k_{adh}$ and the exponent $x$ that takes into account the non-linear reduction of the attractive force when two particles are separating [36]. The maximum adhesive normal force is defined by

$$f_{\text{min}} = \frac{3}{2} \pi \Delta \gamma a$$

where $\Delta \gamma$ represents an adhesion surface energy that is an input parameter of the simulation and $a$ is the contact patch radius. Note that this limiting force has a similar form to that found in JKR [37] and DMT [38] theory for adhesive contacts. Finally, a constant pull-off force $f_o$ is also included to mimic any van der Waals type adhesive forces. A schematic representation of the hysteretic spring normal force as a function of the contact normal overlap is shown in Figure 4.

The total normal contact force $f_n$ is calculated as the sum of the hysteretic spring force $f_{\text{hys}}$ and the normal viscous damping force $f_{nd}$:

$$f_n = f_{\text{hys}} + f_{nd} \quad (4)$$

The hysteretic spring force is mathematically expressed by:

$$f_{\text{hys}} = \begin{cases} f_0 + k_1 \delta^n & \text{if } k_2 (\delta^n - \delta_p^n) \geq k_1 \delta^n \\ f_0 + k_2 (\delta^n - \delta_p^n) & \text{if } k_1 \delta^n > k_2 (\delta^n - \delta_p^n) > -k_{adh} \delta^n \\ f_0 - k_{adh} \delta^n & \text{if } -k_{adh} \delta^n \geq k_2 (\delta^n - \delta_p^n) \end{cases} \quad (5)$$

The normal damping force $f_{nd}$ is computed as:

$$f_{nd} = \beta_n v_n \quad (6)$$

where $v_n$ is the magnitude of the relative normal velocity of the pair of particles in contact and $\beta_n$ is the dashpot coefficient calculated as:

$$\beta_n = \sqrt{\frac{4 m^* k_1}{1 + \left( \frac{\pi}{\ln e} \right)^2}} \quad (7)$$

with the coefficient of restitution $e$, the equivalent mass of the particle $m^*$ defined as $m_i m_j / (m_i + m_j)$ where $m_i$ and $m_j$ are the masses of the two particles in contact.

Similar to the normal force, the total tangential force $f_t$ is the sum of the tangential spring force $f_{ts}$ and the tangential viscous damping force $f_{td}$:

$$f_t = f_{ts} + f_{td} \quad (8)$$

The tangential spring force is computed in an incremental way as:

$$f_{ts} = f_{ts(n-1)} + \Delta f_{ts} \quad (9)$$
where \( f_{ts(n-1)} \) is the tangential force spring force in the previous time-step and \( \Delta f_{ts} \) is the increment of the tangential force given by:

\[
\Delta f_{ts} = -K_{tm} k_1 \delta_t \quad (10)
\]

where \( K_{tm} \) is the tangential stiffness factor and \( \delta_t \) is the increment of the tangential overlap. The tangential damping force \( f_{td} \) is defined by the tangential dashpot coefficient \( \beta_t \) and the relative tangential velocity as:

\[
f_{td} = -\beta_t v_t \quad (11)
\]

The tangential dashpot coefficient is expressed:

\[
\beta_t = \frac{4 m^* K_{tm} k_1}{\sqrt{1 + \left( \frac{\pi}{\ln \delta} \right)^2}} \quad (12)
\]

The limiting tangential friction \( f_{ct} \) is calculated using the Coulomb friction criterion including the additive terms \( f_0 \) and \( k_{adh} \delta \):

\[
f_{ct} \leq \mu (f_n + k_{adh} \delta^* - f_0) \quad (13)
\]

where \( f_n \) is the contact normal spring force and \( \mu \) is the friction coefficient.

In the current investigation, an exponent \( n = 3/2 \) was used for the loading and unloading/reloading branches of the contact model. In this case, it is worth to note that the loading branch becomes equivalent to the standard Hertz theory. Therefore, a similar approach based on the equivalent Young’s modulus \( E^* \) and the equivalent radius of the particles involved in each contact \( R^* \) has been followed to calculate the value of the loading stiffness parameter \( k_1 \):

\[
k_1 = \frac{4}{3} \sqrt{r^*} E^* \quad (14)
\]

where \( E^* \) is defined as \( 1/E^* = (1 - \nu_i)/E_i + (1 - \nu_j)/E_j \) and \( r^* = r_i r_j/(r_i + r_j) \) with \( E_{i,j}, \nu_{i,j} \) and \( r_{i,j} \) being the Young’s modulus, Poisson ratio and radius of each particle in contact. Moreover, the Young modulus of the particles is calculated as \( E_{i,j} = 2G_{i,j} (1 + \nu_{i,j}) \) where \( G_{i,j} \) is the shear modulus of the particles.

The unloading/reloading stiffness is expressed as a function of the loading stiffness \( k_1 \) with a contact plasticity parameter \( \lambda_p \) as follows:

\[
k_2 = \frac{k_1}{1 - \lambda_p} \quad (15)
\]

Note that the contact becomes purely elastic when \( \lambda_p = 0 \) with contact plasticity approaching rigid-plastic as the value of \( \lambda_p \) tends to one.

4. DEM representation of the physical system
In DEM, the bulk material is represented by discrete spherical or multi-spherical particles. The shape and size of these particles affects the mechanical behaviour of the model and their representation is an important aspect of DEM simulations.

The non-spherical shape of the powder particles can be seen in the SEM images in Figure 1. Mechanical interlocking of non-spherical particles could be a significant source of bulk shear strength of a granular material and therefore can affect its flowability. Hartl and Ooi [39] have shown that the geometric interlocking from non-spherical particle interaction has a significant effect on the bulk internal friction of a granular material and should be introduced in DEM simulations to capture the bulk shear strength of the material. The same study demonstrated that the exact shape of the particles does not need to be replicated and a two sphere paired particle with an aspect ratio larger than one can provide a satisfactory quantitative prediction. Bharadvaj et al. [40] studied the effect of particle aspect ratio on the simulated flow energy in the FT4 powder rheometer using paired particles of various aspect ratios. The authors established that introducing a particle aspect ratio of 1.25 caused a significant increase in the predicted flow energy but increasing the aspect ratio further up to 2 did not make any further difference. Therefore the non-spherical paired particle with an aspect ratio of 1.25 shown in Figure 5 was used in the simulations.

As discussed before, bulk materials consist of very large numbers of particles per unit volume and simulating industrial processes using the physical particle size becomes extremely computationally expensive in DEM simulations. This is especially true for powders which have a mean particle size in the micro scale. Some level of particle upscaling is therefore needed to make DEM simulations practical. In this study, the particle size was upscaled two orders of magnitude to achieve practical computational times. Studies have shown that the contact-model, outlined above, is capable of quantitatively capturing the bulk mechanical behaviour of powders at similar levels of particle upscaling as long as the scaling laws are applied correctly [22,23,25]. Concerning the particle size distribution, the study by Bharadvaj et al. [40] suggests that it has no significant effect on the simulated flow energy in the FT4 rheometer at this level of particle upscaling. Therefore, mono-dispersed particles were adopted in the simulations presented in this paper. This decision can be further justified by the narrow particle size distribution of the zeolite powder.

The Basic Flowability Energy test of the FT4 powder rheometer was replicated in EDEM, which is a widely used commercial DEM code, previously verified against a set of benchmark tests by Chung and Ooi [41].

The contact model described in section 3 was used for the particle-particle interaction in order to capture the elasto-plasticity and stress dependent cohesive strength of the zeolite powder. The powder particles were not observed to adhere to the surface of the glass vessel or the blade of the instrument during the tests, despite their small mass. This suggests that the adhesion forces between the particle and these surfaces are negligible. Therefore, the purely elastic non-adhesive Hertz-Mindlin contact model with a tangential frictional slider [42] was used for the particle-geometry interaction.

The DEM material parameters used in the simulations are given in Table 3. Experimentally measured values were directly assigned for the parameters of the vessel and the blade [43]. However, assigning such values to the particle material is less meaningful due to the adopted mesoscopic modelling approach. This will be explained in more detail in section 5.

One parameter of special significance is the particle shear modulus. It is the determining parameter with respect to the overall stiffness of the system and hence the critical time-step for numerical stability [44]. A higher particle shear modulus leads to a lower critical time-step and longer computational times. The particle shear modulus was therefore chosen low enough to produce practical computational times but high enough to avoid excessive normal particle overlaps. From a physical point of view, the adopted low
value is not unreasonable considering that each particle in the simulation represents a powder agglomerate, which is quite soft in reality.

The standard test procedure of the BFE test, described in section 2, was reproduced in the simulations. The particles were generated using a random particle factory in EDEM and were allowed to fall and settle into the vessel under gravity, to mimic the experimental filling procedure as close as possible. The system was kept at rest until the total kinetic energy reached values below $10^{-5}$ J to ensure static conditions were attained.

As Bharadwaj et al. [40] has established that the conditioning cycle of the test has no effect on the flow energy in DEM simulation, the conditioning cycle was omitted in this study to reduce the required computational time. After filling, the splitting of the sample was achieved by accelerating the upper cylinder in the horizontal direction to a velocity of 0.05 m/s in 1 second and then reversing the motion. In the final step the blade was moved into the bed at a 100mm/s blade tip speed and a helix angle of 5°, which correspond to the highest blade tip speed test. Images of the simulation during the different stages of the test are shown in Figure 6.

The instantaneous vertical force and torque on the shaft of the blade were exported from the simulations with a sampling frequency of 20 Hz, which corresponds to the sampling frequency of the physical experiments. The evolution of the cumulative flow energy with penetration depth was then calculated from the instantaneous measurements using Eq. 2 and 3. An example of the simulation results can be seen in Figure 7.

The importance of selecting an appropriate value for the time-step in DEM simulation has been discussed before [44]. The effect of the time-step on the simulation results was explored by running identical simulations with the values of $0.2 \times T_R$ and $0.05 \times T_R$, where $T_R$ is the Rayleigh time-step value calculated from Eq. 16.

$$T_R = \left( \frac{\pi r}{0.163 v + 0.8766} \right) \sqrt{\frac{\rho}{G}} \quad (16)$$

where $r$ is the radius of the particles, $v$ is the Poisson ratio, $\rho$ is the particle solid density and $G$ is the shear modulus.

The results are plotted in Figure 7 and show that the size of the time-step has no effect on the flow energy within this range of values. Therefore a value of $0.2 \times T_R$ was chosen for all simulations, to minimize the required computational time.

5. Determination of the DEM contact model parameters

The determination of appropriate values of the DEM contact model parameters is essential in order to get accurate quantitative predictions of the behaviour of the material in a physical process. Two broad approaches can be found in the literature. The first one consists of determining the properties of the individual particles that are related to the parameters of the DEM contact model [45,46]. This approach usually requires time-consuming and expensive experimental techniques which make it not feasible for industrial cases. Moreover, even if the properties of the individual particles can be measured, the predictions obtained by means of the DEM simulations may not be in good agreement with the experiments because the DEM particle is often a drastic simplification of the real particle. The second approach consists of determining the value of the DEM contact model parameters so that the simulations are able to reproduce the mechanical response of the material observed in selected bulk experiments [45,47–49]. For this approach, it is of vital importance that the bulk experiments and responses obtained
from them are representative of the loading regimes that the material experiences in the process under investigation.

In this study, the second approach based on matching the experimental and numerical responses from a bulk test was followed. As discussed in section 2 the FT4 rheometer has been chosen as a suitable test for characterising the rheological behaviour of the powders [28]. Furthermore, its total flow energy measurement is correlated well with the flowability of bulk materials, which is expected to be an important property with respect to powder mixing. Thus, the determination of the model parameters is based on reproducing the total flow energy of the powder material in the FT4 test at a tip speed of 100 mm/s. This is the highest tip speed test that can be performed with the FT4 rheometer and was chosen as the most representative of the loading regime that the material experiences during the mixing process, where blade velocities are even higher.

The determination of the values of DEM contact model parameters is usually achieved by trial and error. However, this approach becomes very time consuming since many different combinations of the values of the contact model parameters need to be tested until the DEM simulation matches the experimental response selected for parameter optimization. Moreover, this process would need to be repeated from scratch for materials with different values of the bulk response.

An alternative approach is to take advantage of Design of Experiments (DoE) [21,50] to reduce the number of simulations that need to be conducted. The results from the simulations in a DoE can be used to establish a response function that relates the values of the DEM model parameter with the bulk responses.

In this investigation a Plackett-Burman design of experiments [51] was selected to speed-up the determination of the contact model parameters. This kind of design of experiments is suitable for screening of parameters and determining principal effects of the different parameters on the bulk response. Its main advantage is that the number of points needed is low and as a consequence the number of simulations to be run is reasonable. Nevertheless, this kind of DoE does not provide information on any interaction effects between the parameters or any non-linear effects in the responses.

The Plackett-Burman design was applied for the DEM model parameters listed in Table 4a. For each contact model parameter low and high values were defined so that a spectrum of total flow energies can be reproduced. In the case of the particle-cylinder static friction $\mu_{sp-c}$ and particle-blade static friction $\mu_{sp-b}$, their values were always lower than or equal to the particle-particle static friction $\mu_{sp-p}$. This was achieved by defining the particle-cylinder relative static friction $\chi = \mu_{sp-c}/\mu_{sp-p}$ and particle-blade relative static friction $\psi = \mu_{sp-b}/\mu_{sp-p}$ that was constrained to a high value equal to one.

The resulting design consisted of a set of 12 different simulations with the combinations of the high and low values specified for the DEM parameters. Simulation of the FT4 basic flowability energy test was run for each of these combinations. From each simulation, the total flow energy was calculated from the force and torque on the blade geometry as described in Eq. 2 and Eq. 3.

In order to establish an empirical correlation between the values of the DEM contact model parameters and the total flow energy $E_t$, the data obtained from the simulations of the DoE were fitted by the following linear response model:

$$E_t = c_0 + c_1 e + c_2 \mu_{sp-p} + c_3 \chi + c_4 \psi + c_5 f_0 + c_6 \Delta \gamma + c_7 \rho_s$$  \hspace{0.5cm} (17)

where the $c_n$ are the coefficients to be determined by fitting the simulation data.
The goodness of fit of Eq. 17 was evaluated by plotting the values of total flow energy measured in the simulations as a function of the values of the total flow energy predicted by the linear response model (Figure 8). The results show that the linear model is able to capture the overall trend of the total flow energy within the explored range of values of the DEM contact model parameters. Nevertheless, they also show some discrepancies, especially for low values of the total flow energy where the model predictions are not so accurate. This fact could be due to the simplicity of the linear model which is not able to capture non-linear effects of the contact model parameters or interactions between them. A potential improvement of the predictions could be achieved by means of a more sophisticated model including quadratic and interaction terms. For this purpose, a three level DoE such as Box-Behnken or Central Composite Designs would be needed [50]. This would imply a larger number of simulations and is out of the scope of the current investigation.

The linear response model fitted to the results of the DoE was used to optimize the contact model parameters in order to reproduce the experimental total flow energy of the test materials. This range of materials includes both low and high moisture contents in the powders (see section 2). The optimization was conducted by means of the function fmincon of Matlab® [52]. The objective function f to minimize during the optimization process was defined as the absolute value of the relative error between the experimental total flow energy $E_t^{exp}$ and the value predicted by the linear response model $E_t^{LM}$ obtained in section 5:

$$f = \left| \frac{E_t^{exp} - E_t^{LM}}{E_t^{exp}} \right|$$ (18)

The optimization of the parameters was conducted separately for each of the powder materials. In all cases the final value of the objective function was lower than 0.03, which corresponds to a relative error lower than ±3%. The values obtained for the DEM contact model parameters for each tested material are shown in Table 4b.

In order to check the results obtained from the optimization using the linear model, the values of the contact model parameters were used to simulate the FT4 BFE test. For each simulation the evolution of the cumulative flow energy $E_c$ with the penetration depth was computed (see Eq. 2 and 3) and compared with their corresponding experimental curves. The numerical and experimental curves for the four different materials are shown in Figure 9. In the case of the powders with high moisture content (B_30 and P_32), the experimental and numerical curves are in good agreement. However, larger discrepancies are observed for the powders with low moisture content (P_5 and W_6). This is attributed to the capability of the linear response model to reproduce the relationship between the DEM contact model parameters and the total flow energy in the simulations. As discussed before, the accuracy of the linear model is biased towards high values of the total flow energy observed in powders B_30 and P_32 and as a consequence, the results of the optimization for these cases are in agreement with the experimental values. However the predictions of the linear model show significant discrepancies for low values of total flow energy and as a result, the simulated curves obtained with the optimized parameters for P_5 and W_6 deviate significantly from the experimental ones. As stated previously, this problem could be solved by augmenting the DoE so that a more complex response model could be used to reproduce more accurately the relationship of the DEM contact model parameters and the total flow energy.

A further optimization of the parameters was conducted for the powders in order to get closer agreement between the numerical and experimental flow energy curves. This was performed by further tuning the parameter estimates obtained from the optimization of the linear model. The results of this further optimization of parameters are shown in Figure 10 and Table 4c. An excellent agreement between the
numerical and experimental curves can be observed for all powders. These further optimized values of the DEM contact model parameters will be used in the next section for simulating the mixing process with the aim of evaluating the predictive capabilities of the DEM simulations against mixing experiments.

The model parameters, not included in the design of experiments, were assigned the fixed values shown in Table 5. The value adopted for the particle shear modulus was discussed in the previous section. The contact plasticity was set to $\lambda = 0.9$ to take into account the high plasticity of the powder material. In the case of the tangential stiffness multiplier, its value was set to $2/7$ as suggested in previous studies in the literature for a hysteretic spring contact model [53]. The exponent $n$ for the loading and unloading/reloading branches was set to $3/2$ and the exponent of the adhesion branch was set to $x = 5$ to include non-linearity of the load dependent adhesion branch as observed in experimental AFM measurement for silica particles [36]. Finally, the rolling friction coefficient for all contacts was set to the low value of 0.01, because the rolling resistance of the particles was accounted for in the simulations by the use of the non-spherical paired particles of aspect ratio 1.25 [40].

6. Assessing the predictive capabilities of the optimized DEM models for powder mixing

6.1 Mixing simulations

DEM simulations of powder mixing in the MLH12 [54] laboratory scale paddle blade mixer were performed. The mixer consists of a cylindrical vessel with a rotating shaft, passing through its centre. The vessel is 220 mm in diameter, 350 mm long and with a capacity of approximately 12 litres. The geometry of the mixer was replicated in the simulations. The shaft and vessel of the mixer are entirely made of stainless steel and were assigned the relevant material properties (shear modulus, Poisson’s ratio and density) as listed in Table 3.

The mixing of the lowest and the highest moisture content powders was studied to provide the two extreme cases for the comparison between simulations and experiments. The test configurations are listed in Table 6.

The powder material was represented with the same DEM particle shape and size used in the previous simulation of the FT4 powder rheometer (see section 4) in order to remain consistent with the conducted optimization of the contact model parameters. The further optimized contact model parameters listed in Table 5 were used. However, the contact parameters between two types of powders in each simulation have not been measured. A simple approach of using the averaged optimized parameter values for the contact between particles representing different powders was adopted in this study.

The initial state of the mixing simulations was a completely segregated lateral fill (see figure 11a) which replicated the experimental conditions. This was achieved by generating 600 grams of particles representing each of the two materials using the random rainfall method. The resultant level of filling was approximately 12% and 25% for the simulations with high and low moisture content powders respectively. The experimental mixing process was replicated in the simulations. The experiments included stopping the mixer for sampling at specific time intervals and this was also included in the simulations. At each stop in the simulation the system was kept at rest until the total kinetic energy of the particles was lower than $10^{-5}$ J. Images of the simulations at different stages can be seen in Figure 11.

The mixing rates in the simulations were calculated to compare against the experimental measurements. The mixing rate was characterized by the temporal evolution of the homogeneity of the mix. The mix homogeneity at a given time can be quantified in DEM simulations using a variety of statistical methods [55]. One such method, which has been successfully used before, is the calculation of the relative standard deviation of particle concentrations in a number of samples within the mixer volume[17,56].
This simple but effective approach was adopted in the present study. The relative standard deviation (RSD) of the concentration of particles of one of the powder materials in the samples was calculated using Eq. 19:

\[
RSD = \frac{\sigma}{\bar{x}}, \quad \sigma = \sqrt{\frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n - 1}}
\]  

(19)

where \(x_i\) is the concentration of particles of one of the power materials in sample \(i\), \(\bar{x}\) is the mean concentration over all samples and \(n\) is the total number of samples. A value of RSD equal to 1 corresponds to a completely segregated state and a value close to 0 to a perfectly random mix. To avoid the disproportional effect of samples with a small number of particles, the average number of particles in each sample was computed and only those containing more particles than the average were included in the calculation [16].

The sampling procedure was implemented by discretizing the volume of the mixer using the lattice shown in Figure 12. In the experiments, the sampling was done at the surface of the powder bed only. This procedure was mimicked in the simulations by exporting the particle coordinates and detecting the particle with the largest positive y-coordinate in each cell during each stop. In the case where there were particles resting on top of the mixer shaft, those particles were ignored for the detection. The particles which were at a given depth below the maximum detected y-coordinate were then included in the sample for the calculation of the RSD values. A depth of 20 mm was used as an estimate of the sampling depth in the experiment. This procedure ensured that the state of the mix was evaluated on the surface of the powder bed in both the simulations and the experiments.

Using a lattice with a small number of samples can lead to an underestimation of the RSD values and therefore the effect of the lattice density was explored. The 28 by 28 lattice (Figure 12) was found to be sufficiently dense as increasing the number of samples further did not affect the results.

6.2 Mixing experiments

Mixing experiments corresponding to the test configurations in Table 6 were performed in order to provide experimental data for the validation of the DEM model. A completely segregated lateral fill was created in the MLH12 laboratory mixer, by adding 600 grams each of two powders of different colours. This resulted in a level of fill of approximately 16% and 20% for the high and low moisture content experiments respectively.

Colour measurement has been used in a number of studies for the evaluation of different mixers and mixing conditions [57–59]. Barling et.al. (2014) successfully used colour measurement to study different technologies and process conditions for mixing of lactose powders (white colour) with iron oxide tracer (red colour) in order to identify their effect on the mixing behaviour and mixture quality.

In this study, the performance of the mixing process was characterized by measuring the colour of powder samples taken from eight different locations in the mixer (see figure 13). To this end, the mixer was periodically stopped and material was scooped only from the surface of the settled powder bed to minimize disturbance to the mixture. For the sampling points in the region of the shaft of the mixer, the samples were taken from the surface underneath the shaft and not from the powder resting on top of it. The material was scooped to a depth of approximately 20 mm to provide a large enough sample for colour measurement and the sample was then returned to the same location after the measurement.

The bulk colour of each sample was analysed using the Konica Minolta Chroma Meter colorimeter [60].
The colour was characterized in the CIELAB colour space in terms of a lightness channel $L^*$ and two colour channels – $a^*$ and $b^*$. The compound colour of each sample was quantified by the chroma, calculated from Eq. 20.

$$C^* = \sqrt{(a^* \, b^*)^2} \quad (20)$$

The homogeneity of the mix was quantified by the relative standard deviation of the chroma measurement over the eight sampling points, calculated from Eq. 21. This allowed the experimental and simulation results to be compared against the same measure.

$$\text{RSD} = \frac{\sigma}{\bar{C}^*}, \quad \sigma = \sqrt{\frac{\sum_{i=1}^{n} (C^*-C_i^*)^2}{n}} \quad (21)$$

where $C^*$ is the chroma value defined in Equation 20, $C_i^*$ is the chroma value in sample i, $\bar{C}^*$ is the average chroma value and n is the number of sampling points.

The $L^*$ measurements, which indicate lightness, were found to be nearly constant for all samples and were not used in the study.

6.3 Comparison between simulations and experiments

Here the simulations are compared against experimental measurements to assess the accuracy of the model. Only limited information is available from the experiments and therefore the validation process was based only on the rate of mixing, which is often the parameter of interest in industrial mixing applications. As discussed before, the relative standard deviation (RSD) of particle concentrations in the simulations and chroma measurements in the experiments were used to characterize the homogeneity of the mixture at a given time. The temporal evolution of the RSD can then be used as an indication of the mixing rate.

A comparison between the experimental and simulation results for the high and the low moisture content powders can be seen in figure 14 and figure 15 respectively. Despite the optimization, the DEM simulations overpredicted the experimental RSD values (i.e. underpredicted the degree of mixing). However, the agreement between the simulation and the experiments improves when examining only the results for the sampling points away from the end boundaries of the mixer (points 3 to 6 in Figure 13) with the corresponding region in the simulations as shown in Figure 16. The results for these cases are shown in figures 17 and 18. Notably, the DEM modelling appears to give a satisfactory prediction of the trend for the RSD for both moisture content extremes. However significant quantitative differences still exist in the RSD values from simulation and experiment which are further explored with the following explanations.

Firstly, the relationship between the chroma of a sample and the concentration of the two coloured powders in it may not be directly comparable. Indeed, previous studies have shown that this relationship can be complex and non-linear [68]. Therefore the direct quantitative comparison of the two RSD values as presented above becomes questionable. This issue could be addressed if an experimental calibration of the chroma measurements with respect to the concentration of the two coloured powders in a sample is carried out.

Secondly, the adopted large DEM particle size could have an effect on the RSD calculation in the simulations. Examining equation 19 it is clear that the value of the RSD is dependent both on the number
of cells in the lattice used for the calculation and the concentration of particle types in each cell. Statistically, a small number of cells leads to an underestimation of the RSD value, so a sufficiently dense lattice is needed [55]. The result is a limited number of DEM particles in each cell, which reduces the resolution of the calculated particle concentration. Therefore the direct quantitative comparison of the RSD measurements requires both a sufficiently dense mesh and small enough particle size. This has been confirmed by a previous study of a similar mixing process which established that both the lattice density and the particle size have an effect on the RSD in the simulation [17].

Thirdly, the observed discrepancies could stem from the adopted simple approach of using the averaged values of the optimized contact model parameters for the two coloured powders to model the contact between particles representing each powder. An alternative may have been to determine the parameters for this contact by optimizing their values using the flow energy of a mixture of the two powders. A potential challenge in this case would be to capture the flow energy of mixtures with a range of ratios of the two powders using a single set of parameter values. This would be important since the powder mixture is not uniform in time and space within the mixer.

Lastly it is possible that the FT4 basic flow energy is not a sufficient response for the optimization of a DEM model for powder mixing and that the model needs to be calibrated against different or additional experimental measurements to fully capture the mechanics of mixing.

The larger discrepancy of the results when the ends of the mixer are included could be explained by an enhanced boundary effect due to the DEM particle size. In the following section (6.4) we present further analysis of the simulation results to explore this hypothesis.

The homogeneity of the mix was evaluated only at the free surface in both the simulations and the experiments. Therefore there is the question of how representative the free surface is of the entire mixer volume. The simulation results can be used to give an indication of this. In figures 19 and 20 we show the effect of the sampling depth on the RSD. We limit the investigation to the central part of the mixer only, where the simulations provide a better agreement with the experiments. The depth of 20 mm is representative of the depth of the sampling in the experiments and the sampling depth of 110 mm means the entire bed is sampled underneath each cell. The experimental results have been added to the graphs for comparison.

The results show that the homogeneity of the mix was lower on the surface than it was for the full depth and suggest that the state at the free surface is not representative of the full volume of the bed at least for the simulations presented here. However, it is also possible that the differences arise from the increased number of particles in the now taller cells of the lattice in the simulations as discussed before. To improve the confidence in the model validation, more sophisticated experimental techniques such as positron emission tomography (PET) [3], positron emission particle tracking (PEPT) [4-8], X-ray tomography [9, 10] or magnetic resonance imaging (MRI)[11, 12] should be used as these provide information about the internal flow of the powder during mixing.

6.4 Further analysis of the mixing performance

In this section we employ the spatial and temporal coarse-graining method [62] to analyze the performance of the mixer on the basis of the DEM simulations. This method allows the calculation of local macroscopic variables (e.g. stress, solid fraction) from the discrete particle data in DEM simulations. The analysis was performed using the commercial software developed by Particle Analytics Limited [63].

Using this coarse graining technique, it is possible to examine the evolution of mixing by directly
visualizing the relative concentration of particles of one type in the simulations. Figure 21 shows the particle concentration at the end of mixing at different positions along the axis of the mixer. The cut planes are normal to the shaft axis and are located at the centerlines of the blades. The values of 1 and 0 correspond to zones fully saturated with opposite particle types and a value of 0.5 corresponds to an ideal mix of the two types. It is also possible to spatially average the results over all planes normal to the shaft axis. This reduces the results to a single value at each point on the shaft axis. Plotting these values against time leads to the 2D plot in Figure 22 that shows the evolution of the particle concentration with time along the shaft axial direction of the mixer.

It can be seen from Figure 22 that initially the particles are completely segregated in the axial direction except for a small mixed region in the center of the mixer where the two powder beds interface. As time progresses the mixed zone spreads axially from the center to the ends of the mixer but never reaches the mixer end-walls. Instead there are clearly visible dead zones where mixing has not occurred for both the wet and dry mixing simulations. These are also visible in Figure 21 on the planes at the ends of the mixer. Whilst dead zones were observed in the experiments, they were not to the extent seen in the simulations and, as discussed before, this could be the cause of the quantitative discrepancy between the simulation and experimental results when the entire mixer volume is considered. The over-prediction of these dead zones could be the result of the particle size used in the simulations.

To investigate the cause of the different efficiency of mixing at high and low moisture contents we analysed the dynamics of the system in terms of the kinetic stress $\sigma_k$ tensor as derived by Goldhirsch [64]:

$$\sigma_k = \sum_{i=1}^{N} m_i V_i \cdot W(r - r_i) \quad (23)$$

where $m_i$ is the particle mass, $W$ is a Gaussian coarse-graining function, $r$ and $r_i$ are the coordinates of the point of calculation and the particle center of mass respectively. $V_i$ is the particle velocity fluctuation given by $V_i = V - V_i$ where $V_i$ is the individual particle velocity and $V$ is the coarse-grained mean particle velocity at the point of calculation. In order to characterize the strength of the kinetic stress, we use the kinetic pressure $P_k$ calculated as follows:

$$P_k = \frac{tr(\sigma_k)}{3} \quad (24)$$

where $tr(\sigma_k)$ is the trace of the kinetic stress tensor.

From Eq. 23 and 24, it is clear that the kinetic pressure can be used to characterize the particle velocity fluctuations which determine the granular temperature of the system[65]. In the literature, this metric has been previously shown to be highly correlated with the performance of solids mixing [14,66–68]

The time averaged kinetic pressure distribution along the shaft axis of the mixer is shown in Figure 23. The wet mixing simulation has significantly higher values of the kinetic pressure, suggesting that it is in higher dynamic regime than the dry mixing one. This could be the explanation of the higher mixing rate both predicted and observed for the wet powders. The higher kinetic pressure during wet mixing could be explained by the lower level of fill, because a shallower powder bed poses less resistance and provides more space for particle movement in the mixer volume.

Figure 24 shows the time-averaged kinetic pressure results at the locations of the mixer paddles for both the wet and dry mixing simulations. It can be seen that the values are similar for the central four blades
but are significantly lower for the two blades at the axial ends of the mixer. This suggests that these two blades are less effective and their performance could be improved by changing their geometry. The low efficiency of these blades could also explain the predicted dead zones at the ends of the mixer.

7 Conclusions

The predictive capabilities of a visco-elasto-plastic frictional adhesive DEM contact model for simulating the mixing process of zeolite powder with different moisture contents were assessed in this study. To this end, a methodology for the optimization of the DEM model parameters against experimental flow energy measurements from the FT4 powder rheometer was used. The methodology takes advantage of a statistical design of experiments approach in order to reduce the number of simulations required for the optimization. The low efficiency of these blades could also explain the predicted dead zones at the ends of the mixer.

The measured flow energy of the zeolite powder increases markedly between the two moisture content extremes, suggesting that the contribution of inter-particle adhesive forces to the shear resistance of the powder is significant. However, the increase in flow energy is not continuous at intermediate moisture contents and overall the relationship between moisture content and flow energy appears to be complex for this powder.

The DEM simulations using the final optimized contact model parameters were able to reproduce the measured flow energies for low and high moisture contents with an excellent agreement both in terms of the total flow energy and the evolution of the cumulative energy with time.

With regards to the optimization methodology of the model parameters, the results show that whilst a simple Plackett-Burman Design of Experiments with a linear response model is able to reproduce the total flow energy measurements in FT4, some discrepancies did exist for low values of the total flow energy which suggests a more complex response model, which captures the non-linear terms and the interaction between the model parameters, may be needed. It can be expected that a non-linear response model produced with a higher order DoE would result in a more accurate optimization.

Using the optimized DEM model parameters, the simulations of the mixing process showed a good agreement of the evolution of mixing over time with the experiments but significantly overpredicted the RSD values i.e. predicted a poorer rate of mixing than the experiments. The prediction of mixing rate improved significantly when considering only the central region of the mixer. The poorer prediction for the regions adjacent to the mixer ends can be attributed to the large DEM particle size used or the fact that the DEM model was not optimized against an experimental response involving a powder-steel interaction and therefore may not capture adequately the stress and flow regimes near the mixer end walls. An additional source of error could be the use of the averaged contact model parameters of each coloured powder to model the contact between particles of the two different powders. In a future investigation it might be interesting to explore other alternatives such as the optimization of these parameter values using the flow energy of a mixture of the two powders. The effect of the large DEM particle size on the calculation of the RSD in the simulations could also be a source of error.

It is also plausible that the total flow energy measurement from FT4 rheometer is not sufficient as a single response for the optimization of the DEM model parameters. Additional powder characterization measurements to better calibrate the model optimization process should improve the predictive capabilities of the DEM model.

The quantitative discrepancies between the simulations and the experiments could also be caused by a non-linear relationship between the colour of the samples and the concentration of each powder in them. Therefore, establishing this relationship experimentally is vital if colorimetry is to be used for the
validation of DEM models in powder mixing.

In addition, the simulation results suggest that the mixing state at the free surface of the powder bed is not representative of the entire volume of the powder bed and therefore the adopted strategy of sampling at the superficial region only may be inadequate. More advanced non-invasive experimental techniques should be used to provide information about the internal flow of the powder during mixing.
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Figure captions

Figure 1 Scanning Electron Microscopy image of a virgin zeolite powder sample at x3000 magnification.

Figure 2 Bulk density as a function of moisture content for all zeolite powders. The error bars correspond to the coefficient of variation of the measurements. The dashed line represents the trend for the pink samples as explained in the main text.

Figure 3 FT4 Powder rheometer BFE test measurements: Total Flow Energy vs. Blade Tip Speed.

Figure 4 Normal contact force – normal overlap relationship of the elasto-plastic frictional adhesive contact model [25].

Figure 5 Size and shape of the DEM particles used in the simulations.

Figure 6 DEM simulation of the FT4 powder rheometer (cut through centre of the blade).
Figure 7 Effect of timestep for integration on the cumulative flow energy in FT4 test simulations.

Figure 8 Goodness of the linear model fitted to the DoE results: DEM simulation results vs values predicted by the model. The solid line represents where the points should locate for a perfect fitting.

Figure 9 Comparison of the cumulative flow energy in experiments and DEM simulations, optimized using the linear response model.

Figure 10 Comparison of the cumulative flow energy in experiments with the further optimized DEM simulations.

Figure 11 DEM mixing simulations a) before mixing b) during mixing c) during a stop for sampling.

Figure 12 Cell lattice for the calculation of the RSD in the DEM simulations.

Figure 14 Temporal evolution of the RSD for low moisture content powders.

Figure 15 Temporal evolution of the RSD for high moisture content powders.

Figure 16 Portion of the cell lattice used for the calculation of the RSD in the center of the mixer.

Figure 17 Temporal evolution of the RSD for low moisture content powders – results for central part of mixer only.

Figure 18 Temporal evolution of the RSD for high moisture content powders – results for central part of mixer only.

Figure 19 Temporal evolution of the RSD for low moisture content powders – effect of sampling depth in the central part of the mixer only.

Figure 20 Temporal evolution of the RSD for high moisture content powders – effect of sampling depth in the central part of the mixer only.

Figure 21 Final state of mix at different locations along the shaft axis at the end of the simulations for both wet and dry powders. The cut planes are normal to the shaft axis.

Figure 22 Temporal evolution of mixing along the axial direction of the mixer for the high and low moisture content powders. The results are spatially averaged over the planes normal to the shaft axis.

Figure 23 Time-averaged kinetic pressure distribution along the shaft axial direction for both wet and dry mixing simulations.

Figure 24 Time-averaged kinetic pressure on planes normal to the shaft axis for both wet and dry mixing simulations.
Tables

Table 1 Particle size distribution of zeolite 4A powder

<table>
<thead>
<tr>
<th>D10 (µm)</th>
<th>D50 (µm)</th>
<th>D90 (µm)</th>
<th>Dispersal</th>
<th>Ultrasonication power</th>
<th>Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7</td>
<td>3.5</td>
<td>6.2</td>
<td>Wet</td>
<td>85 %</td>
<td>2 %</td>
</tr>
<tr>
<td>2</td>
<td>4.1</td>
<td>7.3</td>
<td>Wet</td>
<td>0 %</td>
<td>2 %</td>
</tr>
<tr>
<td>1.1</td>
<td>2.9</td>
<td>5.5</td>
<td>Dry</td>
<td>2 %</td>
<td>2 %</td>
</tr>
</tbody>
</table>

Table 2 Moisture content and bulk density measurements of the zeolite powders. The values correspond to the arithmetic average of the measurements for each material.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Moisture Content (%)</th>
<th>Bulk Density (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_32</td>
<td>32.4</td>
<td>612</td>
</tr>
<tr>
<td>P_19</td>
<td>19.2</td>
<td>489</td>
</tr>
<tr>
<td>P_14</td>
<td>13.7</td>
<td>455</td>
</tr>
<tr>
<td>P_5</td>
<td>4.5</td>
<td>566</td>
</tr>
<tr>
<td>B_30</td>
<td>30.2</td>
<td>530</td>
</tr>
<tr>
<td>W_6</td>
<td>6.3</td>
<td>380</td>
</tr>
</tbody>
</table>

Table 3 Shear moduli, Poisson’s ratios and solid densities used in the simulations.

<table>
<thead>
<tr>
<th>Zeolite</th>
<th>Poisson ratio</th>
<th>Shear modulus</th>
<th>Solid density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>v</td>
<td>G 5.00E+06</td>
<td>ρ Variable</td>
</tr>
<tr>
<td>Stainless steel</td>
<td>v 0.3</td>
<td>G 7.30E+10</td>
<td>ρ 7800</td>
</tr>
<tr>
<td>Borosilicate glass</td>
<td>v 0.3</td>
<td>G 2.40E+07</td>
<td>ρ 2500</td>
</tr>
</tbody>
</table>
Table 4 Values of the DEM contact model parameters explored in the optimization phase.

<table>
<thead>
<tr>
<th>DoE Parameters</th>
<th>Notation</th>
<th>Low</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Restitution coefficient</td>
<td>e</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Particle-Particle Static Friction</td>
<td>( \mu_{sp-p} )</td>
<td>0.1</td>
<td>0.7</td>
</tr>
<tr>
<td>Particle - Cylinder Relative Static Friction</td>
<td>( \chi = \mu_{sp-g}/\mu_{sp-p} )</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>Particle - Blade Relative Static Friction</td>
<td>( \psi = \mu_{sp-b}/\mu_{sp-p} )</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>Const. Pull-off force (N)</td>
<td>( f_0 )</td>
<td>-1E-2</td>
<td>-1E-05</td>
</tr>
<tr>
<td>Surface Energy (J/m2)</td>
<td>( \Delta \gamma )</td>
<td>0.01</td>
<td>5</td>
</tr>
<tr>
<td>Particle solid density (kg/m3)</td>
<td>( \rho_s )</td>
<td>600</td>
<td>1400</td>
</tr>
</tbody>
</table>

b) Linear Response Model Optimization

<table>
<thead>
<tr>
<th>Notation</th>
<th>( \rho_s )</th>
<th>( \mu_{sp-p} )</th>
<th>( \chi )</th>
<th>( \psi )</th>
<th>( f_0 )</th>
<th>( \Delta \gamma )</th>
<th>( e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>W_6 LM</td>
<td>600</td>
<td>0.24</td>
<td>0.08</td>
<td>0.11</td>
<td>-0.0045</td>
<td>2.68</td>
<td>0.35</td>
</tr>
<tr>
<td>P_5 LM</td>
<td>600</td>
<td>0.35</td>
<td>0.17</td>
<td>0.19</td>
<td>-0.005</td>
<td>2.56</td>
<td>0.39</td>
</tr>
<tr>
<td>B_30 LM</td>
<td>1400</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>-0.008</td>
<td>1.4</td>
<td>0.6</td>
</tr>
<tr>
<td>P_32 LM</td>
<td>1400</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.6</td>
</tr>
</tbody>
</table>

c) Further Optimization

<table>
<thead>
<tr>
<th>Notation</th>
<th>( \rho_s )</th>
<th>( \mu_{sp-p} )</th>
<th>( \chi )</th>
<th>( \psi )</th>
<th>( f_0 )</th>
<th>( \Delta \gamma )</th>
<th>( e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>W_6 FO</td>
<td>600</td>
<td>0.3</td>
<td>0.3</td>
<td>0.4</td>
<td>-1.0E-05</td>
<td>0.01</td>
<td>0.4</td>
</tr>
<tr>
<td>P_5 FO</td>
<td>600</td>
<td>0.69</td>
<td>0.69</td>
<td>0.25</td>
<td>-0.0005</td>
<td>2.06</td>
<td>0.27</td>
</tr>
<tr>
<td>B_30 FO</td>
<td>1300</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>-0.0005</td>
<td>4.5</td>
<td>0.6</td>
</tr>
<tr>
<td>P_32 FO</td>
<td>1600</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>-0.0005</td>
<td>5</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 5 DEM input parameters with fixed values.

<table>
<thead>
<tr>
<th>Assumed Parameters</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact plasticity</td>
<td>( \lambda )</td>
<td>0.9</td>
</tr>
<tr>
<td>Loading and Unloading/Reloading exponent</td>
<td>( n )</td>
<td>1.5</td>
</tr>
<tr>
<td>Adhesion exponent</td>
<td>( x )</td>
<td>5</td>
</tr>
<tr>
<td>Tangential Stiffness Multiplier</td>
<td>( K_{im} )</td>
<td>0.286</td>
</tr>
<tr>
<td>Particle Poisson Ratio</td>
<td>( \nu )</td>
<td>0.25</td>
</tr>
<tr>
<td>Particle Shear Modulus (GPa)</td>
<td>G</td>
<td>5.00E+06</td>
</tr>
<tr>
<td>Coefficient of rolling friction</td>
<td>( \mu_r )</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 6 Material type and shaft rotational velocity configurations for the simulations and the experiments.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Materials</th>
<th>Shaft Rotational Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wet 110 RPM</td>
<td>P_32 – B_30</td>
<td>110 RPM</td>
</tr>
<tr>
<td>Dry 110 RPM</td>
<td>P_5 – W_6</td>
<td>110 RPM</td>
</tr>
</tbody>
</table>
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c)
The validity of a DEM model for powder mixing in a paddle blade mixer is assessed. An elasto-plastic adhesive contact model is used to model aluminosilicate powder. Model parameters are determined using flow energy measurements from the FT4 rheometer. The optimized model reproduces the flow energy measurements to an excellent agreement. The model predicts the measured mixing rate qualitatively for wet and dry powders.