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This work describes the design, fabrication, and initial testing of a Soft Orthotic Physiotherapy Hand Interactive Aid (SOPHIA) for stroke rehabilitation. SOPHIA consists of (1) a soft robotic exoskeleton, (2) a microcontroller-based control system driven by a brain–machine interface (BMI), and (3) a sensorized glove for passive rehabilitation. In contrast to other rehabilitation devices, SOPHIA is the first modular prototype of a rehabilitation system that is capable of three tasks: aiding extension based assistive rehabilitation, monitoring patient exercises, and guiding passive rehabilitation. Our results show that this prototype of the device is capable of helping healthy subjects to open their hand. Finger extension is triggered by a command from the BMI, while using a variety of sensors to ensure a safe motion. All data gathered from the device will be used to guide further improvements to the prototype, aiming at developing specifications for the next generation device, which could be used in future clinical trials.
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INTRODUCTION

Overview
Strokes are an increasing problem, affecting all ages, genders, and ethnicities (Stroke Helpline Scotland, 2013; Mozaffarian et al., 2015; Scottish Stroke Association, 2016). A lack of resources in providing and monitoring physiotherapy limits the efficacy of conventional rehabilitation techniques (Duncan et al., 2005).

The Soft Orthotic Physiotherapy Hand Interactive Aid (SOPHIA) project focuses on developing systems that can be used for rehabilitation of a patient’s hand after a stroke. We explore the combination of soft robotics and brain–machine interfaces (BMIs), and we have designed this system to be used both in hospital and at home. This new modular interactive tool uses a BMI for control, and soft robotics for actuation, and shows potential for assisting in both passive and assistive (Basteris et al., 2014) stroke rehabilitation.

In contrast to other rehabilitation devices, SOPHIA is the first modular prototype of a rehabilitation system that is capable of three tasks: aiding extension-based assistive rehabilitation, monitoring patient exercises, and guiding passive rehabilitation.
Background

There are approximately 1.2 million stroke survivors in the UK, with this number increasing by over 150,000 annually (Scottish Stroke Association, 2016). Globally, over 20 million people per year suffer a cerebrovascular accident (World Health Organisation, 2011), of which strokes are one of the primary causes (Ward and Cohen, 2004; Strong and Mathers, 2011). Typically, 1 year on from a stroke 65% of those patients remain severely handicapped and dependent on assistance in daily life (Wolfe, 2000). After a stroke occurs, and once the patient has been stabilized, they will begin rehabilitation. Rehabilitation sessions are conducted by a physiotherapist and take the form of supervised daily exercises (Jauch et al., 2013).

Figure 1 shows the sequence of hand motions required to complete two basic grip motions as needed to complete many daily living tasks such as buttoning a shirt or holding a cup: the cylindrical grip (Figure 1A) and the pinch grip (Figure 1B). In some stroke patients, these movements are hindered by involuntary clawing of the hand where the hand is restricted by muscle tension to a tight grasp, which limits full extension of the fingers. Physiotherapy exercises used in rehabilitation seeks to restore these two functions.

The likelihood that a full recovery will be made is greater if the intensity of the exercises is increased (Sivenius et al., 1985) and the time taken to start the rehabilitation is decreased (Kwakkel et al., 2006).

Once the patient leaves the hospital, they will see a physiotherapist initially between two and four times a week. When they are not with the physiotherapist they are given a variety of rehabilitation exercises to perform unsupervised, leading to motions being performed incorrectly, infrequently, or not at all, thus reducing the chance of full recovery (Schaechter, 2004). Currently, the physiotherapist relies on the patient for information on how many exercises were performed and this self-reporting can lead to inaccurate data being collected.

Hand rehabilitation is considered to be a lower priority than the recovery of motion in the upper arm, which itself is secondary to the restoration of the motion of the trunk of the body and lower body movement, such as walking through gait relearning. Therefore, when the rehabilitation of the hand begins, it is often after the acute stage—treatment during the first 2 weeks has been shown to hold the greatest potential for recovery (Nakayama et al., 1994; Jørgensen et al., 1995; Feys et al., 1998). Due to this missed window of opportunity, only minor additional measurable improvement occurs after the 6 months following stroke onset (Hussein and Staines, 2013; Bruno-Petrina, 2014; Edwardson and Dromerick, 2016), leading to “less-than-satisfactory results” (Triandafilou and Kamper, 2012).

One way of counteracting these three issues—lack of patient exercise data, incorrect exercise motions, and reduced frequency of exercise—is to use a robotic device to assist with the rehabilitation process (Prange et al., 2006). Robotic rehabilitation can guide the patient’s motions during exercise and ensure that the full movement has been performed. Robotic systems can also display the patient’s progress and, using interactive games or virtual reality, encourage participation (Colombo et al., 2007).

A novel range of technologies—showing great potential in the area of medical robotics—are BMI systems. BMIs have been proposed for motor neurorehabilitation, motor replacement and assistive technologies (de Almeida Ribeiro et al., 2013), and wheelchair control (Li et al., 2013). Previous work by Ramos-Murgualday et al. (2013) with chronic (post 2 weeks) stroke patients showed that patients using-BMIs recovered a wider range of movements than the placebo group. These systems use physiological signals, originating in the brain, to activate or deactivate external devices or computers.

An electroencephalogram (EEG) can record sensorimotor rhythm activities (Yuan and He, 2014; Edelman et al., 2016) and show clear functional specificity during planned, actual, or imagined movements. These imagined movements of extremities cause specific EEG patterns, such as a desynchronization of mu and central beta rhythms at the contralateral sensorimotor area (Pfurtscheller et al., 2006). By using an EEG pattern classifier, it is possible to identify these patterns. There are multiple techniques for designing such classifiers and the choice of algorithm can significantly affect the final level of performance achieved (Bashashati et al., 2007).

Robotic rehabilitation allows the physiotherapist to collect previously unavailable data. These data can allow for greater knowledge of the patient’s progress and can be used to highlight whether any changes are required in their rehabilitation program, such as frequency and duration of the exercises performed. Kwakkel et al. (2003) reported that the length of time from a stroke to full recovery is much longer than was previously thought and that collecting more data gives a better prediction of patient outcomes.

Current Robotic Rehabilitation Systems

There are two main types of robotic system used for rehabilitation: exoskeletons and end effectors. Exoskeleton-based systems are mounted on the patient and control their motion directly. End effector-based systems rely on the patient interacting with the robot through a pointing device, such as a knob in the ReHapticKnob developed by Metzger et al. (2011), or a ball from the SPIDAR-8 developed by Walairacht et al. (2002). These
systems are often paired with virtual reality games to allow for greater immersion by the patient.

Following multiple small-scale trials conducted on different robotic rehabilitation systems, the evidence gathered shows all trials produced either an equal or a greater level of recovery of motion than normal non-robotic rehabilitation exercises (Connelly et al., 2009; Stein et al., 2011); the most recent and comprehensive clinical trial involving 127 patients was conducted by Lo et al. (2010).

There are four problems with current robotic rehabilitation systems: (1) intimidating esthetics can discourage a patient from using them; (2) not all devices collect the full range of data available; (3) predominantly only physical motion is tracked and not any neural information; and (4) most systems are only deployable in clinics and require supervised use.

Using Soft Robotics in Rehabilitation Systems
To alleviate known problems with existing devices, one approach is to move away from “hard” robotics where the exoskeleton—consists of rigid linkages that can struggle—to mimic human motion, toward “soft” robotics where—through the use of compliant soft material—a more natural and safer motion can be performed.

Polygerinos et al. (2015) developed a hydraulic soft robotic glove to aid grasping tasks in the home environment, their design incorporated fiber-controlled actuators to provide force for the grasping motion. A recently reported soft-rehabilitation system is A Helping Hand (Zhao et al., 2016). A Helping Hand is formed of a single soft exoskeleton and contains individual air chambers for each finger to allow for grasping; in addition, each finger incorporates a novel optical monitoring system. A system that blends both “soft” and “hard” robotics is the Exo-Glove that replaces the inflatable soft sections with a tendon cable system that runs through the soft sections providing the motive force (In et al., 2015).

For further information on stroke rehabilitation systems, an in-depth analysis of the current state of the art and progress is reported by McConnell et al. (2017).

DESIGN OF SOPHIA
Exploration of Design Specification
We consulted with physiotherapists, both for design consideration relating to the esthetics and functionality of the device, and for the capability of the testing apparatus. We chose this user-centric design approach because Holt et al. (2007) and Blabe et al. (2015) reported that by including patients and physiotherapists in the design process, the chance of devices being used was increased. The two main points found in our consultations were that: (1) the system should leave as much of the palm and fingers exposed as possible to allow for direct interaction with objects and (2) the exoskeleton must be unobtrusive and lightweight.

The SOPHIA glove design was required to fit a variety of hand sizes; thus, we used the ergonomic data from BSI Standards Publication (BSI Standards, 2011). The BSI data guided our design in terms of the size of the glove and adjustability, for the weight of the glove we were aware that adding any extra weight to a stroke patient’s arm during rehabilitation could prove a burden, therefore, the weight was kept to a minimum with the total glove weighing under 0.4 kg and the control system (not mounted on patient) under 0.5 kg.

The motions and layout of the human hand can be seen clearly in work done by Taylor and Schwarz (1955) where the joint layout is illustrated clearly. The human finger has three degrees of motion per finger, one at the distal interphalangeal (DIP), one at the proximal interphalangeal (PIP), and one at the metacarpophalangeal (MCP). The full extension of the finger and its joint locations is shown by Figure S2 in Supplementary Material. In Figure S2A in Supplementary Material, the finger is shown in a “claw shape” with $\theta_1$ at max 45°, $\theta_2$ at max 90°, and $\theta_3$ at max 90°. When a full extension is performed as shown in Figure S2B in Supplementary Material, all of the joints are in alignment and $\theta_1$, $\theta_2$, and $\theta_3$ should be equal to 0°.

For human hand to complete an extension motion, it requires a torque from the whole finger of 0.94 Nm; this is broken down into 0.03 Nm at the (DIP), 0.75 Nm at the (PIP), and 0.16 Nm at the (MCP) (Milner and Franklin, 1998). This data was from non-stroke individuals. From testing the fiber-reinforced actuators where a force gage was mounted on the distal phalanx and a torque of 1.6 Nm was generated providing a sufficient torque to extend the finger.

Design of the Soft Exoskeleton Glove
For the SOPHIA device, we decided to use multiple pneunet actuators, which build upon the work by Shepherd et al. (2013), in combination with fiber-reinforced actuators (Connolly et al., 2015) to allow for ease of section replacement if one part fails. The SOPHIA device also incorporates BMI technologies. To enhance the patient's recovery, the inclusion of a BMI in robotic rehabilitation systems has been trialed with positive results (Prasad et al., 2010; Pichiorri et al., 2015).

Figure 2C shows the completed exoskeleton glove, and Figure S3 in Supplementary Material shows a schematic of the actuators.

Design of the Fiber-Reinforced Actuators
We designed the mold in a modeling program (solid edge) and then fabricated it by fused deposition manufacturing using an uPrint SE in acrylonitrile butadiene styrene (ABS). We used soft lithography techniques to cast the pneunets in Ecoflex 00-50 (Bentley Advanced Materials), and we used polydimethylsiloxane (PDMS) to form the bottom layer. We wrapped each actuator in Kevlar thread (Tex 40) using a double-helical pattern to control the expansion of the soft section and to allow primarily axial expansion. Each of the four fiber-reinforced actuators was 110 mm long by 20 mm wide to allow for full coverage of each finger. Full technical drawings are provided in Supplementary Material.

Design of the Glove
The glove fully encloses the soft actuators, which reduces the chances of damage, and reduces distraction to the patient. We used a non-elastic textile to create the finger caps and straps for the wrist and palm. The glove securely holds the actuators while leaving the majority of the palm exposed.
Design of the Flexible Sensors
We used piezoresistive flex sensors (Sparkfun; SEN-08606), inside the glove, and we fixed them in place using Ecoflex 00-50.

Design of the Electropneumatic Control System for the Soft Exoskeleton
The control system for the exoskeleton required integration of the pressure sensors, flex sensors, diaphragm pumps, and solenoid valves. A compact design was required to allow for ease of storage and transportation.

Electronic System
To allow for redundancy, we chose a modular design that uses three printed circuit board (PCB) layers. Figures 2A,B shows the complete electrical subsystem, described below:

(1) Control layer: to provide electrical power, digital/analog inputs, and outputs we used a microcontroller (Arduino Mega 2560).
(2) Power regulation layer: we designed a PCB that incorporates a voltage regulator and interconnections for the subsequent layers.
(3) Pneumatic valve and flex sensor layer: we designed this layer to provide electrical connections to the flex sensors, and we used pneumatic check valves to control the actuators (Longykj; LY0520GC).
(4) Pump layer: we use diaphragm pumps (RS Components; 702-6898) and SPI pressure sensors (Mouser; 785-HSCDAN1.6BASA5) in this layer to provide the pneumatic power.

Each layer is 80 mm × 80 mm and the system has a total stacked height of 120 mm. We built a compact box to reduce the chance of damage, and the noise from pumps and valves. Each layer is shown and labeled in (Figure 2C) and the completed modular electropneumatic system is shown by Figure 2B.

Design of the Wearable Module for the Passive System
This section covers the design and fabrication of the material sections for the passive system, the block diagram for this system is shown by Figure S1 in Supplementary Material.

Glove Module
We designed the glove to fit an average adult's hand and we used a modified sports glove to provide both comfort and the durability to have components mounted on to it. The glove fully encloses the hand and has specific mounting sections affixed to the back of the fingers for the flex sensors (Sparkfun; SEN-08606) to be inserted, and a mounting pouch on the back of the hand to hold the PCB.

Lower Arm Module
The wrist module was mounted on top of a lycra layer and held in place with adjustable straps.

Design of the Electronics and Display for the Passive System
The passive control system required integration of flex sensors, IMUs, a bluetooth transmission module, and a battery pack. A compact and lightweight design was required to minimize any restrictions that the user would feel when wearing the device.

Glove Module
We designed this module to gather the motion of the fingers and of the hand by having a flex sensor mounted to each finger and thumb, which were connected to a flexible PCB that is
mounted directly to the back of the glove. The PCB also contains an IMU placed centrally to the hand. Each of the flex sensors was coated in Ecoflex 00-50 to reduce the change of damage.

**Lower Arm Module**
This module collects data about the arm motion, it has blue-tooth wireless communications and a battery. It includes an Arduino, Bluetooth transmitter, IMU, and a Li-Po battery module.

The passive monitoring system connects to a computer via Bluetooth, and this computer is used to record and display the data. We used the Processing IDE both as our compiler, and for our graphical interface (shown by Figure S1C in Supplementary Material). Our embedded microcontroller code implements a complementary filter on the data it receives from the accelerometer and gyroscope data to create a stable signal that is then displayed by the animation of the hand and forearm.

**Selection of the BMI System**
Recording EEG signals usually requires costly devices along with specialized software to gather the data. Currently, in the market, there are several low cost devices that can be used with open-source software like OpenViBE (Renard et al., 2010). One of the limitations of these systems is that, in general, they only provide data-recording using a limited number of electrodes.

Following the EEG 10-20 standard for electrode placement (Klem et al., 1999), MI-specific brain signals, corresponding to upper limbs, register mainly in two specific areas: C3 and C4 located in the motor cortex. It is common that commercial low cost BMI systems do not cover C3 and C4 specifically, often leading to lower accuracy in the final results of the classifier. EEG signals are user dependent, causing variations in EEG patterns in different subjects. These variations can be seen in the same specific mental tasks (Karthikeyan et al., 2009) and restricting the C3 and C4 electrodes could result in significant data loss (Dias et al., 2009; Arvaneh et al., 2011).

One of the most consumer-oriented devices is the neuroheadset Emotiv Epoc+ (Liu et al., 2012; Duvinage et al., 2013), shown in (Figure 3A), which includes 14 electrodes distributed in the four lobules (Lang, 2012) electrode configuration shown (Figure 3B). In this paper, we compare the Epoc+ with the actiCAP (V-Amp and Easy Cap) from Brain Products, see (Figure 3C) with electrode configuration shown in (Figure 3D). The ActiCap system is best suited for a professional use and has been used in previous healthcare studies (Sefer et al., 2009; Roy et al., 2013). Epoc+ has the advantage of being wireless and easier to place, thus reducing setup time. ActiCap, by comparison, is wired, bulky, and requires a conductive gel to decrease impedance. These are important aspects that we considered when reviewing the final system design.

![FIGURE 3] The two brain-machine interface headsets evaluated for use with the Soft Orthotic Physiotherapy Hand Interactive Aid system were: (A) the Emotiv Epoc+ headset and (C) the actiCAP. Insets (B,D) show the number of electrodes in each system, and circled in red are the reference electrodes.
Design of the Software Control System
We integrated the Arduino IDE with OpenViBE using a bespoke communication protocol implemented in C++. Our embedded microcontroller code implements a software proportional–integral–derivative controller loop to control the valve and pump array using feedback from the pressure sensors, the flex sensors, and the received signals from OpenViBE. The embedded software acts as the overall control module that engages and disengages actuation of the rehabilitation system.

The OpenViBE pipeline requires the implementation of different signal processing and machine learning techniques to optimize the interaction between the user and a specific system/software. The raw EEG signals were captured by the BMI system and processed (digitized and amplified), then classified into different movements in OpenViBE, and finally sent to the microcontroller via the C++ communication protocol. For later analysis, all of the sensor data from the glove were saved in real time as well as the raw EEG data. Complete control system for hardware and software shown in (Figure 4).

EXPERIMENTAL
The experiments were conducted within a specifically designed arena, shown in (Figure 5A). This area ensured the participant was comfortable and able to perform the required exercises with no external influence, while allowing for the motions to be videorecorded for complete data analysis. The area consists of an adjustable aluminum frame. The armrest has variable height and side position to allow for an ergonomic resting position. We created an adjustable mount for the top of the frame to hold the video camera. To enable positional accuracy, and to act as a point of reference for the camera, we attached a reference grid to the bottom of the area. We enclosed the sides of the frame to create a contained environment. The screen is also adjustable to allow for an ergonomic viewing height for each participant. All of these features create a controlled environment for each participant. A physiotherapist checked that our frame was safe and would not cause any harm or stress to the participants.

The experimental procedure was approved by the School of Mathematical and Computer Science at Heriot-Watt University Ethics Board. All participants signed the informed consent forms before participating in the experiments.

Exoskeleton Preparation
Both the glove and the soft robotic actuators were inspected before use and, if there was no damage, then the soft actuators were inserted into the glove and connected to the control system.

BMI Preparation
Each cap requires a different setup procedure as follows.
Epoc+: the sponges that are attached to the sensors are moistened with a saline solution. Then the device is placed on the subject’s head. The Epoc+ software provides a visual display of the contact quality of each electrode and is represented in different colors: absent (black), poor (red), unstable (yellow), and good (green).
ActiCAP: the device is placed on the subject’s head. The calibration of the sensors is carried out by inserting conductive gel into each electrode with a syringe until a low-impedance signal is received. Green LEDs correspond to a correct sensor contact and red LEDs to an insufficient contact between the sensor and the scalp.
Achieving good contact quality of the sensors in both neuroheadsets is a critical requirement for performing successful recordings.

Test Environment
Figure 5B shows the test environment and control boards, also shown are the exoskeleton on the subject’s hand, and the BMI system mounted on the subject’s head.

FIGURE 4 | A block diagram showing the hardware and software used in this system. The data flow in the Soft Orthotic Physiotherapy Hand Interactive Aid system begins with the brain–machine interface (BMI) as the initial trigger, the data from is then passed to the software running on the computer, and the outputs are sent to the display and to the electropneumatic controller, and finally the soft robotic glove system applies torque to the fingers.

FIGURE 5 | (A) The test environment, which is fully enclosed at either side to avoid distraction, and the glove lying on the arm rest, we have overlayed the arrow from the OpenViBE software to show what the subject would see on the screen. (B) A subject performing the initial training phase.
Protocol for EEG Testing
The BMI system was tested with both the actiCAP and Epoc+ headsets. The experiment was based on the motor imagery task developed by the Graz BCI group (Pfurtscheller and Neuper, 2001), where subjects, in the training phase, were instructed only to imagine opening their right hand whenever they saw an arrow pointing to the right side of the screen, or thinking “nothing” when the arrow pointed to the left side. After the training phase, the subjects were able to send the commands to the SOPHIA device to actively open their right hand.

OpenViBE Process
The OpenViBE software was used to map the data from its raw format to a set of numerical clusters that correspond to the different movements being analyzed. Using a series of configurable scenarios, OpenViBE offers a pipeline to perform the acquisition, preprocessing, and classification of raw EEG signals associated with hand motor imagery tasks.

After sampling the data, the next step involves training the linear discriminant analysis (LDA) classifier using the common spatial pattern filter to emphasize the distinction between EEG recordings associated with the right or left hand. Finally, when the training phase is concluded, online sessions can be then run, where the rehabilitation tasks are performed. In this type of session, visual feedback cues (shown in Figure 6A) are shown to the subject while they perform mental tasks.

Experimental Protocol
1. The subject reads and signs ethical and safety forms.
2. The subject sits at the experimental apparatus, which can be adjusted to ensure the correct ergonomic positioning setup.
3. The exoskeleton is affixed to the subject’s hand by the researcher.
4. The BMI is placed on the subject’s head and the connections are all checked by the researcher.
5. OpenViBE is run in training mode for the subject’s data to be gathered and configured to the individual.
6. Once completed, the C++ client and Arduino IDE is run and the OpenViBE test protocol is engaged.
7. The subject is required to visualize the opening of their right hand when the corresponding signal is given on the display and the soft actuators will inflate in response when the threshold signal from the BMI is received.
8. When the opposite signal is shown to the subject, they are required to relax and think of nothing.
9. A brief pause is given between each signal.
10. Points 7, 8, and 9 are repeated for 8 min using 40 random combinations of points 8 and 9.
11. After the test has been completed the system is closed down and the BMI and exoskeleton are removed.

RESULTS AND DISCUSSION

Results of Training Experiments Testing EEG Signals and Applied Pressure
This section illustrates the results from the online testing of the different participants. The positive classification output should only be generated when the subject thinks about closing their hand, or should be negative when they provide a neutral thought. Figure 7A shows the ideal pattern of the pressure, classification output versus time that should be generated from the experiments. Under ideal conditions, the pressure should increase to its safe maximum when the classification output is positive or until the exercise time is complete. On receiving a negative signal, the pressure should rapidly drop to the initial state and remain in this state until a positive signal is detected again.

Figure 7B shows an example of the data collected. We mapped the classification output into two categories by thresholding. 0 and 1 represent the subject thinking of opening their hand or not. In Figure 7B, the signal showing applied pressure clearly correlates well with the classifier output for this subject. To put an objective figure of merit on these data, we developed a metric called “average reliability,” this is a percentage score to show the relationship between the BMI signal received from the headset and the correct response resulting in actuation of the electro-pneumatic system. We analyzed the datasets from five subjects, three with large hands, and two with medium-sized hands. For each, we thresholded the classifier data to give a binary response, positive (1) and negative (0); we then thresholded the pressure data to ensure that the output response was above the noise level. We compared these two pieces of information to compare the number of times the system responded correctly (system actuates when patient intends to open their hand and system does not actuate when the patient does not intend to open their hand) versus the number of times the system responded incorrectly. For these five patients, the average reliability was 83.8%. Future studies will be clinically validated with a larger sample size.

Comparison of Simulated Motion with Directed Motion of the Hand by the Exoskeleton
Figure 6A–C show the display that the subject follows as the experiment takes place. Four simulations of the intended motion of the subject’s hand are displayed on the video screen, and a corresponding photograph shows the directed motion of the subject’s hand as a result of pressure being applied by the SOPHIA device. The time (T) starting at 0 s, classifier data (C), and the change in pressure (P) are provided in each case. The directed hand extension clearly matches the simulated hand motion, and this visual feedback gives the subject confidence that the rehabilitation exercise was performed correctly.

Comparison between Epoc+ and ActiCAP
Choice of BMI Headset
When selecting an appropriate BMI headset, we evaluated the following points: setup time, cost, and comfort.

The Epoc+ headset required approximately 10 min to set up, while the actiCAP could take 20 min. This shorter setup time was due to the Epoc+ requiring only the pads to be moistened in a saline solution first before being placed on the device, and mounted on the subject’s head. The actiCAP required careful
placement of each sensor and, once mounted, a conductive gel injected between the scalp and the sensor, the impedance level checked and then more gel injected if required. The Epoc+ sensors cannot be adjusted to cover other parts of the head and are fixed in their mountings, while the actiCAP has greater flexibility and its sensor placement can be adjusted depending on the sensor requirements.

There is a substantial cost difference between the systems, and this difference could be a key point for use in a clinical setting with the Epoc+ retailing for approximately £600 and the actiCAP system for £10,000.

Subjects noted less discomfort with the Epoc+ as its wireless design gave reduced weight and less pull on the subject’s head as compared to the actiCAP.

Analysis of Standard OpenVIBE Classifier for the ActiCAP and Epoc+ System

We found a noticeable difference between the accuracy of the classifier generated from the different systems, the results of these experiments are shown in Figure 8. The actiCAP had an average cross validated accuracy of 82.5% over the tests performed, as compared to 66.8% from the Epoc+. OpenVIBE recommend that any experiments resulting in an accuracy of less than 65% are redone until a suitable accuracy is achieved (Renard et al., 2010). Although the standard Epoc+ classifier accuracy is low, it is still above the minimum acceptable level.

During testing, we used both a wireless Epoc+ and a wired actiCAP to test the system, and we found that both were capable of providing the required signals. We found notable differences in the quality of the signals from the two caps; the positive and negative values for each test should be equal, i.e., −10 to 10 or −3.5 to 3.5 for an ideal test. These values are unitless. For the actiCAP, the blank signal ranged between −3.29 to −12.77 and the “open” signal range was 4.05 to 11.29. These small differences at either end of the range (Δ0.76 and Δ1.49) led to little noticeable control loss.

While using the Epoc+ system the blank signal range was −4.12 to −9.60 and the “open” signal range was 8.02–5.10. These large differences at either end of the range (Δ3.90 and Δ4.5) illustrate a strong bias toward either the positive or the negative end of the range, leading to false positives or negatives in applied pressure.

Improving the Classification Accuracy of Epoc+ and ActiCAP Devices

Comparing the performance of different neuroheadsets is a challenging task, since no exhaustive classification-based assessments that quantitatively compare medical devices exist so far. In a survey released in 2010, Stamps and Hamam (2010) claimed that, in terms of usability, the best low cost EEG recorder was the Emotiv Epoc headset.

van Vliet et al. (2012) assessed actiCAP and Epoc headsets by gathering steady-state visually evoked potential signals and using these data to control a tactical video-game. After limiting the number of nodes in the actiCAP device to eight, located over the occipital area and under sitting conditions, the researchers...
showed that the Emotiv Epoc headset provides decreased performance compared to the actiCAP system, but the performance achieved was good enough to robustly detect the signals. The study did not give details of the software or algorithms used in the classification, which are also critical aspects to take into account.
We performed proof-of-concept experiments using five healthy subjects. Due to the small sample size, the results showed here should not be considered statistically significant and future work will focus on increasing the sample size. Our preliminary data, however, do give some information about expected performance in larger scale experiments. Our results are shown by Figure 8, where the final classification accuracy is depicted according to the different algorithms used (k-NN and SVM). Figure 8 illustrates the results from each of the algorithms, applying both the OpenViBE preprocessing steps and our improved pipeline. The figure shows that the use of the actiCAP, with sensors allocated in the motor cortex, achieves marginally higher performance (82.5%) than the Epoc+, with our modified OpenViBE preprocessing and SVM (81%), as was concluded in previous studies. The difference in performance between both BMI systems, however, is not quantitatively significant and therefore, we conclude that the low cost Epoc+ is able to distinguish between two states—open and relaxed—with comparable accuracy to the high-cost actiCAP system.

**Monitoring of Passive Exercises**

We tested the passive system on three subjects and found that it works consistently on each person when interfaced with a laptop computer. The GUI on the laptop displays the motions that are being performed, and an example image of the CAD representation is shown by Figure S1C in Supplementary Material. The joint angle between the wrist and the hand is computed by taking a differential measurement of the data from the two IMUs, and the finger flexion data come from monitoring the outputs from the flex sensors.

We explored the possibility of running the GUI on a low cost computer with a small display. We tried a Rapsberry Pi 3 and we found that even with the Raspberry Pi 3’s increased GPU power over its predecessors the CAD output from the GUI lagged behind the actual real-time motion, and this lag created frustration in the subjects. Future work will focus on improving the 3D-performance of a low cost mobile display unit.

**Challenges and Scope for Future Designs**

We created a prototype of a soft robotic system that is capable of safely opening a human hand using a BMI system. We note four challenges and scope for iteration in future designs:

1. We designed the glove for a large hand, meaning that for people of a smaller hand size the device did not function optimally.
2. The noise and “feel” of the exoskeleton proved to be a distraction for the participants, and these factors lead to initial difficulties in concentration.
3. We demonstrated results using either the actiCAP and Epoc+, initially the stability of the EEG signal from the actiCAP generated less instabilities and false positives. This was partially corrected when our modified pipeline was applied to the Epoc+.
4. When using the passive exercise system, the feedback from the study group reported that the 3D representation of the hand was not as lifelike as the subjects would have liked.

Other studies also corroborate this enhancement in the classification accuracy of the actiCAP. In the comparative research conducted again with both devices, focusing on the distinction of patterns of brain activity formed by imagining pictures (Bobrov et al., 2011), the percentage of correctly recognized states was always higher in the case of actiCAP but with a difference less than 10%. The application of advanced machine learning algorithms can notably increase the performance of the Epoc+ system. Following this approach, for stroke rehabilitation, Munoz et al. (2014) claimed to reach 98% of accuracy applying a type of support vector machine (SVM) algorithm to distinguish between two states (open and close the hand) using Epoc+ headset.

Knowing these differences in the quality of the signal recorded by both devices, the question is if improvements to the default OpenViBE pipeline can sufficiently aid in enhancing the final classification performance.

We applied further signal processing and machine learning techniques, including filtering using the non-recursive finite impulse response, electrooculographic artifacts removal based on a second-order blind inference method, and extraction of features with the discrete wavelet transform approach. Afterward, two advanced classification techniques were applied to distinguish hand movements: k-nearest neighbor (k-NN) and SVM. These types of techniques have been previously used to classify signals for stroke rehabilitation (Munoz et al., 2014; Zhang et al., 2015). We provide links to our software that implements these algorithms in Supplementary Material.
CONCLUSION

Soft Orthotic Physiotherapy Hand Interactive Aid consists of (1) a soft robotic exoskeleton, (2) a microcontroller-based control system driven by a BMI, and (3) a sensorized glove for passive rehabilitation. This first prototype of our modular soft robotic exoskeleton system can provide guided rehabilitation exercises, and we have demonstrated how it assists a subject to extend their hand from the claw shape using information received from a BMI. We show that by collecting data from EEG, pressure, and video, we can quantify the performance of the system, and we have identified areas that are important for future development.

There were issues with our system, such as (1) the variety of hand sizes when testing the system on multiple people and (2) the Epoc+ system could not provide as stable readings as the actiCAP using the standard openViBE workflow, leading to issues of a bias in the motion of the exoskeleton (opening when no motion should happen). This issue was reduced but not fully removed when we implemented preprocessing and the k-NN and SVN algorithms.

Taking into account the extra time that is required to use the £10,000 actiCAP arrangement, and the cost difference, the £600 Epoc+ proves to be a suitable alternative. We note that there is a market opportunity for an adjustable electrode, wireless BMI system that covers the motor cortex, and which is priced similar to the Epoc+.

The work shown illustrates the potential for further development in the expansion of the soft system to other body areas while using BMI to complement the rehabilitation. This paper reports on a proof-of-concept system that will enable us to develop specifications for a subsequent device, which could be used in future clinical trials.
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