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We investigate the hydrodynamic properties of a Lennard-Jones fluid confined to a nanochannel using molecular dynamics simulations. For channels of different widths and hydrophilic-hydrophobic surface wetting properties, profiles of the fluid density, stress, and viscosity across the channel are obtained and analysed. In particular, we propose a linear relationship between the density and viscosity in confined and strongly inhomogeneous nanofluidic flows. The range of validity of this relationship is explored in the context of coarse grained models such as dynamic density functional-theory. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4986904]

I. INTRODUCTION

The development of novel nanotechnological applications and advanced materials with properties defined by transport phenomena at the nanoscale demands an improved understanding of rheology and tribology at the molecular level. For example, quantifying the rheological properties of fluids confined within nanoscale cavities may enable more efficient design of lab-on-a-chip applications. Also, viscosity regulates the pumping power needed to operate fluids in energy and lubricating applications and affects drug release rates in biomedical applications. Molecular modelling of fluid flow in the vicinity of a solid substrate is also of fundamental interest, as it involves a wide spectrum of non-trivial physical phenomena across scales, such as hard-sphere repulsion, slip, viscous forces, and disjoining pressure effects. As such it can serve as a paradigm for physical systems exhibiting multiscale dynamics.

All the above physical and technological settings involve fluid flow in contact with solid surfaces. The associated boundary condition has deserved particular attention over many years, going back to the work of Navier. However, at the nanoscale, classical continuum hydrodynamic models, such as the Navier-Stokes (NS) equations, are not able to accurately describe fluid flow and properties. In fact, they break down when the atomic nature of matter results in state variables (e.g., density) changing significantly on a scale that is commensurate with the molecular mean free path, which is certainly the case in the vicinity of a solid boundary. One consequence is that the classical no-slip boundary condition for fluid flow past a solid surface is not valid for nanoscale flows, e.g., flows in nanochannels. In particular, at the nanoscale, transport properties depend on highly inhomogeneous fluid properties, leading to a behaviour which is inconsistent with NS dynamics. Therefore, the no-slip condition needs to be modified appropriately. Unfortunately, experimental analysis at the nanoscale is particularly difficult and plagued by measurement errors. Molecular dynamics (MD) provides closure relationships to hydrodynamics from a more fundamental physical level. For example, this approach is able to evaluate the slip velocities which cannot be done with standard hydrodynamics calculations.

In their groundbreaking study, Thompson and Troian investigated slip between a Lennard-Jones (LJ) fluid and solid walls, showing that the no-slip condition was justified at sufficiently low shear rates but failed at higher shear rates, at which the slip length diverges as a critical shear rate is approached. As far as the bulk quantities for self-diffusivity and viscosity of fluids are concerned, these have been studied extensively using MD simulations. For instance, Rowley and co-workers reported MD computations of the self-diffusion coefficient and the viscosity in agreement with argon experimental data. Later, Meier and co-workers calculated the kinetic and potential viscosity contributions for a broad range of temperatures and densities. It was also shown that results for LJ fluids may be extrapolated to real fluids using a corresponding states scheme.

Studies for the viscosity in confined geometries were undertaken by Hartkamp and co-workers for the case of a planar Poiseuille flow, uncovering a highly oscillatory behaviour close to the wall, which depends on the applied body force. Other studies focus on identifying the non-Newtonian part of the stress tensor of a sheared fluid. Our primary aim here is to explore the possibility of universal relations for transport properties, such as the shear viscosity...
close to solid substrates in confined geometries, by considering a prototype, the (well-studied) planar Couette flow in a nanochannel.

Ultimately, finding universal relationships between the stress tensor, the density distribution, and the velocity field would allow us to formulate a closure for nanoscale continuum models. For instance, recent works based on the statistical mechanics of classical fluids, namely, density functional theory (DFT), have shown that fluid layering gives a rich structure near contact lines.\textsuperscript{10,30} This structure is expected to also impact dynamic situations, which may be modelled using continuum dynamic DFT (DDFT) for colloidal fluids. Bridging the gap between DDFT and NS requires relaxation of the main assumptions inherent to colloidal fluids leading to an NS-like equation.\textsuperscript{31,32}

However, in this equation a number of closures remain unspecified, such as the relation between viscosity and density, which is crucial where we have clustering of molecules, i.e., close to boundaries such as walls and interfaces. The use of empirical expressions between the viscosity and density leaves open questions as to how accurately DDFT models and the NS-like equation obtained in Refs. 31 and 32 can capture the correct physics in dynamic settings. Part of the aim of the present work aims to test such empirical relations for nanoconfined fluids.

For this purpose, MD simulations are performed for a model system, a LJ fluid confined between LJ walls. Using a variety of channel width and shear rates, we scrutinise the slip length, the spatially dependent number density, and the stress tensor of the LJ fluid in contact with the sheared wall for various shear rates and channel widths.

Our computations reveal a strong anisotropic behaviour of the mass transport properties of the fluid along the channel section due to the solid-liquid non-bonded interactions in the layers close to the LJ walls. In particular, we probe the quality of a linear relation between viscosity and density, applied throughout the channel, and exclusively based on parameters extracted from the bulk fluid. We also test the impact of a refined relationship, by including a linear dependency on the density gradient. Interestingly, apart from the first fluid layer close to the wall, the simplest law solely based on bulk values already provides a good agreement with our MD simulations. Including a linear dependency on the density gradients in a confinement-independent manner further improves the quality of the prediction.

Whilst these observations may not be used to replace effective slip conditions, which heavily depend on the fluid behaviour in the first fluid layer, they may serve as a guide for the description of fluid flows with highly inhomogeneous density distributions. For instance, the laws presented in this work may be used in coarse-grained nanoscale continuum DDFT and NS-like models, in order to study moving contact lines or fluids in nanoconfinement. In these highly inhomogeneous situations, capturing the viscosity accurately away from the wall is essential in order to predict macroscopic quantities such as the contact line friction.

In Sec. II, we describe our MD methodology. Our results are discussed and analysed in Sec. III, and overall discussions and conclusions are offered in Sec. IV.

II. METHODS

One of the fundamental goals of liquid state theory is to understand and predict the behaviour of a fluid based on the properties of its constituent molecules.\textsuperscript{33} For this purpose, MD stands out as an attractive simulation method that explicitly takes into account the molecular nature of liquids and is therefore able to calculate the fluid transport properties at the molecular scale.

The fluid is modelled as a set of monoatomic particles interacting with both fluid and wall particles via a 12-6 LJ potential $U$,

$$U_{ij}(r) = 4\varepsilon_{ij} \left( \frac{\sigma_{ij}}{r} \right)^{12} - \left( \frac{\sigma_{ij}}{r} \right)^6,$$

where $r$ is the atom-atom distance, $\sigma_{ij}$ is the range parameter, namely, the distance at which the inter-particle potential is zero, $\varepsilon_{ij}$ is the depth of the potential well, and $\{i,j\}$ takes values as either $w$ or $f$ for wall or fluid particles. The mixed parameters are chosen according to the Lorentz-Berthelot combination rules,\textsuperscript{34}

$$\sigma_{ij} = \frac{\sigma_i + \sigma_j}{2}, \quad \varepsilon_{ij} = \sqrt{\varepsilon_i \varepsilon_j}.$$  \hspace{1cm} (2)

In what follows, we drop the subscript $f$. $m$ is the mass of a fluid particle and the characteristic time is $\tau = \sqrt{\sigma^2 m / \varepsilon}$.

Our MD simulations are performed using the Large-Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS).\textsuperscript{35} Specifically, we simulate an NVT ensemble by integrating Newton’s equations of motion using a version of the Verlet algorithm$^{34,35}$ with a time step of $dt = 0.005 \tau$.\textsuperscript{18,21} The initial velocities of the fluid particles are sampled from a Maxwell-Boltzmann distribution, with a variance corresponding to the temperature $T$.

The fluid is confined between rigid walls. A Cartesian coordinate system $(x, y, z)$ is introduced with an origin such that $y = y_0$ is on the lower wall, where $y_0$ is the position of the wall layer contacting the bottom of the fluid (here $3.75 \sigma$), and with $x$ the streamwise coordinate, $y$ the outward-pointing coordinate normal to the lower wall, and $z$ the spanwise coordinate, see Fig. 1. The fluid flow is induced by moving the top wall, thus generating a planar Couette flow. The accessible Couette cell (excluding the walls) measures $[21.368 \sigma] \times [h] \times [12.792 \sigma]$, along the $x$, $y$, and $z$ axes, respectively. Values for $h$ vary from

\[ \text{FIG. 1. Sketch of the atomistic view of a Couette flow of a LJ fluid at temperature $T$ through a channel of width $h$. The top wall is sheared with velocity $u_w$. The velocity profile of the flow is shown by the red arrows. The fluid and wall LJ parameters are $\varepsilon_f$, $\sigma_f$ and $\varepsilon_w$, $\sigma_w$, respectively.} \]
where $F$ is a vector with a magnitude given by the Gaussian distribution $k$ is maintained along the channel (see Appendix A). With the Langevin thermostat, the total force acting on the $k$th atom is

$$F_{\text{tot},k} = F_{r,k} + F_{t,k},$$

where $F_{r,k}$ is the LJ force

$$F_{r,k} = -\sum_{\ell \neq k} \nabla U_{k\ell},$$

and $F_{t,k}$ represents a frictional drag term proportional to the particle mass $m_k$ and velocity $v_k$ as

$$F_{t,k} = -m_k \Gamma (v_k \cdot e_z) e_z,$$

where $\Gamma$ is the friction constant controlling the rate of the heat exchange with the reservoir. Finally, $F_{t,k}$ is a Gaussian distributed random force with zero mean and non-zero variance

$$F_{t,k} = \sqrt{2k_B T m_k \Gamma / \Delta t} (\hat{k}_z \cdot e_z) e_z,$$

where $T$ is the fluid temperature, $\Delta t$ is the time step, $k_B$ is the Boltzmann constant, and $\hat{k}_z$ is a random fluctuating vector with a magnitude given by the Gaussian distribution with unit variance and mean zero. In detail, the equation of motion in the $z$-direction for the $k$th fluid particle is thus given by

$$m_k \ddot{z}_k = -\sum_{\ell \neq k} \frac{\partial U_{k\ell}}{\partial z_k} m_k \dot{z}_k + \sqrt{2k_B T m_k \Gamma / \Delta t} \dot{k}_z,$$

where $\ddot{z}_k$ is the acceleration of the $k$th fluid particle along the $z$-direction. The last two terms disappear in the directions which define the shear plane. In these directions, Newton’s equations are solved.

By applying the Langevin thermostat, every particle is coupled to a viscous background and a stochastic heat bath. The friction coefficient, which regulates the heat flux from the simulation domain, should be large enough to dissipate all the generated heat without causing significant changes in temperature but small enough not to affect the particle trajectories. Consequently, in this work, $\Gamma = 1.0 \text{r}^{-1}$ in line with Refs. 18, 21, 40, and 46–49.

The alternative thermostating scheme, where only the wall atoms have the thermostat applied, is unfortunately not efficient for the studied systems. In particular, the work done by the applied shear raises the temperature of the fluid to values that are too large to be efficiently removed by heat conduction with the wall particles. This behaviour can be observed in the work of Yong and Zhang where the fluid temperature in the middle of the channel becomes significantly larger than that near the walls, thus raising the question of the validity of the corresponding thermostat choice.

The practical implementation of the described procedure applies a Langevin thermostat locally for each fluid slab element, ensuring that local thermodynamic equilibrium is valid across the system. The appropriateness of the described method and experimental setup is ensured by checking that the bulk viscosity is in agreement with the value reported in the literature and obtained using different approaches including equilibrium MD simulations. Also, here the simulated fluid number density $\rho = 0.82 \sigma^{-3}$ is exactly that of the coexisting bulk liquid at temperature $T = 1.1e/k_B$. The mass of the wall atoms has been chosen as $m_w = 2.0m$. Both the top and the bottom walls are effectively impenetrable surfaces, and the wall atoms are rigidly fixed within the lattice sites of a simple cubic cell, with a lattice site length of 1.072$\sigma$. The walls consist of 4 layers of atoms (i.e., 960 atoms per wall). Thus, by considering the different degrees of fluid nanoconfinement, the number of atoms in the simulation domain ranges from 3360 to about 10 100.

The LJ parameters are set to $\sigma_w = 1.0 \sigma$; to model different wall-fluid interactions, we choose $\epsilon_w = 1.0 \epsilon$ for a hydrophilic configuration ($\epsilon_w \geq \epsilon$) and $\epsilon_w = 0.2 \epsilon$ for a hydrophobic configuration ($\epsilon_w < \epsilon$). The cutoff radius of the LJ potential is set to $r_c = 2.5 \sigma$, a commonly used value balancing computational speed with accuracy.

The simulation protocol consists of three steps. First, the confined fluid is equilibrated within $2 \times 10^6 \tau$ time steps. Second, a velocity gradient is applied by moving the top wall for $2 \times 10^6 \tau$ time steps. Third, once the velocity profile of the confined fluid is in a steady state, simulations are continued up to $10^6 \tau$, to ensure statistical relevance of the measured fluid properties. Fluid properties are both time- and space-averaged along steady-state trajectories. The spatially varying quantities (e.g., fluid density and average velocity) are computed by subdividing space into bins of widths that provide a satisfactory compromise between statistical noise and resolution.

The fluid density is computed using 750 and 500 slabs for $h = 21.44 \sigma$ and $h = 6.43 \sigma$, respectively. Due to higher levels of noise, the velocity profiles for the hydrophilic and the hydrophobic case are computed using bin widths of $\Delta h = 0.05h$ and $\Delta h = 0.025h$, respectively. All quantities are given as bin and time averages along the simulated domain and trajectories, respectively. For calculations where a higher resolution is required, standard linear interpolation is used.

### III. RESULTS

To obtain a qualitative picture of the mass transport properties of a LJ fluid, we perform MD simulations in channels of width $h = 6.43 \sigma$ and $21.44 \sigma$, allowing us to investigate the influence of confinement on the flow. By changing the strength of the LJ fluid-substrate interactions $\epsilon_w$, we simulate hydrophilic ($\epsilon_w = 1.0 \epsilon$) and hydrophobic ($\epsilon_w = 0.2 \epsilon$) substrates. Finally, we consider different strain rates by changing the velocity of the sheared wall. From these simulations, we obtain a comprehensive picture of the effects of confinement and fluid-wall attraction by analysing the density structure, velocity profiles, slip (see Appendix C), fluid...
stresses, and viscosities. This finally allows us to validate a linear constitutive relationship between the density and the viscosity, which may be then used in coarse-grained models such as the NS-like equation obtained in Refs. 31 and 32.

A. Equilibrium density profiles

We begin by computing the equilibrium fluid density distributions across the nanochannel. Several representative density profiles corresponding to hydrophilic and hydrophobic walls and two different channel widths are depicted in Fig. 2.

The fluid density profiles exhibit an oscillatory behaviour near the substrate walls, which for the chosen value of fluid temperature ($T = 1.1 \varepsilon / k_B$) persists up to distances of 4–6 particle diameters from the walls.51–56 The stronger the attraction of the hydrophilic substrate is, the more pronounced the oscillations in the near-wall fluid structure become. In particular, in the wider channel, the height of the first density peak near the hydrophilic wall is about $2.75 \sigma^3$, whereas the corresponding value of the first peak near the hydrophobic wall is about $1.6 \sigma^3$. In all the profiles presented, the density peaks are set approximately one hard core diameter apart. This oscillatory near-wall fluid structure is a manifestation of the correlated short-range intermolecular repulsions, which play a key role during layering and freezing transitions in adsorbed fluids.57

As it can be seen in the case of the wider channel in Fig. 2(b), the amplitude of the density oscillations rapidly decays while approaching the bulk volume of the fluid.18,23,51,58 It is noteworthy that the values of the density at the near-constant plateaus in the center of the channel are slightly, but noticeably, different for the hydrophilic and hydrophobic cases. This oscillatory near-wall fluid structure is a manifestation of the correlated short-range intermolecular repulsions, which play a key role during layering and freezing transitions in adsorbed fluids.57

As described by Yong and Zhang,36 in the case where the Langevin thermostat is applied to the fluid particles, accurate dynamics with small disturbances to the particle trajectories can be achieved in weakly sheared systems. Thus, here we focus our attention on the dynamics produced at the lowest shear rate. In Fig. 3, we show velocity profiles of the fluid confined in hydrophilic and hydrophobic channels of widths $h = 6.43 \sigma$ to $21.44 \sigma$.

For strongly wetting walls (see top plot in Fig. 3), the velocity of the fluid relative to the wall vanishes at the

![FIG. 2. Fluid density profiles, $\rho$, across the nanochannels of width (a) $h = 6.43 \sigma$ and (b) $h = 21.44 \sigma$. Blue dashed and red solid curves correspond to the hydrophilic ($\varepsilon_w = 1.0 \varepsilon$) and hydrophobic ($\varepsilon_w = 0.2 \varepsilon$) walls, respectively.](image-url)
solid-fluid interface. This occurs for each strain rate considered and is due to the large wall-fluid interaction potential. The large momentum transfer at the boundary layer even leads to effective negative slip lengths. Therefore, the fluid layers adsorbed at the wall can be viewed as an extended wall layer, which induces increased shearing in the middle of the fluid by reducing the width of the flow region.

On the other hand, for weaker, i.e., hydrophobic walls (see the bottom plot in Fig. 3), the velocity profile exhibits significant slip, leading to positive slip lengths of the order of a few hard sphere diameters. Note that the velocity profiles collapse for distances farther than 2σ away from the wall.

**C. Stress tensor profiles**

We have studied the fluid stress profiles for different flow and confinement conditions with the aim to understand the relation between density, stress tensor, and viscosity across the channel. The stress tensor computations are based on the Irving-Kirkwood method, which is composed of a kinetic and a configurational contribution. The kinetic contribution is linked to the local translational shear viscosity and corresponds to the momentum transfer associated with the displacement of the particles. The configurational contribution comes from the intermolecular forces between the particles. To leading order, the local Irving-Kirkwood expression for the xy component of the stress tensor is

\[
\tau_{xy,\text{bin}}(y) = -\frac{1}{V_{\text{bin}}} \sum_{i=\text{fluid}}^N \sum_{j=\text{fluid}}^N \left( r_{i,x} - r_{j,x} \right) F_{ij,y} \\
- \frac{1}{V_{\text{bin}}} \sum_{i=\text{fluid}}^N \sum_{j=\text{fluid}}^N \left( m_i (v_{i,y} - v_{x,\text{bin}}(y)) \right),
\]

where \( r_{i,x} \) and \( r_{j,x} \) are the positions of the interacting atoms, \( F_{ij,y} \) is the interatomic force in the y-direction, \( N_{\text{bin}} \) is the number of fluid atoms in the bin, \( N_{\text{fluid}} \) is the total number of fluid atoms, \( V_{\text{bin}} \) is the volume of each bin, and \( v_{x,\text{bin}}(y) \) is the mean local streaming velocity of each bin. Note that in our sign convention, the forces are applied to the fluid particles.

The diagonal components of the stress tensor are also depicted in Fig. 4. Evidently, the fluid layers close to the wall show an anisotropic behaviour along the y direction, which is primarily induced by the fluid density oscillations, and is therefore an equilibrium effect. We note that due to large wall-fluid interactions, \( \sigma_{yy} \) is significantly different from \( \sigma_{xx} \) and \( \sigma_{zz} \), whereas \( \sigma_{xx} \) and \( \sigma_{zz} \) show a similar behaviour. As a consequence, the normal stress difference (namely, \( \sigma_{yy} - \sigma_{xx} \)) oscillates between negative and positive values approaching the interface region. In the inner region, instead, solid-fluid interactions are negligible, and bulk conditions are recovered.

Our results indicate that the surface influence extends up to 5 molecular diameters from each wall.

The off-diagonal components \( \tau_{xz} \) and \( \tau_{yz} \) of the stress tensor are depicted in Fig. 4. The mean values of both \( \tau_{xz} \) and \( \tau_{yz} \) vanish, as expected, since the fluid is only perturbed along the x direction. Due to the confinement in the y direction, an oscillating profile for \( \tau_{xy} \) is found, and it is these oscillatory shear-stress profiles which cause complexity in the viscosity of the fluid and which will be explored in detail below.

**D. Viscosity**

In the MD simulations presented here, we have obtained smooth profiles for the velocity, density, and stress, and we therefore explore the possibility to extend the concept of viscosity to nanoscopic flows. We do so by using a linear constitutive Newtonian equation, which is expected to be informative to coarse-grained DDFT and NS-like models used to approximate similar confined flows, as they include Newtonian viscosity terms directly, even where density profiles can be strongly inhomogeneous.

We note, however, that in our MD computations this constitutive linear relation between shear stress and strain...
rate is likely to break down near the wall where the fluid is strongly inhomogeneous. In particular, at the interface region, the scalar viscosity value must be substituted by a tensorial non-constant quantity. We stress therefore that whilst the results presented here are adequate for a sheared constrained LJ fluid, they cannot be readily generalised to more complex flow profiles.

Once the stress tensor and velocity profiles are obtained along the channel, it is possible to compute the viscosity profile \( \eta(y) \) by exploiting the linear Newtonian relation between the off-diagonal stress tensor and the velocity gradient, namely,

\[
\tau_{xy} = -\eta \frac{\partial v_x}{\partial y}.
\]  

(9)

Figure 5 shows the effect of nanoconfinement on the viscosity \( \eta \). In the central region of the nanochannel, the viscosity is roughly constant \((\approx 2.15 \epsilon \tau / \sigma^3)\) and in good agreement with the typical bulk values reported in the literature. \(25,26,50\) The absence of slip at the solid-fluid interface leads to a viscosity increase with respect to the bulk value within a thin surface layer. \(28,65\) For hydrophilic surfaces, the first fluid layer is therefore special in that it is extremely stiff and cannot easily be sheared, in agreement with the no-slip assumption. Moreover, the kinetic contribution is negligible with respect to the configurational one. \(25,44\)

When the fluid is confined by hydrophobic surfaces, the local viscosity near the wall is lower than in hydrophilic configurations (see the bottom row of Fig. 5), with the near-wall values closer to the bulk ones. The hydrophobic walls cause a greater fluid mobility than the hydrophilic ones, and it is possible to observe the formation of a thin fluid layer close to the surface with strongly reduced viscosity. Because of the reduced viscosity in the proximity of the hydrophobic surfaces, the fluid flow is enhanced within this slip region.

E. Density and viscosity: Hydrophilic substrates

In Fig. 6, the local relationship between normalised density and normalised viscosity is depicted for different channel widths for hydrophilic substrates. We observe that in the wall
FIG. 5. Kinetic (red dashed line) and configurational (blue solid line) contributions to the viscosity \( \eta_\sigma^2/\varepsilon \) along the channel width and with shear rate \( \gamma = 0.063 \tau^{-1} \) for hydrophilic \( (\varepsilon_w = \varepsilon) \) and hydrophobic \( (\varepsilon_w = 0.2 \varepsilon) \) substrates are depicted in the top and bottom rows, respectively. The left and right columns show results for channel widths \( h = 6.43 \sigma \) and \( h = 21.44 \sigma \), respectively.

FIG. 6. Normalised density \( \rho/\rho_{\text{bulk}} \) vs normalised viscosity \( \eta/\eta_{\text{bulk}} \) across the channel for hydrophilic substrates \( (\varepsilon_w = \varepsilon) \) and for channel widths \( h = 6.43 \sigma \) and \( 21.44 \sigma \) shown in subplots (a) and (b), respectively. The colours are scaled between the static bottom wall (blue) and the sheared top wall (red). As a result, the middle of the channel is represented by purple symbols. The bulk values employed for normalisation are \( \rho_{\text{bulk}} = 0.81 \sigma^{-3} \) and \( \eta_{\text{bulk}} = 2.15 \varepsilon \tau/\sigma^3 \).
regions, the slopes of the $\partial \eta / \partial \rho$ curve are generally greater than the ones obtained in the middle of the channel. Also, we observe strong non-linear “fan-shaped” structures. These may arise from the bending of the velocity profile in the proximity of the walls, as well as the interactions at the solid-liquid interface, which are ultimately creating the oscillatory structures in both viscosity and density.

The rich behaviour depicted in Fig. 6 exemplifies the inadequacy of using a constant viscosity in mean-field DDFT or coarse-grained models where walls are present. It may also be tempting to dismiss a simple linear relationship for $\eta(\rho)$ for this scenario. However, let us first recognise that for non-repulsive walls, in the layer closest to the wall, the position of the fluid particles is highly organised, leading to a highly peaked density distribution (see Fig. 2). It is thus reasonable to exclude the first layer from our considerations, and therefore only attempt to capture the viscosity behaviour away from this first layer. We thus investigate the data from Fig. 6 by first averaging the data from the top and the bottom walls, therefore exploiting the spatial symmetry in the $y$ direction, and then removing the layer of particles closest to the walls, as shown in Fig. 7 ("MD data" curves).

We see in Fig. 7 a good fit to the data for all but the first molecular layer nearest the walls is given by

$$\eta = \left(\frac{\eta_{\text{bulk}}}{\rho_{\text{bulk}}}\right) \rho,$$

represented by the black dashed-dotted line. This fit is achieved with an $R^2$ value of 0.83. This law is particularly favourable for implementation in coarse-grained models as it requires knowledge of only the bulk values of density and viscosity and is independent of the degree of confinement of either. Allowing for a confinement-dependent fit and offset values at zero density only improved the fitting quality marginally to a $R^2$-value of 0.85. This means that at this level of description, the universal law (10) which does not depend on the degree of confinement is justified.

It is noteworthy, however, that the deviations between our MD results and (10) are up to ±40% for the second layer of fluid from the wall and then improve quickly thereafter. One possibility to improve the quality of the fit would be to include gradients of the density in the direction normal to the wall in the constitutive relationship between density and viscosity. This accounts for the oscillatory behaviour of the deviations in Fig. 7 but would be dependent on the particular wall and fluid interactions being modelled, in contrast to (10).

Thus far in this section, we have argued that a simple linear relationship between density and viscosity can be justified for confined fluids. In particular, this has been done in a way which would be straightforward to implement in coarse-grained models (i.e., with no further MD runs required for different setups) and involves an approximation error not unreasonable given other errors in coarse-graining. However, we also realise that such a simple linear relationship is incapable of retaining any direct knowledge of the fluid layering/structure.

We thus also include gradients of the density in the direction normal to the wall in the constitutive relationship between density and viscosity. The simplest law extending (10) balances the smallest number of fitting parameters with reasonable additional accuracy. We find a generalised law as

$$\eta = \left(\frac{\eta_{\text{bulk}}}{\rho_{\text{bulk}}}\right) \left(\rho + 0.056 \sigma \frac{\partial \rho}{\partial y}\right),$$

which gives a fit with an $R^2$ value of 0.95 for all of the data as used in the linear law above, and plotted in Fig. 7.

The fits are displayed in Fig. 7 with blue and red dashed lines corresponding to their respective MD data points. Figure 8 also plots the fit of (11) to the MD data by explicitly showing the strong dependence on $\rho$ and the weaker dependence on $\partial \rho / \partial y$ to account for the oscillations in the fluid structure near to the walls. We reiterate, however, that this generalised law is not as immediately useful for coarse-grained

![Fig. 7](image1.png)

**Fig. 7.** Viscosity vs. density for two channel widths for hydrophilic substrates and comparison with linear relationship $\eta = (\eta_{\text{bulk}}/\rho_{\text{bulk}})\rho$ for all but the first particle layers nearest the walls. The data have been averaged for each channel width exploiting the spatial symmetry in the $y$ direction. The linear relationship requires knowledge of only the bulk values of density and viscosity, and achieves an $R^2 = 0.83$ fit to the data. Furthermore, the thicker dashed lines are plotted using the generalized fit (11), which also includes the density gradients normal to the walls and achieves an $R^2 = 0.95$ fit to the data.

![Fig. 8](image2.png)

**Fig. 8.** Normalised viscosity $(\sigma/\rho_{\text{bulk}})\partial_y \rho$ plotted depending on normalised density $(\rho/\rho_{\text{bulk}})$ and normalised density gradients $(\sigma/\rho_{\text{bulk}})\partial_y \rho$. The plane shows the fit described in (11). The two confinement situations are coloured as in Fig. 7.
models as the coefficient in front of the gradient term may depend on the oscillatory structure of the fluid density, which in turn depends on the particular fluid and solid interactions being modelled. The LJ system studied here has been chosen as an extreme prototype, with significant structure and hence large density gradients. Then for other fluids, the additional term in (11) would have an even smaller effect and thus leading to an even stronger recommendation of the linear law in (10).

Given that for the above viscosity-density relationships, we have excluded the first layer of fluid atoms, in Appendix C, we also discuss the possibility to include the first layer of fluid particles by fitting the values at the peaks of the fluid density to an exponential law. This idea needs, however, to be tested for a wider range of parameters.

IV. DISCUSSION AND CONCLUSIONS

Detailed MD simulations have been performed to scrutinise the effect of nanoconfinement on the mass transport properties of a LJ fluid under planar Couette flow conditions. Several nanoconfinement conditions were considered by changing the channel width and the hydrophilicity of the walls.

Nanoconfinement leads to fluid layering, which manifests itself in density oscillations in the proximity of the solid-fluid interface, and is observed for all channel widths. Away from the solid surfaces, bulk conditions are recovered, as expected. Density oscillations depend on the forces exerted by the wall atoms. Close to the walls, the components of the stress tensors show a layering that is a consequence of fluid adsorption: the adhesion of fluid particles onto the surface, especially in hydrophilic conditions, creates a layer that is largely immobilised leading to the rich behaviours in densities, stresses, and viscosities. Outside the region of wall influence, the stress tensor becomes isotropic.

Using the velocity and stress-tensor profiles and assuming a Newtonian relation between the off-diagonal stress tensor and the velocity gradient, we computed the local shear viscosities. Outside the region of wall influence, the stress tensor becomes isotropic.

In Fig. 9, we provide the temperature profiles considering different degrees of fluid confinement and hydrophilicity.
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APPENDIX A: EFFECTIVENESS OF THE THERMOSTAT

In Fig. 9, we provide the temperature profiles considering different degrees of fluid confinement and hydrophilicity.

![Temperature profile (ke/T) of the LJ fluid along the channel width](image)
which demonstrate the effectiveness of the adopted Langevin thermostat.

**APPENDIX B: SLIP LENGTH**

The fluid velocity at the solid-fluid interface is usually quantified by the slip length $L_s$, which is defined through\textsuperscript{18,23,39}

$$v_s = L_s \frac{\partial v}{\partial y} \bigg|_{h/2}.\quad (B1)$$

Here, $v_s$ is the tangential velocity at the solid surface and $\partial v / \partial y$ is the velocity gradient normal to the wall. Here, due to the strong anisotropy in the first few fluid layers close to the wall, we use velocity gradients close to the center of the domain, where bulk properties of the fluid are recovered. The main factors affecting slip are the energy of wall-fluid interactions and the shear rate.\textsuperscript{22,23} It should be noted that the exact value of the slip length can have a profound impact even on macroscopic flows, e.g., at the moving contact line (see, e.g., the work of Sibley \textit{et al.}\textsuperscript{70}).

In Fig. 10, we present slip length measurements for hydrophilic and hydrophobic surfaces as a function of the shear rate. In the case of hydrophilic walls, $L_s$ is almost constant and negative of the order of $-\sigma$, meaning that the effective no-slip boundary plane is located in the fluid domain.

For hydrophobic walls, $L_s$ is positive. Figure 11 depicts the slip length $L_s$ as a function of the shear rate measured within the fluid $\gamma_m$, showing a divergent behaviour as $\gamma_m \to \gamma_c$. In other words, the slip length is almost constant at relatively low shear rates, whereas it increases non-linearly close to a critical shear rate $\gamma_c$. The results for $L_s$ vs. $\gamma$ are then fitted to

$$\frac{L_s}{L_0} = \left(1 - \frac{\gamma}{\gamma_c}\right)^{-\alpha_c}.\quad (B2)$$

In Fig. 11, it is shown that this leads to a good fit for $\alpha_c = 0.5$, in good agreement with previous results in the literature.\textsuperscript{18} We note, however, that including $\gamma_s$ as a fitting parameter leads to a better quality fit with $\alpha_c = 2.52$, suggesting a modified asymptotic behaviour. Further computations for higher slip lengths are needed to determine the asymptotic behaviour conclusively.

**APPENDIX C: DENSITY AND VISCOSITY: DENSITY PEAKS**

In Sec. III E, we argued that the first layer of fluid particles close to the wall needs to be considered separately. Here, we attempt to extend our theory to the first layer, by fitting data at the density peaks along the channel (without including any dependency on the density gradient). In particular, we fit the normalised values of the viscosity peaks ($\eta / \eta_{\text{bulk}}$) as a function of the normalised values of the density peaks ($\rho / \rho_{\text{bulk}}$). This will allow us some coarse measure of how viscosity and density are related up to the walls.

Specifically, we observe that moving from the solid-liquid interface towards the bulk region, the peak values of the
density and viscosity profiles decrease exponentially (see Figs. 2 and 5). Inspired by this decay, we postulate the following law:

$$\eta = a \exp \left( \frac{b}{\rho} \right) + c, \quad (C1)$$

In Fig. 12, our data are fitted to this law, showing a good agreement for different degrees of confinement. However, we reiterate that this is the fit only to the peak values, and as such is a speculative attempt to propose a fitting law for the entire channel up to the walls. In most applications using meso- or macroscopic models, we recommend (10) or (11) if hoping to also capture some of the behaviour due to the fluid oscillations near the walls) in the first instance even if it cannot account for the nearest-wall molecular layer.