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ABSTRACT

This work presents a novel virtual analog model of the Lockhart wavefolder. Wavefolding modules are among the fundamental elements of ‘West Coast’ style analog synthesis. These circuits produce harmonically-rich waveforms when driven by simple periodic signals such as sinewaves. Since wavefolding introduces high levels of harmonic distortion, we pay special attention to suppressing aliasing without resorting to high oversampling factors. Results obtained are validated against SPICE simulations of the original circuit. The proposed model preserves the nonlinear behavior of the circuit without perceivable aliasing. Finally, we propose a practical implementation of the wavefolder using multiple cascaded units.

1. INTRODUCTION

In 1965, Bob Moog (1934–2005) presented his seminal work on the design of a voltage-controlled filter (VCF) at the 17th Annual AES Meeting [1]. Moog’s design became a key element of the celebrated Moog sound and of electronic music in general. His work paved the way for the development of a synthesis style known as "East Coast" synthesis, named after Moog’s New York origins. Two years prior, in 1963, the San Francisco Tape Music Center, along with composers Morton Subotnick and Ramon Sender, commissioned a voltage-controlled instrument from the Berkeley-based Don Buchla (1937–2016). This led to the development of Buchla’s first synthesizer, the Buchla 100, and the birth of "West Coast" synthesis [2].

Although contemporaries, the synthesis paradigms of Moog and Buchla had very little in common. In East Coast synthesis, sounds are sculpted by filtering harmonically-rich waveforms, such as sawtooth or square waves, with a resonant filter. This approach is known in the literature as subtractive synthesis. In contrast, West Coast synthesis eschews traditional filters and instead manipulates harmonic content, or timbre, at oscillator level using a variety of techniques such as waveshaping and frequency modulation. The resulting waveforms are then processed with a lowpass gate (LPG), a filter/amplifier circuit that uses photosensitive opto-isolators, or vactrols, in its control path [3]. To set them apart from their East Coast counterparts, West Coast oscillators are called "complex oscillators".

One of Buchla’s early waveform generators featured a wavefolding circuit designed to control timbre. Wavefolding is a type of nonlinear waveshaping where portions of a waveform are inverted or "folded back" on itself. When driven by a signal with low harmonic content, e.g. a sine or triangular oscillator, wavefolders can generate harmonically-rich waveforms with distinctive tonal qualities. This work presents a novel virtual analog (VA) model of the Lockhart wavefolder, a West Coast-style circuit proposed by Ken Stone as part of his CGS synthesizer and available as a DIY project on his personal website [4].

Recent years have seen an increase in the number of manufacturers embracing West Coast synthesis and releasing their own takes on classic Buchla and Serge (another famed West Coast designer of the 1970s) modules. Modern synthesizer makers, such as Make Noise, Intellijel and Doepfer, all feature complex oscillators and LPGs in their product lines. This growing interest in modular synthesizers, which are generally exclusively expensive, serves as the principal motivation behind the development of VA models of these circuits. VA synthesizers are generally affordable and are exempt from the inherent limitations of analog circuits, e.g. faults caused by aging components.

An essential requirement in VA modeling is to preserve the "analog warmth" of the original circuit [5,6]. This perceptual attribute is associated with the nonlinear behavior inherent to semiconductor devices and vacuum tubes, and can be modeled via large-signal circuit analysis. This approach has been researched extensively in the context of VCFs [7–11] and effects processing [12–19]. The use of nonlinear waveshaping in digital sound synthesis is also well documented [20–23].

A particular challenge in VA models of nonlinear devices is aliasing suppression. High oversampling factors are usually necessary to prevent harmonics introduced by nonlinear processing from reflecting to the baseband as aliases. Aliasing reduction has been widely studied in the context of waveform synthesis [24–30]. Moreover, recent work has extended the use of a subset of these techniques to special processing cases such as signal rectification and hard clipping [31,32]. The proposed Lockhart VA model incorporates the antiderivative antialiasing method proposed by
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Parker et al. [33, 34].

This paper is organized as follows. Sections 2 and 3 focus on the analysis of the Lockhart circuit and derivation of an explicit model. Section 4 deals with the digital implementation of the model. Section 5 discusses synthesis topologies based around the proposed wavefolder. Finally, Section 6 provides concluding remarks and thoughts for further work.

2. CIRCUIT ANALYSIS

Figure 1 shows a simplified schematic of the Lockhart wavefolder adapted from Ken Stone’s design [4]. This circuit was originally designed to function as a frequency tripler by R. Lockhart Jr. [4, 35], but was later repurposed to perform wavefoldering in analog synthesizers. The core of the circuit consists of an NPN and a PNP bipolar junction transistor tied at their base and collector terminals. In order to carry out the large-signal analysis of the circuit, we replace Q1 and Q2 with their corresponding Ebers-Moll injection models [10] as shown in Figure 2. Nested subscripts are used to distinguish between the currents and voltages in Q1 from those in Q2. For instance, \( I_{CD} \) is the current through the collector diode in Q1.

We begin our circuit analysis by assuming that the supply voltages \( V_{\pm} \) will always be significantly larger than the voltage at the input, i.e. \( V < V_{in} < V_+ \). This assumption is valid for standard synthesizer voltage levels \( (V_\pm = \pm 15V, V_{in} \in [-5, 5]V) \), and implies that the base-emitter junctions of Q1 and Q2 will be forward-biased with approximately constant voltage drops for all expected input voltages. Applying Kirchhoff’s voltage law around both input–emitter loops (cf. Fig. 1) results in

\[
\begin{align*}
V_{in} &= V_+ - R I_{E1} - V_{BE1}, \\
V_{in} &= V_{BE2} + R I_{E2} + V_- ,
\end{align*}
\]

where \( I_{E1} \) and \( I_{E2} \) are the emitter currents, and \( V_{BE1} \) and \( V_{BE2} \) are the voltage drops across the base-emitter junctions of Q1 and Q2, respectively. Solving (1) and (2) for

\[
I_{E1} = \frac{V_+ - V_{BE1} - V_{in}}{R}, \\
I_{E2} = \frac{V_{in} - V_{BE2} - V_-}{R}.
\]

Next, we apply Kirchhoff’s current law at the collector nodes:

\[
\begin{align*}
I_{out} &= I_{C1} - I_{C2} , \tag{5} \\
I_{C1} &= \alpha_F I_{ED1} - I_{CD1} , \tag{6} \\
I_{C2} &= \alpha_F I_{ED2} - I_{CD2} . \tag{7}
\end{align*}
\]

Assuming that the contribution of reverse currents \( \alpha_R I_{CD1} \) and \( \alpha_R I_{CD2} \) to the total emitter currents \( I_{ED1} \) and \( I_{ED2} \) is negligible, we can establish that

\[
I_{ED1} \approx I_{E1} \quad \text{and} \quad I_{ED2} \approx I_{E2}.
\]

Substituting these values in (6) and (7), and setting the value \( \alpha_F = 1 \) gives a new expression for the output current:

\[
I_{out} = I_{E1} - I_{E2} - I_{CD1} + I_{CD2} . \tag{8}
\]

Combining (3) and (4) we can derive an expression for the difference between emitter currents. Since the voltage drops \( V_{BE1} \) & \( V_{BE2} \) across the base-emitter junctions are
approximately equal (i.e. $V_{BE_1} \approx V_{BE_2}$) for the expected range of $V_{in}$, their contribution to the difference of emitter currents vanishes. Therefore,

$$I_{E_1} - I_{E_2} = -\frac{2V_{in}}{R}. \quad (9)$$

Substituting (9) into (8) yields an expression for the total output current $I_{out}$ in terms of the input voltage and the currents through the collector diodes:

$$I_{out} = -\frac{2V_{in}}{R} - I_{CD_1} + I_{CD_2}. \quad (10)$$

Next, we use Kirchhoff’s voltage law to define expressions for $V_{CD_1}$ and $V_{CD_2}$ in terms of $V_{in}$ and $I_{out}$

$$V_{CD_1} = V_{out} - V_{in}, \quad \text{(13)}$$

$$V_{CD_2} = V_{in} - V_{out}, \quad \text{(14)}$$

and replace these values in (10). This gives us

$$I_{out} = -\frac{2V_{in}}{R} - I_S \left( e^{\frac{V_{CD_1}}{V_T}} - e^{\frac{V_{CD_2}}{V_T}} \right). \quad (12)$$

As a final step, we multiply both sides of (15) by the load resistance $R_L$ and remove the exponential functions to produce an expression for the output voltage of the Lockhart wavefolder:

$$V_{out} = -\frac{2R_LV_{in}}{R} - 2R_LI_S \sinh \left( \frac{V_{out} - V_{in}}{V_T} \right). \quad (16)$$

3. EXPLICIT FORMULATION

Equation (16) describes a nonlinear implicit relationship between the input and output voltages. Its solution can be approximated using numerical methods such as Halley’s method or Newton-Raphson. These methods have previously been used in the context of VA modeling, e.g. in [10, 13, 16]. In this work, we propose an explicit formulation for the output voltage of the Lockhart wavefolder derived using the Lambert-W function. The Lambert-W function $W(x)$ is defined as the inverse function of $x = ye^y$, i.e. $y = W(x)$. Recent research has demonstrated its suitability for VA applications. Parker and D’Angelo used it to model the control circuit of the Buchla LPG [3]. Several authors have used it to solve the implicit voltage relationships of diode pairs [3, 36, 37]. As described in [36], $W(x)$ can be used to solve problems of the form

$$(A + Bx)e^{Cx} = D, \quad (17)$$

which have the solution

$$x = \frac{1}{C} W \left( \frac{CD}{B} e^{AC/B} \right) - \frac{A}{B}. \quad (18)$$

Since the collector diodes in the model are antiparallel, only one of them can conduct at a time [38]. Going back to (10), when $V_{in} \geq 0$ virtually no current flows through the collector diode of $Q_1$ (i.e. $I_{CD_1} \approx 0$). The same can be said for $I_{CD_2}$ when $V_{in} < 0$. By combining these new assumptions with (12)–(14), we can derive a piecewise expression for the Lockhart wavefolder:

$$V_{out} = -\frac{2R_LV_{in} + \lambda R_LI_S \exp \left( \frac{V_{in} - V_{out}}{V_T} \right)}{R_L}. \quad (19)$$

where $\lambda = \text{sgn}(V_{in})$ and $\text{sgn}()$ is the signum function. This expression is still implicit; however, it can be rearranged in the form described by (17), which gives us:

$$\left( \frac{2R_LV_{in} + V_{out}}{V_T} \right) \exp \left( \frac{\lambda V_{out}}{V_T} \right) = \lambda R_LI_S \exp \left( \frac{\lambda V_{in}}{V_T} \right). \quad (20)$$

Solving for $V_{out}$ as defined in (18) yields an explicit model for the Lockhart wavefolder:

$$V_{out} = \lambda V_{in}W(\Delta \exp (\lambda \beta V_{in})) - \alpha V_{in}, \quad (21)$$

where

$$\alpha = \frac{2R_L}{V_T}, \quad \beta = \frac{R + 2R_L}{V_TR} \quad \text{and} \quad \Delta = \frac{R_LI_S}{V_T}. \quad (22)$$

An important detail to point out is that the output of the Lockhart wavefolder is out of phase with the input signal by 180°. This can be compensated with a simple inverting stage.

4. DIGITAL IMPLEMENTATION

The voltages and currents inside an electronic circuit are time-dependent. Therefore, the Lockhart wavefolder can be described as a nonlinear memoryless system of the form

$$V_{out}(t) = f(V_{in}(t)), \quad (23)$$

where $f$ is the nonlinear function (21) and $t$ is time. Equation (24) can then be discretized directly as

$$V_{out}[n] = f(V_{in}[n]), \quad (24)$$

where $n$ is the discrete-time sample index.
4.1 Aliasing Considerations

The highly nonlinear behavior of (21) poses a challenge for its accurate discrete-time implementation. As an arbitrary input waveform is folded, new harmonics will be introduced. Those harmonics whose frequency exceeds half the sampling rate, or the Nyquist limit, will be reflected into the baseband and will cause unpleasant artifacts. Oversampling by high factors is commonly employed to mitigate this problem but this approach increases the computational requirements of the system by introducing redundant operations.

In this work, we propose using the first-order antiderivative method presented in [33] and [34]. This method is derived from the analytical convolution of a continuous-time representation of the processed signal with a first-order lowpass kernel. The antialiased form for the Lockhart wavefolder is given by

\[
V_{out}[n] = \frac{F(V_{in}[n]) - F(V_{in}[n-1])}{V_{in}[n] - V_{in}[n-1]},
\]

(25)

where \(F()\) is the antiderivative of \(f()\), the wavefolder function (21). This antiderivative is defined as

\[
F(V_{in}) = \frac{V_{in}^2}{2\beta}(1 + W(\Delta \exp(\lambda/\beta V_{in})))^2 - \frac{\alpha}{2}V_{in}^2.
\]

(26)

Since the antiderivative of \(W\) is defined in terms of \(W\) itself, this form provides a cheap alternative to oversampling. This means the value \(W\), which constitutes the most computationally expensive part of both (21) and (26), only has to be computed once for each output sample.

Now, when \(V_{in}[n]\) \(\approx\) \(V_{in}[n-1]\) (25) becomes ill-conditioned. This should be avoided by defining the special case

\[
V_{out}[n] = f \left( \frac{V_{in}[n] + V_{in}[n-1]}{2} \right),
\]

(27)

when \([V_{in}[n] - V_{in}[n-1]]\) is smaller than a predetermined threshold, e.g. \(10^{-6}\). This special case simply bypasses the antialiased form while compensating for the half-sample delay introduced by the method.

4.2 Computing the Lambert-W Function

Several options exist to compute the value of \(W(x)\). In fact, scripting languages such as MATLAB usually contain their own native implementations of the function. Paiva et al. [38] proposed the use of a simplified iterative method which relied on a table-read for its initial guess. In the interest of avoiding lookup tables, we propose approximating the value of the Lambert-W function directly using Halley’s method, as suggested in [39]. To compute \(w_m\), an approximation to \(W(x)\), we iterate over

\[
w_{m+1} = w_m - \frac{p_m}{p_m s_m - r_m},
\]

(28)

where

\[
p_m = w_m e^{w_m} - x,
\]

\[
r_m = (w_m + 1)e^{w_m},
\]

\[
s_m = \frac{w_m + 2}{2(w_m + 1)},
\]

and \(m = 0, 1, 2, \ldots, M - 1\). \(M\) is then the number of iterations required for \(p_m\) to approximate zero. The efficiency of the method will then depend on the choice of the initial guess \(w_0\). An optimized MATLAB implementation of this method can be found in [40].

5. RESULTS

To validate the proposed model, the circuit was simulated using SPICE. Figure 3(a) shows the input–output relationship of the system measured with SPICE for values of \(V_{in}\) between −1.2 and 1.2 V and different load resistance values. Figure 3(b) shows the input–output relation of the proposed model (21) simulated using MATLAB. The polarity of the transfer function was inverted to compensate for the introduced phase shift. An ad hoc scaling factor of 2 was used on both measurements to compensate for the energy loss at the fundamental frequency. The results produced by the proposed model fit those produced by SPICE closely. As the value of the load resistor \(R_L\) is raised, the steepness of the wavefolder function increases. This increase in steepness translates into more abrasive tones at the output.

Figures 4(a) and (b) show the output of the wavefolder model when driven by a 500-Hz sinewave with a peak amplitude of 1 V, and \(R_L = 1k, 5k, 10k\) and \(50k\Omega\) respectively. Both curves are plotted on top of their equivalent SPICE simulations, showing a good match. The original input signal has been included to help illustrate the folding operation performed by the system.

Figure 5(b) shows the magnitude spectrum of a 1-V sinewave with fundamental frequency \(f_0 = 2145\) Hz processed by the trivial (i.e. non-antialiased) wavefolder model (21). A sample rate \(F_s = 88.2\) kHz (i.e. twice the standard 44.1 kHz audio rate), was used in this and the rest of the examples presented in this study. This plot shows the high levels of aliasing distortion introduced by the wavefolder process, even when oversampling by factor 2 is used. Figure 5(d) shows the magnitude spectrum of the same waveform processed using the antialiased form (25). As expected, the level of aliasing has been significantly reduced, with very few aliases left above the −80dB mark. As illustrated by the left-hand side of Fig. 5, the antialiased form preserves the time-domain behavior of the system.
The proposed antialiased form is particularly effective at reducing aliased components at low frequencies, especially below the fundamental. This behavior is illustrated in Fig. 6 which shows the logarithmic magnitude spectrum of a 4186-Hz sinewave (MIDI note C8 and highest fundamental frequency of a piano) processed both trivially and with the antialiasing form. The signal depicted by Fig. 6(a) suffers from a false perceived fundamental frequency at roughly 300 Hz. For the case of the antialiased signal in Fig. 6(b) this issue has been ameliorated. This low-frequency behavior is advantageous in our case because at low frequencies the audibility of aliasing distortion is only limited by the hearing threshold [41].

The performance of the antialiased model form was further evaluated by computing the A-weighted noise-to-mask ratio (ANMR) for a range of folded sinusoidal inputs. The ANMR has been previously suggested as a perceptually-informed measure to evaluate the audibility of aliasing distortion [28,41]. The algorithm computes the power ratio between harmonics and aliasing components, but takes into account the masking effects of the former. For instance, aliases clustered around harmonics will be rendered inaudible by the auditory masking effects of such harmonics. This phenomenon is particularly common at high frequencies. An A-weighting filter is applied to all signals prior to evaluation to account for the frequency-dependent sensitivity of hearing for low-level sounds [41]. Signals with an ANMR value below −10 dB are considered to be free from audible aliasing.

Figure 7 compares the measured ANMRs of a set of unit-amplitude sinewaves with fundamental frequencies between 1–5 kHz processed by the wavefolder model using the antialiasing form and different oversampling factors. The reference signals required to compute the ANMR values were generated using additive synthesis as detailed in [28]. All signals were downsampled back to audio rate (i.e. 44.1 kHz) prior to evaluation. This plot demonstrates that the performance of the proposed method, when combined with two-times oversampling, is on par with oversampling by factor 8. For all fundamental frequencies below approx. 4.2 kHz the ANMR lies below the −10 dB line. In terms of computational costs, the antialiasing method is approx. four times cheaper than trivial oversampling by 8 when measured under similar circumstances.

### 6. PRACTICAL SYNTHESIS USAGE

In practical sound synthesis applications an individual wavefolder is rarely used as the timbral variety it can produce is quite limited. Most designs, for example the Intellijel μFold, employ a number of wavefolding stages in series with intermediate gain elements used to space the folds. The number of stages varies between designs, and is in fact user variable in some cases. Typically somewhere between two and six folders are used.

Timbral control is then achieved using two parameters. The first is the gain at the input of the wavefolder. This parameter allows the overall brightness of the sound to be varied, and can be used to provide articulation to a sound similarly to a filter in subtractive synthesis or modulation index in FM synthesis. The second parameter is provided by adding a DC offset to the input of the wavefolder. This

---

Figure 4. Time-domain view of the circuit’s SPICE simulation vs the proposed model for a 500-Hz sinusoidal input with values of \( R_L = (a) 10 \, \text{k}\Omega \) and \( (b) 50 \, \text{k}\Omega \).

Figure 5. Waveform and magnitude spectrum of a 2145-Hz unit amplitude sinewave (a)–(b) processed trivially and (c)–(d) with the first-order antialiased form. Circles indicate non-aliased components. Parameter \( R_L = 50 \, \text{k}\Omega \).

Figure 6. Log scale magnitude spectrum of a 4186-Hz sinewave (a) folded trivially and (b) with antialiasing. Parameter \( R_L = 50 \, \text{k}\Omega \).
Figure 7. Measured ANMR of a range of sinusoidal waveforms processed using the Lockhart wavefolder model ($R_L = 50\ \text{k}\Omega$) under five different scenarios: direct audio rate, oversampling by factors 2, 3 and 8, and oversampling by 2 combined with the antialiasing form. Values below the $-10\ \text{dB}$ threshold indicate lack of perceivable aliasing.

breaks the symmetry of the folding and varies the relative amplitudes of the harmonics, without strongly effecting the overall brightness of the sound. This parameter can be modulated, e.g. with a low-frequency-oscillator (LFO), to provide an effect reminiscent of pulse-width modulation (PWM).

In order to build a well-behaved cascade of wavefolders, we need to make sure the individual folders satisfy two criteria. Firstly, the individual folders must provide approximately unity gain when $V_{in} \approx 0$, and approximately negative unit gain beyond the folding point, when $|V_{in}| >> 0$. Secondly, each stage should start folding at the same point with respect to its individual input. We can achieve this with the model described above by appropriate setting of $R_L$ and the addition of static pre- and post-gain stages.

An appropriate $R_L$ can be determined empirically. The pre- and post-gain can be determined by measuring the value of $V_{out}$ at exactly the folding point. The pre-gain is taken to be approximately this value, and the post-gain is taken to be its inverse. In this case, $R_L = 7.5\ \text{k}\Omega$ was chosen, which leads to pre- and post-gains of approx. $1/4$ and $4$, respectively.

The proposed structure is shown in Fig. 9, in this case employing four folders. In addition to the folding stages, a saturator is placed at the output to model the behaviour of an output buffer stage. Table 1 summarizes the component and constant values for the proposed structure. Figure 8(a) shows the result of processing a unity gain sinusoidal input with this structure for $G = 10$ and zero DC offset. Figure 8(b) illustrates the outcome of processing the same waveform for $G = 10$ and a DC offset of $5\text{V}$.

A real-time demo of the proposed topology implemented using Max/MSP and Gen is available at http://research.spa.aalto.fi/publications/papers/smc17-wavefolder.

<table>
<thead>
<tr>
<th>Component</th>
<th>Value</th>
<th>Constant</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>15 $\text{k}\Omega$</td>
<td>$V_F$</td>
<td>26 $\text{mV}$</td>
</tr>
<tr>
<td>$R_L$</td>
<td>7.5 $\text{k}\Omega$</td>
<td>$I_S$</td>
<td>$10^{-11}$ $\text{A}$</td>
</tr>
</tbody>
</table>

Table 1. Summary of component and constant values for the proposed cascaded model. Parameter $F_s = 88.2\ \text{kHz}$.

7. CONCLUSION

In this work we explored the behavior of the Lockhart wavefolder circuit, a West Coast-style nonlinear waveshaper. A VA model of the circuit was then derived using the Lambert-$W$ function. Results obtained were validated against SPICE simulations of the original circuit. To tackle the aliasing caused by the nonlinear nature of wavefolding, the proposed model was extended to incorporate the first-order antiderivative antialiasing method. When combined with oversampling by factor 2, the antialiased wavefolder model is free from perceivable aliasing while still being suitable for real-time implementation.

Furthermore, a proposed synthesis topology consisting of four cascaded wavefolding stages was presented. The recommended structure demonstrates the capabilities of the derived circuit model in a synthesis environment. However, the proposed topology is not unique, as it can be modified according to the needs of the particular application. For instance, the number of stages can be modified. Similarly, the value of the internal load resistance can be increased for added brightness. This effectively showcases the flexibility of VA models.

Future work on the topic of wavefolding will focus on modeling the original Buchla timbre circuit. This kind of work can then extend to the study of other West Coast circuits and synthesis techniques.
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