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Derivation

The heritability, and similar genetic parameters, are non-linear transformations of the vector of variance components \( \boldsymbol{\Theta} = (\sigma_1^2, \sigma_2^2, \ldots, \sigma_p^2) \). i.e. we can write it more generally as \( H = f(\boldsymbol{\Theta}) = \frac{\sigma_1^2}{\sigma_2^2} \), for a subset of elements of \( \boldsymbol{\Theta} \). If \( f(\boldsymbol{\Theta}) \) is differentiable and continuous around the estimated \( \hat{\boldsymbol{\Theta}} \), then we can perform Taylor series expansion of the transformation.

This provides a tangible expression of the pairwise, conditional co-variances of the transformation.

The standard error of the heritability estimate is then:

\[
\text{s.e.}(H^2) = \sqrt{\left( \frac{\partial^2 f}{\partial \sigma_1^2} \right)^2 (se_{\sigma_1})^2 + \left( \frac{\partial^2 f}{\partial \sigma_1^2 \partial \sigma_2^2} \right)^2 (se_{\sigma_1 \sigma_2})^2 + 2 \left( \frac{\partial^2 f}{\partial \sigma_1^2 \partial \sigma_2^2} \right) \rho_{\sigma_1 \sigma_2} se_{\sigma_1} se_{\sigma_2}}
\]

The partial derivatives are given as

\[
\frac{\partial f}{\partial \sigma_1^2} = \frac{\sigma_1^2}{\sigma_2^2}, \quad \frac{\partial f}{\partial \sigma_2^2} = -\frac{\sigma_1^2}{\sigma_2^2}
\]

\[
\rho_{\sigma_1 \sigma_2} se_{\sigma_1} se_{\sigma_2} = \text{cov}(\sigma_1^2, \sigma_2^2)
\]

i.e. the variation of the non-linear transformation. The left-hand side of (3) becomes a tangible expression:

\[
f(\boldsymbol{\Theta}) = f(\hat{\boldsymbol{\Theta}}) + \sum_{i=1}^{t} \frac{\partial f}{\partial \sigma_i^2} |_{\sigma_i = \sigma_i^*} (\sigma_i^2 - \sigma_i^*)
\]

Taking expectations on both sides we get:

\[
E[f(\boldsymbol{\Theta})] = f(\hat{\boldsymbol{\Theta}})
\]

Subtracting (2) from (1), the right hand side of (2) cancels the first term in (1), and the left hand side is the deviation from the expectation, as given in the following expression:

\[
f(\boldsymbol{\Theta}) - E[f(\boldsymbol{\Theta})] = \sum_{i=1}^{t} \frac{\partial f}{\partial \sigma_i^2} |_{\sigma_i = \sigma_i^*} (\sigma_i^2 - \sigma_i^*)
\]

Final step is squaring and taking the expectation. The left-hand side of (3) becomes

\[
E[f(\boldsymbol{\Theta}) - E[f(\boldsymbol{\Theta})]^2] = \text{Var}(f(\boldsymbol{\Theta}))
\]

i.e. the variation of the non-linear transformation. The left-hand side of (3) becomes a tangible expression:

\[
E[f(\boldsymbol{\Theta}) - E[f(\boldsymbol{\Theta})]^2] = \sum_{i=1}^{t} \left( \frac{\partial f}{\partial \sigma_i^2} |_{\sigma_i = \sigma_i^*} \right)^2 (\sigma_i^2 - \sigma_i^*)^2
\]

Remembering that \( E(\sigma_i^2) = \sigma_i^2 \) (when \( \sigma_i^2 \) maximizes the likelihood), we can recognize \( \text{Var}(\sigma_i^2) = (\sigma_i^2 - \sigma_i^*)^2 = \sigma_i^2 \), i.e. the variance of the variance component.

Similarly, \( \text{Cov}(\sigma_i^2, \sigma_j^2) = (\sigma_i^2 - \sigma_i^*) (\sigma_j^2 - \sigma_j^*) = \sigma_i^2 \sigma_j^2 \). Thus the Taylor series expanded estimate of the variance of a non-linear transformation of the variance component becomes

\[
\text{Var}(f(\boldsymbol{\Theta})) = \sum_{i=1}^{t} \left( \frac{\partial f}{\partial \sigma_i^2} |_{\sigma_i = \sigma_i^*} \right)^2 \sigma_i^2 + 2 \sum_{i=1}^{t} \sum_{j=i+1}^{p} \frac{\partial f}{\partial \sigma_i^2} \frac{\partial f}{\partial \sigma_j^2} \sigma_i \sigma_j
\]
The genetic correlation can be estimated using a bivariate model, such as:

\[ \text{Cor}(\sigma_i^2, \sigma_j^2) = \frac{\text{Cov}(\sigma_i^2, \sigma_j^2)}{\sqrt{\text{Var}(\sigma_i^2) \cdot \text{Var}(\sigma_j^2)}} = \frac{\sigma_{i,j}}{\text{se}_{i} \cdot \text{se}_{j}} \]

with the product in the denominator (\text{se}_{i} and \text{se}_{j}) simply being the asymptotic standard errors. Hence, using the output from DMU, the values needed can be calculated as:

\[ \sigma_{i,j} = \text{Cor}(\sigma_i^2, \sigma_j^2) \cdot \text{se}_{i} \cdot \text{se}_{j} \quad \text{and} \quad \sigma_{i}^2 = \left(\frac{\text{se}_{i}}{\text{se}_{i}}\right)^2 \]

Some genetic parameters

Heritability (narrow-sense)

For

\[ h^2 = \frac{\sigma_e^2}{\sigma_e^2 + \sigma_g^2}, \]

then

\[ \frac{\partial h^2}{\partial \sigma_e} = -\frac{\sigma_e^2}{(\sigma_e^2 + \sigma_g^2)^2} \]

and

\[ \frac{\partial h^2}{\partial \sigma_g} = \frac{\sigma_g^2}{(\sigma_e^2 + \sigma_g^2)^2} \]

Note: There really is a negative sign in the latter. Note: Use the quotient rule for deriving partial derivations.

\[ \text{Var}(h^2) = \left(\frac{\partial h^2}{\partial \sigma_e} \right)^2 \sigma_e^2 + \left(\frac{\partial h^2}{\partial \sigma_g} \right)^2 \sigma_g^2 + 2 \left(\frac{\partial h^2}{\partial \sigma_e} \right) \left(\frac{\partial h^2}{\partial \sigma_g} \right) \sigma_{e,g} \]

Heritability (total)

For

\[ h^2 = \frac{\sigma_e^2}{\sigma_e^2 + \sigma_m^2 + \sigma_g^2}, \]

then

\[ \frac{\partial h^2}{\partial \sigma_e} = \frac{\sigma_e^2 + \sigma_m^2}{(\sigma_e^2 + \sigma_m^2 + \sigma_g^2)^2} \]

and

\[ \frac{\partial h^2}{\partial \sigma_m} = \frac{\partial h^2}{\partial \sigma_g} = \frac{-\sigma_g^2}{(\sigma_e^2 + \sigma_m^2 + \sigma_g^2)^2} \]

Therefore,

\[ \text{Var}(h^2) = \left(\frac{\partial h^2}{\partial \sigma_e} \right)^2 \sigma_e^2 + \left(\frac{\partial h^2}{\partial \sigma_m} \right)^2 \sigma_m^2 + \left(\frac{\partial h^2}{\partial \sigma_g} \right)^2 \sigma_g^2 + 2 \left(\frac{\partial h^2}{\partial \sigma_e} \right) \left(\frac{\partial h^2}{\partial \sigma_m} \right) \sigma_{e,m} + 2 \left(\frac{\partial h^2}{\partial \sigma_e} \right) \left(\frac{\partial h^2}{\partial \sigma_g} \right) \sigma_{e,g} + 2 \left(\frac{\partial h^2}{\partial \sigma_m} \right) \left(\frac{\partial h^2}{\partial \sigma_g} \right) \sigma_{m,g} \]

Genetic correlation

The genetic correlation can be estimated using a bivariate model, such as:

\[
\begin{pmatrix}
  y_1 \\
  y_2
\end{pmatrix} =
\begin{pmatrix}
  \mu_1 \\
  \mu_2
\end{pmatrix} +
\begin{pmatrix}
  g_1 \\
  g_2
\end{pmatrix} +
\begin{pmatrix}
  e_1 \\
  e_2
\end{pmatrix}
\]
where \( \text{Var}(g_i) = G \sigma^2_i \) and \( \text{Var}(g_j) = G \sigma^2_j \) with variance-covariance matrix \( G \) for both random effects, and \( \text{Cov}(g_i, g_j) = \sigma_{1,2} \) as the genetic covariance between two traits \( g_i \) and \( g_j \). In this context, \( \sigma_{1,2} \) is no different from \( \sigma_i^2 \), as they are both variance components that are estimated by e.g. AI-REML.

For genetic correlation

\[
\rho = \frac{\sigma_{1,2}}{\sqrt{\sigma_1^2 \cdot \sigma_2^2}}
\]

then

\[
\frac{\partial \rho}{\partial \sigma_{1,2}} = \frac{1}{\sqrt{\sigma_1^2 \cdot \sigma_2^2}}
\]

\[
\frac{\partial \rho}{\partial \sigma_1^2} = \frac{-\sigma_{1,2}}{2 \cdot \sqrt{\sigma_1^2 \cdot (\sigma_2^2)^3}}
\]

and

\[
\frac{\partial \rho}{\partial \sigma_2^2} = \frac{-\sigma_{1,2}}{2 \cdot \sqrt{\sigma_2^2 \cdot (\sigma_1^2)^3}}
\]

Therefore,

\[
\text{Var}(\rho) = 2 \left( \frac{\partial \rho}{\partial \sigma_1^2} \right)^2 \sigma_1^4 + 2 \left( \frac{\partial \rho}{\partial \sigma_2^2} \right)^2 \sigma_2^4 + \left( \frac{\partial \rho}{\partial \sigma_{1,2}} \right)^2 \sigma_{1,2}^4 + 2 \left( \frac{\partial \rho}{\partial \sigma_1^2} \right) \left( \frac{\partial \rho}{\partial \sigma_{1,2}} \right) \sigma_1 \sigma_{1,2} \sigma_{1,3} + 2 \left( \frac{\partial \rho}{\partial \sigma_2^2} \right) \left( \frac{\partial \rho}{\partial \sigma_{1,2}} \right) \sigma_2 \sigma_{1,2} \sigma_{1,3}.
\]
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