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Formal languages like process algebras have been shown to be effective tools in modelling a wide range of dynamic systems, providing a high-level description that is readily transformed into an executable model. However their application is sometimes hampered because the quantitative details of many real-world systems of interest are not fully known. In contrast, in machine learning there has been work to develop probabilistic programming languages, which provide system descriptions that incorporate uncertainty and leverage advanced statistical techniques to infer unknown parameters from observed data. Unfortunately current probabilistic programming languages are typically too low-level to be suitable for complex modelling.

In this paper we present ProPPA, the first instance of the probabilistic programming paradigm being applied to a high-level, formal language, and its supporting tool suite. We explain the semantics of the language in terms of a quantitative generalisation of Constraint Markov Chains and describe the implementation of the language, discussing in some detail the different inference algorithms available, and their domain of applicability. We conclude by illustrating the use of the language on simple but non-trivial case studies: here ProPPA is shown to combine the elegance and simplicity of high-level formal modelling languages with an effective way of incorporating data, making it a promising tool for modelling studies.
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1 INTRODUCTION

Stochastic process algebras are an established tool for modelling and analysing the behaviour of dynamical systems, combining theoretical elegance with a range of attractive and practically useful features — compositionality, formal interpretation of models and the ability to verify their behaviour using model-checking, to list a few. The starting point for process algebras, as for many other formal modelling methods, is a full specification of the system being modelled, both in terms of interaction structure and of parameters quantifying the (infinitesimal) dynamics of the system.
The formal defined semantics of the language allows the high-level description to be automatically mapped to an underlying mathematical model suitable for analysis.

In many application fields, however, prior knowledge of systems is usually incomplete: even when the structure of interactions is known, the quantitative details seldom are. This is particularly apparent in fields like systems biology: even though there has been widespread interest in formal modelling of biochemical processes, parameters such as reaction rates are difficult to measure experimentally, leading to incomplete models. This presents a stumbling block to the direct and efficient application of such modelling formalisms, thus both depriving the field of a formal approach, and restricting the possible application domains of formal frameworks.

To deal with this incomplete specification, once a model has been formulated, parameters are often tuned so as to match the observed data or a subset thereof. This search, even when guided by expert knowledge in the field about likely values, is a time-intensive process and, when performed manually, may be error-prone. The recognition of these difficulties has led to some work (such as [31, 33]) on automating this procedure. However, proposed frameworks employ simple greedy algorithms for obtaining a good estimate. This implies an assumption that a single solution to the problem exists, and that the observed data is sufficient to accurately retrieve it — a position that is hard to justify, particularly in the presence of noise and stochastic dynamics. Additionally, by simply locating a good parameter estimate, these methods do not provide a statistical framework for quantifying the uncertainty in their predictions.

On the other hand, in the field of *machine learning*, a larger body of research ([9, 39, 42], among others) has proposed methods for inferring the parameters of stochastic systems from measured data. These methods are statistically rigorous and provide richer results in the form of a distribution over possible values. However, that work has focused on low-level descriptions of the system; therefore, in order to use them, one has to forego the attractive features of high-level languages and their advantages.

In order to facilitate the use of such inference methods, various frameworks have been proposed following the probabilistic programming paradigm, in which the user can perform *inference by programming*: a high-level language is used to describe a probabilistic model, including prior beliefs about any uncertain quantities, and specifying observed data. Based on this description, appropriate inference algorithms are automatically instantiated and executed, providing a distribution for the parameters that is consistent with the model and the observations. However, current frameworks such as [23, 36, 40]) resemble conventional programming languages more than modelling ones: complex dynamics, such as those of stochastic systems, need to be written out explicitly, and their inference capabilities are limited when it comes to dynamical models. A recent survey of the field [26] highlighted the difficulties associated with modelling time, and concluded that existing frameworks are not sufficient in their treatment of dynamical systems.

In this paper we present work that aims to address these problems by introducing a formal modelling language which directly incorporates observations (and the associated uncertainty) and can leverage cutting-edge statistical machine learning tools to perform inference and quantify uncertainty. We present ProPPA, a Probabilistic Programming Process Algebra; to our knowledge, this is the first example of the probabilistic programming paradigm being extended to a higher-level, formal system description language like a process algebra. Note that the ability to perform inference from data qualitatively distinguishes our approach from general stochastic modelling methodologies such as stochastic process algebras, which simply incorporate uncertainty in model evolution through the use of random variables to determine rates.

ProPPA was first presented in [18] as a process algebra with basic inference capabilities. Here we recall the syntax and semantics of the language and give a detailed account of the sophisticated
inference engine supports it, bringing ProPPA to the level of a complete probabilistic programming framework. This allows the modeller to select from a range of algorithms without having to provide their own implementation. A number of examples are considered, including the use of a continuous approximation of models written in the language.

ProPPA is based on the stochastic process algebra Bio-PEPA [13], and inherits many of its qualities. We show how to include uncertainty in the definition of the language (Section 3), and propose an appropriate semantic model for uncertain models (Section 4). We adopt a modular approach to construct our language, so that the core language is capable of adopting different machine learning methodologies (Section 5) to perform inference from possibly very different types of data. We demonstrate the power of this approach by performing inference in different examples in Section 6.

1.1 Related work

Although parameter fitting of formal models is often done manually, some previous work has explored automated parameter estimation methods for such models. The Evolving Process Algebra (EPA) framework of Marco et al. was introduced in [31] to optimize the parameters of models written in the PEPA language and uses genetic algorithms to find parameters that make the model match some observed behaviour. Good parameters are found by simulating the model using those values multiple times, taking the average of these traces and then comparing the average trace with the observed one, using some distance metric. The framework can also optimize parameters of Bio-PEPA models and has been applied to a model of immune response [32]. The work in [47] looks at parameter optimisation for models written in the Calculus of Wrapped Components, a language particularly suited to describing biological systems with locations. This approach searches for a good solution using constraint optimization methods, claimed to be less computationally intensive than evolutionary computation approaches like genetic algorithms. The problem has also been considered in the case of BIOCHAM [12], initially by exhaustively searching the space of possible parameters to find good values — in this case, ones that make the system satisfy a set of temporal logic properties describing desired behaviour. Subsequent work [43, 44] has proposed more sophisticated search methods by combining evolutionary computation with a continuous degree of property satisfaction.

The capacity planning tool of [53] addresses a similar problem. The tool works with PEPA models and its goal is to optimize the size of a given system. More precisely, assuming that every resource has an associated cost, its goal is to find a configuration of components that minimizes the total cost while still satisfying some user-specified performance constraints. The search over configurations is performed using particle swarm optimization.

Going beyond parameter estimation, a harder task is that of synthesising a whole model based on some observed data. This involves not only the numerical parameters but also the structure of the model itself. The work in [45] examined the use of genetic programming to tackle this problem for a subset of the stochastic π-calculus. The EPA framework includes similar functionality for Bio-PEPA models [33], also using genetic programming to perform a heuristic search over part of the definitions in the model.

A somewhat related problem for partially-specified formal models is treated in [5]: there, the focus is not on fitting uncertain parameters but on using symbolic analysis to reason about the behaviour of the unspecified components. As an alternative to parameter estimation, Brim et al. [10] consider calculating the satisfaction probability of a formula over an entire parameter space, and propose an approximate way of performing this computation.
With regards to probabilistic programming, as mentioned previously, current languages are not well-suited to modelling complex dynamical systems. An initial attempt to apply probabilistic programming to continuous-time models of biological systems was developed in [19] based on the Infer.NET Fun language [6]. Despite using a lower-level description of CTMCs, the built-in inference engine of Fun could not cope with the continuous-time dynamics. Performing inference therefore required the development of a new algorithm, highlighting the limitations of the existing language.

2 BACKGROUND
This section gives some information on the language on which ProPPA is based, the frameworks and mathematical objects used for the definition of its semantics, and the field of probabilistic programming from which we draw inspiration.

2.1 Process algebras and Bio-PEPA
Process algebras are a family of languages first used to model concurrent systems, by specifying the system’s components and the actions that these may perform. The formal nature of the languages allow one to reason about the behaviour of the modelled system, such as verifying that undesirable states (configurations of the system) are avoided or that simple properties hold. The sub-family of stochastic process algebras (e.g. PEPA [28], IMC [27], EMPA [1]) extend this framework by introducing time into the system and assuming that the time for a transition to occur is an exponentially distributed random variable. The parameter of the distribution is called the rate of the transition, and, when multiple transitions are possible, the probability of choosing a particular transition is proportional to its rate. These high-level description languages are then mapped to a Continuous Time Markov Chain (CTMC) via a formal semantics based on a labelled transition system, which captures all the possible states of the system and the transitions between them. CTMCs can be analysed in a number of ways, a very common one being simulation via Gillespie’s Stochastic Simulation Algorithm (SSA) [22], which draws a trace from a fully specified CTMC (i.e. one in which all the transition rates can be calculated).

The description of a system in a process algebra can be used to implicitly generate its state space, in the form of a labelled transition system (LTS). A LTS is a graph whose nodes are the system’s states and whose edges are the possible transitions between states, labelled with some information (e.g. what reaction causes the transition or at what rate the transition occurs). Analysing the LTS can give important insights into the behaviour of the system, such as whether a state is reachable under certain conditions or within a specified time frame. Verifying whether a system description satisfies such properties is the subject of model checking algorithms and tools, with the properties to be checked often being expressed in a temporal logic, such as CSL [4] or CTL [14].

Bio-PEPA [13] is a stochastic process algebra based on PEPA but designed for the modelling of biological processes. In Bio-PEPA, system components (termed species) are defined through their behaviour, that is, how they interact with each other, reflecting a reagent-centric modelling style. The definition of a species takes the form

$$A = (\alpha_1, k_1)op_1 + \cdots + (\alpha_n, k_n)op_n$$

where $op_i = \downarrow, \uparrow, \oplus, \ominus$ or $\otimes$ which means that species $A$ takes part in reaction $\alpha_i$ with stoichiometry $k_i$ (a stoichiometry of one can be omitted for simplicity). The different options for $op_i$ correspond to different roles of $A$ in $\alpha_i$: reactant, product, catalyst, inhibitor or generic modifier, respectively. These definitions are composed using the choice operator (+) to describe species that can take part in multiple reactions.
Each reaction has an associated rate law, which can be specified either as a formula or using a predefined law (such as mass-action or Hill kinetics). Parameters can be defined and used, for example, in kinetic laws or as initial concentrations, but their values must be specified and are considered fixed. The language results in a modular or compositional approach, wherein the behaviour of the system emerges as a direct consequence of the behaviour of the species (without the need to, for instance, explicitly write out ODEs or chemical equations for reactions, as they can be automatically computed). This means modifications to the model can be performed by changes to the “local” species definitions.

Formally, a Bio-PEPA system is defined as a tuple \( \langle V, N, K, F_R, \text{Comp}, P \rangle \), where \( V \) is the set of compartments (locations) in the system; \( N \) is a set of quantities associated with each species, such as its maximum concentration; \( K \) is the set of parameters; \( F_R \) is the set of rate laws; \( \text{Comp} \) is the set of sequential components (species definitions); and \( P \) is the model component, which describes how the various species cooperate with each other as well as their initial concentrations. An example of a model component comprising three species \( A_i \) with initial quantities \( l_i \) is

\[
A_1[l_1] \triangleright A_2[l_2] \triangleright A_3[l_3]
\]

Although originally designed for modelling biological processes, Bio-PEPA has found application in other domains of large scale collective behaviour, such as crowd movement [35] and urban transport [52].

### 2.2 Probabilistic Programming

Probabilistic programming is a framework for reasoning about uncertain processes in a statistically consistent manner. In a probabilistic program, uncertain aspects of the system, such as unknown parameters, are treated as random variables and can be assigned probability distributions that express this uncertainty. Additionally, one can specify observations of the system, from which information about the unobserved aspects can be gleaned. In other words, the program specifies a probability distribution, which can be viewed in two ways: one can sample from it, essentially simulating the system; or, if one has additional information about the system, one can condition the distribution on this data, inferring an updated distribution over the unknown variables that takes into account this new knowledge. Probabilistic programming offers an elegant approach for treating uncertain systems in these two ways, automating the process to a degree and eliminating the need for bespoke inference solutions, as the inference algorithm can be configured and executed automatically based on the structure of the program.

Previous work has focused mainly on integrating the paradigm into traditional programming languages, giving rise to frameworks like Church [23], IBAL [40] and Infer.NET [36] (along with its interfaces Fun [6] and Tabular [25]), as well as more recent languages such as R2 [38] and WebPPL [24]. These frameworks differ in the inference methods they offer, but they all describe systems at a low level: one must explicitly specify all the statistical dependences between the different variables, yielding potentially large descriptions which are difficult to manage. This limits the range of systems that can be modelled, with continuous-time dynamical systems being particularly hard or even impossible to deal with. A language for describing continuous-time systems has been proposed in [41], but still lacks the formal features of a process algebra and an available implementation. The PRISM language [46], inspired by logic programming, presents an interesting direction: it provides a more formal style for encoding probabilistic models and, through recursion, a class of stochastic processes. Although learning methods have been proposed for such programs [2], there is no explicit concept of continuous time. In light of these shortcomings, we advocate combining the principle of probabilistic programming with a formal language like
a process algebra, for a flexible, high-level framework in which to model and analyse complex systems with uncertain aspects.

3 A PROBABILISTIC PROGRAMMING PROCESS ALGEBRA

The ProPPA syntax is based on Bio-PEPA, with the addition of two key features that introduce aspects of probabilistic programming. The first concerns the representation of uncertainty in the system. We should note that we are only considering uncertainty in the kinetics, and assume that we fully know what reactions each species can take part in. In Bio-PEPA, parameters can be used in the definition of kinetic rate functions, but their values must be fixed. With this in mind, we allow uncertain parameters, whose values are given as probability distributions rather than concrete numbers. The second feature is a way of incorporating information about the behaviour of the system into the model: these will be the observations.

For the purposes of this paper, we consider observations in the form of a time-series, i.e. a sequence of (possibly noisy) measurements of the state of the system at a finite number of points. However, the observations could more generally be any observed function of the specific trajectory of the system (specified through a temporal logic formula, for instance) — we return to this point in Section 7. Even though we use the biological paradigm “inherited” from Bio-PEPA for the rest of the paper, especially with respect to terminology, we stress that this modelling approach can be applied to a much broader set of applications.

On a formal level, we will need to modify the definition of a Bio-PEPA system (given previously in Section 2.1), mainly by reconsidering the role of the set of parameters $\mathcal{K}$. We extend the system definition in two ways, corresponding to the two features described above. Firstly, since the uncertain quantities are represented as parameters in the model, we extend the definition of a parameter to include a distribution rather than a concrete value. These are the prior distributions or priors over parameters, which express our belief about a parameter’s values before seeing any data. The set of parameters $\mathcal{K}$ is then partitioned into two subsets: $\mathcal{K}_c$ comprises the concrete parameters, while $\mathcal{K}_u$ contains the uncertain ones, along with the priors associated with them. We write $(k \sim \mu) \in \mathcal{K}_u$ if the parameter $k$ is drawn a priori from the distribution $\mu$. Importantly, the functional rates $F_R$ can refer to any parameter in $\mathcal{K}_u$ as well as those in $\mathcal{K}_c$; in this sense, a functional rate can represent a family of functions.

Secondly, we add a new component $O$ representing the observations. These impose restrictions on the acceptable parameter values and modify our belief about their distribution, as described in more detail in Section 5.1. Extending the syntax to accommodate these features is straightforward. A ProPPA system is therefore a tuple $\langle \text{Comp}, \mathcal{K}_c, \mathcal{K}_u, F_R, O, P \rangle$, with the other components retaining the meaning they have in Bio-PEPA. Following the terminology of [17], we will also write a system as $\langle T, P \rangle$ where $T = \langle \text{Comp}, \mathcal{K}_c, \mathcal{K}_u, F, O \rangle$ is called the context.

3.1 Syntax

The text of a ProPPA model has five parts: parameter definitions; reaction definitions; species definitions; initial state; and the inference specification.

$$
\text{model ::= parameter\_def\_list} \\
\quad \text{react\_def\_list} \\
\quad \text{species\_def\_list} \\
\quad \text{init\_state} \\
\quad \text{infer\_spec}
$$
where $X\_\text{def\_list}$ indicates a list of $X\_\text{def}$ definitions. The following grammar defines each of these parts.

$$
\text{parameter\_def ::= } \text{num\_value}
\quad | \text{distr\_def}

\text{react\_def ::= } \text{kinetic\_Law\_Of(react : function\_def)}

\text{species\_def ::= } \text{atomic\_def}
\quad | \text{atomic\_def + species\_def}

\text{atomic\_def ::= } (\text{react,n})\text{op}

\text{op ::= } \uparrow | \downarrow | \oplus | \ominus | \odot

\text{init\_state ::= } \text{comp}[n]
\quad | \text{comp}[n] \sqsubset \text{init\_state}

\text{infer\_spec ::= } \text{observe\_def; infer\_def; [conf\_def]}

\text{observe\_def ::= } \text{observe\(\_\text{file}\)}

\text{infer\_def ::= } \text{infer\(\_\text{algorithm}\)}

\text{conf\_def ::= } \text{configure\(\_\text{file}\)

where \(\text{num\_value} \in \mathbb{R}\), \(\text{distr\_def}\) is a probability distribution with its associated parameters (e.g. \(\text{Gaussian}(0,1)\)), \(\text{react}\) is a reaction name, \(\text{function\_def}\) is a function definition, \(n \in \mathbb{N}^\ast\), \(\mathcal{L}\) is a set of reaction names, \(\text{file}\) is a file name and \(\text{algorithm}\) is the name of an inference algorithm (Section 5.3).

### 3.2 A rumour spreading example

As an example of a ProPPA model, we will consider a population CTMC model of rumour spreading over a network \cite{15}; this consists of three types of agents (Figure 1). A spreader (S) is someone who has already encountered the rumour and is actively trying to spread it. When an ignorant (I) meets a spreader, the ignorant also becomes a spreader. When two spreaders meet, one of them stops spreading and becomes a blocker (R), reflecting the idea that only new rumours are worth spreading. A blocker can then convert spreaders into other blockers. The dynamics of the system can exhibit qualitatively different behaviours depending on the parameter values: in particular, two possible steady state regimes exist, where all agents are in blocker state, or where a blocker and an ignorant population coexist.

Figure 2 shows the description of the system in ProPPA for an initial population of 15 agents. The behaviour of the different agents is described in lines 6-8: line 6 says that the count of ignorants is decreased by 1 when the spread interaction occurs, and the other types of agents are similarly defined by the changes to their count through the various interactions. Line 9 shows the initial

![State transitions of a rumour-spreading agent. The arrow labels indicate the type of agent that must be encountered for the corresponding transition to take place.](image-url)
population of each kind of agent; the cooperation \(\triangleright\) means that the agents synchronise on all shared reactions. We assume that these interactions happen at rates that obey mass-action kinetics, i.e. they are proportional to the count of the agents involved. We also assume that the rate constants for the spreader-spreader and spreader-blocker interactions are the same (\(k_r\)), while the spreader-ignorant interaction has a rate constant \(k_s\); this is shown in lines 3-5. The definition of \(k_s\) and \(k_r\) as uniformly distributed (lines 1-2) reflects our prior belief that, without seeing any data, they are not biased towards any value in their domain, which in this case we chose to be \([0, 1]\). We will use this model as a running example for the rest of this paper; lines 10-11 are discussed in Section 5.1.

4 PROPPA SEMANTICS

As mentioned earlier, Bio-PEPA models can be mapped to CTMCs. In a CTMC, every transition between states has a concrete rate, making this interpretation unsuitable for a language with uncertainty, such as ProPPA. We must therefore use a different object to define the semantics of our language, one that is more suited to describing uncertain models, such as Constraint Markov Chains (CMC, \([11]\)). These are a generalisation of Discrete Time Markov Chains in which the probability of transitioning from a given state to another does not have a fixed value. Instead, the CMC specifies a constraint that the values of the various transition probabilities must obey or, equivalently, a set of acceptable values for them.

The way CMCs are defined presents two limitations from our perspective. Firstly, they have been defined only for discrete-time systems, whereas we are interested in modelling in continuous time. Their definition can be adapted to the continuous-time domain through simple alterations as shown in the definition below. Secondly, while a CMC defines the set of possible values for a rate, it gives no information on the relative likelihood of those values. For our purposes we must move from this purely non-deterministic setting to a probabilistic setting, where, instead of a binary decision, we have quantitative information about our belief in the plausibility of a value. This leads to the definition of a Probabilistic Constraint Markov Chain (PCMC) \([18]\).

**Definition 4.1.** A Probabilistic Constraint Markov Chain is a tuple \(\langle S, o, A, V, \phi \rangle\), where:

- \(S\) is the set of states.
- \(o \in S\) is the initial state.
- \(A\) is a set of atomic propositions.
- \(V : S \rightarrow 2^A\) gives a set of acceptable labellings for each state.
The constraints in a PCMC are on rates rather than transition probabilities, reflecting the shift to continuous time. Additionally, $\phi$ now describes a probability density function (pdf), therefore it takes values in $\mathbb{R}_+$ instead of $\{0, 1\}$, with the additional restriction that $\int_0^\infty \phi(s, s', r) dr = 1$ for any $s, s' \in S$. The resulting object is richer than a CMC, and the additional information it can capture means that PCMCs are ideally suited to define the semantics of ProPPA models.

Following the standard approach of stochastic process algebras the PCMC is derived via a formal semantics in terms of transition relations that then give rise to a labelled transition system. As with Bio-PEPA the semantics is given in terms of two relations. The capability relation describes what transitions may occur between states, without giving any quantitative information about the rates — in other words, it gives the structure of the transition system. The stochastic relation uses that information, as well as the definition of the kinetic functions, to provide the rates of the transitions, thus completing the labelling of the transition system. Since there is no uncertainty in the qualitative behaviour of the species, the capability relation for ProPPA remains unchanged from that for Bio-PEPA. The uncertainty, as a pdf over rate values, is captured in the stochastic relation.

As described earlier, a ProPPA model corresponds to a whole family of systems, each of them generated by a particular assignment of values to the uncertain parameters. Furthermore, these systems are weighted, in that there is a probability distribution over them. Essentially, the semantics provides the means to translate the uncertainty over the parameters into uncertainty over systems. Constructing the capability and stochastic relations is the first step towards this: the semantics in terms of transition relations that then give rise to a labelled transition system. As described earlier, a ProPPA model corresponds to a whole family of systems, each of them generated by a particular assignment of values to the uncertain parameters. Furthermore, these systems are weighted, in that there is a probability distribution over them. Essentially, the semantics provides the means to translate the uncertainty over the parameters into uncertainty over systems. Constructing the capability and stochastic relations is the first step towards this: the semantics describes how the pdf over parameters induces a pdf over values of transition rates. In a second step, the resulting distributions are used to define a PCMC, which captures the set of possible concrete systems. The full definition of the transition relations was first given in [18] and, for completeness, is also presented in Appendix A. The rest of this section touches on some points of particular importance.

The crucial point, as mentioned above, is propagating the uncertainty over parameters so as to calculate the pdf over values of transition rates. This is encapsulated in the stochastic relation, and the main idea is to consider the rates as functions of parameters.

Assume the rate $Y$ of a reaction depends on a parameter $\Theta$ and let $Y = T(\Theta)$ express this dependence. We know, from the context, that $\Theta$ is distributed according to a probability density function (pdf) $f_{\Theta}$. $Y$, being a transformation of $\Theta$, will also follow a distribution, whose pdf we denote $f_Y$. If the function $T$ is strictly monotonic, $f_Y$ can be obtained through a simple change of variable:

$$f_Y(y) = \left| \frac{dT^{-1}(Y)}{dY} \right|_{Y=y} f_{\Theta}(T^{-1}(y))$$

(1)

where $T^{-1}(y)$ is the (unique) value of the parameter $\Theta$ for which the rate is $y$.

To see why this is valid, let us first consider the case where $T$ is strictly increasing, which implies that the inverse function $T^{-1}$ is well-defined and is also increasing. The cumulative distribution function of $Y$ is then:

$$F_Y(y) = P(Y \leq y) = P(T(\Theta) \leq y) = P(\Theta \leq T^{-1}(y)) = F_{\Theta}(T^{-1}(y))$$

and the corresponding pdf is:

$$f_Y(y) = \frac{dF_Y(y)}{dY} = \frac{dF_{\Theta}(T^{-1}(y))}{dY} = \left| \frac{dT^{-1}(Y)}{dY} \right|_{Y=y} f_{\Theta}(T^{-1}(y))$$

Considering the case where $T$ is decreasing leads to the general result (1).
As an example, consider the reaction \( \text{spread} \) with rate law \( f_{\text{spread}}(k_s, I, S, R) = k_s \cdot I \cdot S \). In the initial state, the rate of that reaction is \( r = 50k_s \), where the pdf of \( k_s \) is uniform over \([0, 1]\). Applying (1) then gives the intuitive result that \( r \) is uniformly distributed over \([0, 50]\).

Once the stochastic relation has been constructed, it is then easy to build a PCMC that captures its behaviour by appropriately defining the constraint function. We omit the full details here but, intuitively, the states of the chain correspond to the systems that are “reachable” from the initial state of the model. The central part is the definition of the constraint function, for which we need the probability density of the transition rates between every pair of states. The latter are given directly by the stochastic relation. Note that there can be more than one reaction that leads to the same transition in the state space; the total transition rate is then the sum of the rates of the individual reactions, and the pdf of the sum of random variables is the convolution of their individual pdfs. For a system with \( k \) states, then, the constraint function \( \phi \) over the rate \( r \) of transitioning from state \( s \) to state \( s' \) is given by:

\[
\phi(s, s', r) = \bigotimes_{\alpha} f_{\alpha}(s')(r)
\]

where \( f_{\alpha}(s')(\cdot) \) is a pdf over the values of the transition rate from \( s \) to \( s' \) via reaction \( \alpha \) (as given by the stochastic relation) and \( \bigotimes \) denotes the convolution over the different reactions, as described above.

We briefly note that, in addition to this stochastic semantics, it is possible to define a continuous view of ProPPA models, as in [50]. We do not present the details here but will make use of such a continuous interpretation in the next section.

### 4.1 Concretization

We mentioned above that a PCMC can be used to formalise systems where transition rates are not fully specified. However, there are two ways of interpreting this uncertainty, first explored in [48] for discrete-time systems and more recently in [7] for the continuous-time case. Essentially, the difference is whether we allow the value of a particular rate to change during a run of the system. In the first case, we assume that rates can indeed change, so that each time we visit a state we must choose new values for them. This is referred to as a Markov Decision Process (MDP) semantics in [48]. Alternatively, under the Uncertain Markov Chain (UMC) semantics, we assume that each probability has a constant (but unknown) value. In this case, the values are fixed before the simulation and maintained throughout. In [7], the terms uncertain and imprecise are used respectively to distinguish the two settings. The ProPPA semantics can accommodate both interpretations; for the experiments presented here, we assume the uncertain scenario.

### 5 PROPPA TOOL SUITE

We have shown (Section 4) how the prior beliefs about the parameters induce a distribution over rates, but we have so far assumed that no observations are present. This section describes how the information from observations is incorporated into the model in order to obtain an updated distribution over the parameters. The ProPPA framework includes a range of inference methods for this task, detailed here, from which the user can choose and which can be automatically applied to the model. These include new implementations of algorithms for which no user-friendly tool exists to our knowledge, as well as newly-proposed methods.

#### 5.1 Observations and inference

Observations represent new information which can affect our belief about how likely different values are. Inference can then be thought of as a transformation of the context, which takes the
Fig. 3. Diagram of the different steps for inferring the parameters of a ProPPA model: the model is compiled to extract a low-level representation of the system, the chosen inference algorithm is applied and returns a set of samples from the posterior parameter distribution.

observations into account and updates the distributions of the uncertain parameters accordingly. From a probabilistic point of view, this corresponds to conditioning the prior distribution $p(\theta)$ on the observed data $D$, obtaining the posterior distribution $p(\theta | D)$. The relation between these quantities is given by Bayes’ Theorem:

$$p(\theta | D) \propto p(\theta) p(D | \theta) \quad (3)$$

where $p(D | \theta)$ is the likelihood of the data, a measure of how likely we are to see these observations for a particular assignment of values to the parameters.

This view does not give any information on how to perform inference, however. Indeed, it is generally not possible to calculate the likelihood or the posterior analytically, so approximations must be used. The specification of the language allows for some freedom in the inference implementation; this approach creates a modular framework that can employ different algorithms, some examples of which are given later in this section.

In line 10 of Figure 2, the observe statement refers to an external file which holds our observations of the system. The infer statement on Line 11 specifies what inference algorithm will be used.

5.2 Overview of inference
The ProPPA framework has been implemented in Python and allows the analysis of a model through a number of algorithms. The remainder of this section focuses on how parameter inference is performed rather than what further analysis is possible. Processing a model includes various steps, summarised in the diagram of Figure 3.

Compilation. The text file containing the ProPPA model is first parsed and compiled into a lower-level representation. This is essentially a list of reactions, with their associated rates as executable functions; these functions accept a parameterisation and a state (vector of integers) and return a numerical rate. Additionally, an update vector is extracted for each reaction, and these are then combined into a stoichiometry matrix which shows how the quantity of each species is affected by each reaction. The appropriate prior distributions for each uncertain parameter are also generated. The observations file is loaded and interpreted as a time-series of measurements. Other necessary information, such as the chosen inference algorithm, is extracted from the model at this stage. This information is also sufficient to retrieve the state-space of the process (assuming it is finite); this may be required by some of the inference methods.

Inference. The different algorithms are applied to the low-level representation obtained as described above. The appropriate tool, as specified by the infer statement, is initialised using this representation and according to some default settings. These can be overridden if desired by using
an optional configure statement: this specifies a file with options that parameterize the algorithm itself; the available options vary according to the chosen algorithm. The inner workings of each algorithm vary and make use of different basic tools, including matrix exponentiation, stochastic simulation and solution of differential equations. The details of the various algorithms that form the core inference engine are presented in Section 5.3, along with their strengths and weaknesses; the decision of which to use depends on the comparative benefits of each method.

Output. Even though the prior distributions of the parameters are specified analytically, it is generally not possible to give an analytical expression for the posterior distribution. Instead, most of the algorithms we include are Markov Chain Monte Carlo (MCMC) methods that work via sampling a distribution. In other words, the output of the algorithm is a set of parameter values which can be used to reconstruct the posterior empirically or to compute quantities of interest, such as moments. MCMC is a standard tool in Machine Learning and Statistics, with a rich body of relevant research; for more information, we refer the interested reader to [29].

The simplest MCMC method is the Metropolis-Hastings (MH) sampler, which performs a random walk over the parameter space. In each iteration of MH, starting from a parameter value \( \theta \), a new value \( \theta^* \) is proposed. In our framework, \( \theta^* \) is sampled from a Gaussian distribution centred on \( \theta \), whose variance can be specified in the configuration file. An acceptance ratio \( a \) is then calculated to decide whether to move to the proposed \( \theta^* \) or remain at \( \theta \):

\[
a = \frac{p(\theta^*) p(D \mid \theta^*)}{p(\theta) p(D \mid \theta)}
\]  

where \( D \) are the observations. With probability \( \min(a, 1) \), the next sample will be \( \theta^* \), otherwise it will be \( \theta \). This means that, for every sample taken, we need to compute the likelihood \( p(D \mid \theta^*) \). This calculation is not always possible, and the methods we offer are based on different ways of approximating or circumventing it. Note that by fixing the parameters, we essentially obtain a standard CTMC, which can be treated in the different ways laid out below.

The sequence of parameter samples that are returned by the algorithm are saved to an output file. These results can then be used to, for instance, produce histograms illustrating the posterior distribution, as shown in the examples of the next section. They can also form the basis of further analysis: for example, predictions of the system’s behaviour, conditioned on the observations, can be made by choosing a value from the posterior samples, simulating the model for this parameter value, and repeating this process. This is outside the scope of the current version of the framework, however.

5.3 Inference algorithms
Within the ProPPA framework, we offer a suite of methods with complementary strengths and weaknesses, suitable to different models. Moreover, the framework is open and extensible, meaning that new methods can be incorporated as they are developed. We now present the methods which form the core inference engine of the language and highlight any restrictions they have; an important distinction is made according to whether a method can cope with systems with infinite state-spaces. These characteristics are summarised in Table 1.

5.3.1 Direct solution. The simplest algorithm we include works by direct computation of the likelihood, which is feasible (at least theoretically) if the state-space of the system is finite. It is based on a standard result for the transient solution of a CTMC: if the initial probability over states is \( p(0) \), then the probability at time \( t \) can be calculated via

\[
p(t) = p(0)e^{At}
\]
Table 1. Summary of the available algorithms in the inference engine.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Exact</th>
<th>Infinite</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>direct</td>
<td>Yes</td>
<td>No</td>
<td>Not suitable for large systems</td>
</tr>
<tr>
<td>gibbs</td>
<td>Yes</td>
<td>No</td>
<td>Requires Gamma priors and unique updates</td>
</tr>
<tr>
<td>rouletteMH</td>
<td>Yes</td>
<td>Yes</td>
<td>Requires Gamma priors and unique updates</td>
</tr>
<tr>
<td>rouletteGibbs</td>
<td>Yes</td>
<td>Yes</td>
<td>Requires Gamma priors and unique updates</td>
</tr>
<tr>
<td>ABC</td>
<td>No</td>
<td>Yes</td>
<td>Sensitive to chosen distance threshold</td>
</tr>
<tr>
<td>fluid</td>
<td>No</td>
<td>Yes</td>
<td>More accurate for systems with large counts</td>
</tr>
<tr>
<td>LNA</td>
<td>No</td>
<td>Yes</td>
<td>More accurate for systems with large counts,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>requires differentiable functions</td>
</tr>
</tbody>
</table>

where $A$ is the infinitesimal generator matrix. The latter can be computed, for fixed values of the parameters, by simple processing of the representation extracted during compilation: for a starting state $s$ and a reaction $r$, find the target state $s'$ to which the process will jump if $r$ occurs (by looking at the stoichiometry matrix), and compute the rate of that jump. This gives an entry $A_{s,s'}$ of the generator matrix.

Equation (5) can be used to compute the likelihood by repeated application. The state is observed at a finite number of time points $t_i$, and the measurements may be corrupted by noise. Assuming that the probability of observing state $y$ when the state is actually $x$ is $q(y | x)$, the likelihood of an observed time-series $D = ((t_1, y_1), \ldots, (t_N, y_N))$ is

$$p(D | \theta) = \prod_{i=1}^{N} p(y_i, t_i | y_{i-1}, t_{i-1}, \theta)$$

where (dropping the dependence on time for simplicity):

$$p(y_i | y_{i-1}, \theta) = \sum_{x} p(x_i | y_{i-1}, \theta)q(y_i | x_i)$$

Each term $p(x_i | y_{i-1}, \theta)$ can be calculated via (5). Since the likelihood can be computed, it is then possible to use a MH scheme to sample from the exact posterior of the parameters. This method of calculating the likelihood scales badly with the number of states because of the exponentiation of the generator matrix, therefore this method is only advisable for small examples.

5.3.2 Gibbs sampling. Another method included in our framework is based on Gibbs sampling, a special case of MH which improves the random walk behaviour and avoids the need to compute the likelihood. This means that it does not require matrix exponentiation, which makes it more suitable for models with larger spaces — it is still only applicable to finite systems, however. This method is based on the idea from [42], which is concerned with inferring the exit rates and jump probabilities of a CTMC conditioned on an observed time-series. We have modified it by adapting it to ProPPA-style descriptions of systems, so that we draw samples from the distribution of the model parameters. The improved efficiency of this method comes at a cost to its applicability: in order for Gibbs sampling to work, the kinetic law of each reaction must have the form $k_i f_i(s)$ where $k_i$ is a parameter with a Gamma distribution and $f_i(s)$ is an arbitrary function of the state. Note that this includes, but is not limited to, mass-action laws. It is additionally required that each reaction have a distinct update vector.

5.3.3 Approximate Bayesian Computation. ProPPA can model systems of different size, including ones with infinite state-space. In the latter case, the two previous methods cannot be used; even for
large finite spaces, their performance can be unsatisfactory. One of the methods we include works around this limitation by following the Approximate Bayesian Computation (ABC) approach [49]. ABC requires only simulating the system, which makes it a good fit for CTMCs. For every parameter sampled, instead of computing the likelihood, the system is simulated via Gillespie’s algorithm (which is straightforward to do from the extracted representation). The trace obtained is then compared to the observations using a distance metric. If this distance is greater than a threshold $\epsilon$ (specified by the user in the configuration file), the sample is rejected; otherwise, it is accepted with a probability similar to the one in (4). The parameter samples returned are drawn from an approximation to the posterior, one that converges to the true distribution as $\epsilon \to 0$. The accuracy of ABC depends on the value chosen for $\epsilon$, but its simplicity means that it does not impose any constraints on the model and can be employed in cases where other algorithms fail.

### 5.3.4 Methods based on random truncation

In addition to ABC, the ProPPA framework includes two novel algorithms that can cope with infinite-state systems. These are implementations of methods we have recently developed [20] based on the idea of randomly truncating the state-space, applied to a high-level language for the first time. Instead of using a very large state-space, to accommodate for potential growth in the counts of the species, these methods work by choosing random truncations of the state-space in a way that ensures statistical correctness of the results. The two methods correspond to applying this idea to the direct and Gibbs sampling method described above. We briefly describe the changes, but for the full details refer the reader to [20].

**Metropolis-Hastings.** For this method, referred to as rouletteMH, the key idea is to express the likelihood as an infinite sum, and then truncate it according to the Russian Roulette [30] methodology. This gives an estimate $\hat{L}$ of the true likelihood that includes some error but is unbiased, i.e. $\mathbb{E}[\hat{L}] = P(D \mid \theta)$. This is done using an expansion of the transition probability so that the estimate can be computed in steps, corresponding to progressively larger (but finite) state-spaces. The estimate can then be used in the place of the true likelihood in the MH step. As the theory of pseudomarginal methods [3] shows, as long as $\hat{L}$ is unbiased, the samples will still be drawn by the true posterior distribution. The method is computationally more expensive than the direct approach (due to more steps being required to calculate $\hat{L}$), but guarantees statistical correctness for systems with infinite state-spaces.

**Gibbs-like sampler.** This algorithm starts from the same base as the Gibbs sampler, with the addition of an extra step in which an upper bound for the state-space is chosen randomly. With this choice, we can use the finite-space Gibbs sampler, and still obtain correct results. The additional step also incurs a cost in performance, however, because of the need to correct for the choice of truncation point.

### 5.3.5 LNA-based inference

The final methods included in the core inference engine are based on a continuous approximation of the stochastic dynamics: instead of considering integer counts of each species, we view the state as a vector of continuous quantities, which are rescaled versions of the counts (in a biochemical setting, for example, these would be the concentrations of the different species). We also make use of the Linear Noise Approximation (LNA) [51]; this assumes that the state of the system follows a normal distribution whose mean and variance evolve in time. This evolution is described by a system of ODEs. The likelihood can be computed by numerical solution of this system, starting from the final time and moving backwards, with boundary conditions appropriately constructed from the observations as shown in e.g. [16]. All of the quantities needed to construct and solve the ODEs are easily obtained by the stoichiometry matrix, the compiled rate functions of the model and their derivatives (automatically calculated based on the syntax of the
rate function). Due to the assumptions of the LNA, this inference method is more appropriate for models with high counts of species, although this does not mean it cannot be applied to smaller models as well. The framework also includes a simpler variant, based on a deterministic continuous approximation giving the expected behaviour of the system. This is referred to as the fluid sampler.

It is worth pointing out that the ProPPA model itself does not need to undergo any changes; it is simply given a different interpretation in terms of this continuous view. It is straightforward to construct the necessary ODEs automatically from the formal description of the model, something which would involve more effort if working directly with the stochastic process instead of a high-level language.

5.4 Performance and scalability

The performance of the inference process naturally depends on the particular model and algorithm chosen. As expected, more complex models will require longer execution times, although the exact dependence varies with the inference method. For most algorithms, the crucial factor is the size of the state-space. This can, for instance, make the direct solver prohibitively expensive. For the Gibbs and Gibbs-like samplers, the amount of available memory is also particularly important. When using a continuous approximation, what matters is only the number of species rather than their upper bounds, as it directly affects the number of ODEs to be solved. The LNA-based method, while more accurate than the fluid one, is significantly more expensive, due to the higher number of ODEs involved. Its performance also depends on the number of observations, as the ODE solver is reinitialised after each observation point for improved numerical stability, following [16]. In contrast, the ABC-based algorithm, which employs stochastic simulation, depends more on the number of reactions than the number of species.

As an example, the experiment in Section 6.2, which uses the direct solver, took approximately 18 minutes to collect 10000 samples on a laptop. The experiments in Sections 6.1 and 6.3 use approximate solvers and were much faster, requiring about 8 and 10 minutes respectively to collect 10 times as many samples.

6 EXAMPLES

In this section we present three small examples to illustrate the syntax and inference capabilities of the ProPPA framework. The first two involve finite populations while the third has an infinite state-space, requiring different methods.

6.1 Rumour spreading

We start by considering the example of Figure 2. For this experiment, we simulated the system with $k_s = 0.5, k_r = 0.1$, and used ten points from the resulting trajectory as the input time-series. The chosen values have no particular significance, but they roughly match the scale of values considered in recent inference work for the same model [8]. We use ABC to gather 100,000 samples of the two parameters; the results are plotted in Figure 4.

We can see the distribution of $k_r$ is narrow, peaking close to its true value. In contrast, the posterior of $k_s$ covers a much broader range of values. Indeed, simulating the system for values of $k_s$ in [0.4, 1.0] shows that its behaviour does not change much in this range, validating our results. Even with this wide distribution, however, the posterior differs from the prior in that it assigns little or no probability to values of $k_s$ under 0.4, which produce significantly different behaviour to the one in the input observations.

1The implementation, including all examples and code to replicate them, is available at https://github.com/ageorgou/ProPPA.
6.2 Epidemiological model

As a second example, we consider the simplest variant of the well-known SIR model, used in epidemiology to describe the spread of a disease. The model distinguishes between three types of individuals, here modelled as species: Susceptible, Infected and Recovered. Susceptible individuals become infected through contact with another infected person, and can recover without outside interference. We assume that all these interactions occur at rates given by mass-action laws.

\[ r_i = \text{Uniform}(0,1); \]
\[ r_r = \text{Uniform}(0,1); \]

\[ \text{kinecitcLawOf infect: } r_i \times S \times I; \]
\[ \text{kinecitcLawOf recover: } r_r \times I; \]

\[ S = \text{infect } \downarrow; \]
\[ I = \text{infect } \uparrow + \text{ recover } \downarrow; \]
\[ R = \text{recover } \uparrow; \]

\[ S[10] \leftrightarrow I[5] \leftrightarrow R[0] \]

observe(obsSIR);
infer(direct);

Because of the structure of the system, it can be easily seen that the total population remains constant — individuals just move between the three states. An exact computation of the likelihood is therefore possible. Using the direct method described previously, we can sample from the posterior over parameters (Figure 5).

6.3 Predator-prey model

The third example describes a model often used in ecology to describe the interactions between a prey \(X\) and predator \(Y\). There are four reactions, representing the birth and the death of each species. The death rate of each species is proportional to its population, but in the case of the prey it also increases with the number of predators. Similarly, the rate at which predators are born depends
not only on their own count (number of possible parents), but also on that of the prey, accounting for the level of available sustenance. The underlying stochastic model is a Lotka-Volterra process, and the following is a description of the system in ProPPA:

```proppa
a = Gamma(4,10000);
b = Gamma(4,10000);
c = Gamma(4,10000);
d = Gamma(4,10000);

kineticLawOf birthPred: a * X * Y
kineticLawOf deathPred: b * Y
kineticLawOf birthPrey: c * X;
kineticLawOf deathPrey: d * X * Y;

X = birthPrey ↑ + deathPrey ↓;
+ birthPred ⊕; //prey
Y = birthPred ↑ + deathPred ↓;
+ deathPrey ⊕; //predator


observe(obsPredPrey);
infer(fluid);
```

In contrast with the previous example, this is an open system, as the count of either species can grow indefinitely. This excludes the use of the simpler algorithms, but methods like the fluid and LNA-based sampler are still applicable; in fact, another advantage of having the model formulated in a high-level, formal language is that the openness of the system can be detected statically and the user can be advised that their choice of algorithm is not appropriate (this kind of analysis can be performed in a similar way to other formalisms such as Petri Nets [34]). Note that, while the assumptions of these samplers make them more accurate for large populations, this does not preclude their use in this example. Switching to such a method simply requires changing the `infer` statement to refer to the fluid sampler, and making any adjustments to the configuration (e.g.
Fig. 6. Posterior samples for the parameters of the predator-prey model using the fluid sampler. True values used to generate the observations are $0.1 \times 10^{-3}$ for $a$ (teal) and $d$ (black), and $0.5 \times 10^{-3}$ for $b$ (blue) and $c$ (red). Prior shown in dashed line.

proposal distributions) that the user thinks are necessary. Figure 6 shows that the results are still accurate, with the exception of the parameter $c$, controlling the birth rate of the prey; a possible reason for this is that in the observations used the prey decline almost throughout, therefore the dataset is not particularly informative with respect to their birth rate. The results for $b$, the death rate of predators, could also indicate that the system is not particularly sensitive to its value as long as it remains within a certain range.

7 CONCLUSIONS AND FUTURE WORK

We have presented a process algebra that incorporates elements of probabilistic programming, the first such attempt at combining the two fields. This approach integrates uncertainty and observations into the system description, allowing us to model systems for which we have incomplete knowledge and giving us access to techniques from machine learning for inferring the unknown parameters.

The new features, while expanding the syntax of the language only minimally compared to a standard process algebra, significantly extend its expressive power. Additionally, our system is modular and flexible in the choice of inference algorithm, several of which are provided as part of the framework. Examples of their application on different models give promising results for the effectiveness of our approach.

We have focused on using time-series as observations, but an interesting next step would be to consider different types of observations, in particular using temporal logic formulae. Recent work [8]
has shown how to perform posterior inference for CTMCs based on a set of properties written in Metric Interval Temporal Logic. That method returns an analytical, albeit approximate, expression for the posterior over the parameters. We could apply a similar method to the examples considered here, by choosing logic properties that describe the observed behaviour well. Furthermore, the use of logic-based observations could enable additional analyses. We could explore, for example, how robust the behaviour of the system is with respect to high-level properties, in a similar spirit to recent work [21]. This would involve testing the satisfaction of given properties for different permissible values of the model’s uncertain parameters. We leave this for future work.

Another interesting question for extending this work is whether the observations can be further integrated into the semantics of the language — for instance, whether the specification of a system can let us reject some transitions when building the underlying transition system. We are also interested in examining other benefits afforded by the use of a formal language, such as the description of equivalences and how they can be adapted to this probabilistic programming-like setting. Finally, we would like to expand our framework to integrate different analyses that could be performed, and offer an even more integrated workflow comprising model specification, estimation and analysis.
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The construction of the capability and stochastic relations (Section 4) was first presented in [18].
The rules governing the relations are given in the FuTS [37] style, an alternative formalism to the more common small-step style semantics. In FuTS, transitions are specified using a \textit{continuation}, a function over possible targets. The codomain of the continuation differs depending on the kind of transition (e.g. deterministic, stochastic, ...). The shorthand notation \([s_1 \mapsto v_1, \ldots, s_n \mapsto v_n]\) denotes a continuation assigning the value \(v_i\) to each \(s_i\), and the zero value of its codomain to each other state \(s \neq s_1, \ldots, s_n\). For instance, a non-deterministic transition from state \(s\) to either \(s'\) or \(s''\), but no other possible target, would be represented as \(s \Rightarrow [s' \mapsto \text{true}, s'' \mapsto \text{true}]\). If the two target states had associated probabilities, then those would be the values of the continuation instead (with every other state being assigned a value of 0).

### A.1 Capability relation

In ProPPA, as in Bio-PEPA, the capability relation is qualitative: it expresses only whether a transition is possible and does not give any information about its rate. It is therefore, in a way, of “structural” concern, a consequence purely of the species definitions. It is the smallest relation that satisfies the rules given in Figure 7.

The first three rules, \texttt{PrefixReac}, \texttt{PrefixProd} and \texttt{PrefixMod}, define the behaviour of a simple component that is a reactant, product or modifier, respectively, in a single reaction. Each component can only perform one action, as indicated by the “singleton” notation \([S \mapsto \text{true}]\) in these rules. The transition label contains two elements: the reaction name, and a list of roles. Each element of this list has the form \(S : op(l, k)\), with \(op \in \{↓, ↑, ⊖, ⊖, ⊕\}\) and \(l, k \in \mathbb{N}\). This indicates that species \(S\) has role \(op\) and an initial level of \(l\), which will change by \(k\).

The rules \texttt{Choice1} and \texttt{Choice2} formalise the meaning of the choice operator \(+\). As mentioned above, a component \(P_1 + P_2\) can perform all actions that either \(P_1\) or \(P_2\) can perform.

The semantics of the cooperation operator is defined in the rules \texttt{Coop1}, \texttt{Coop2} and \texttt{Coop3}. For the behaviour of \(P_1 \sqcap P_2\) when considering an action \(α\), we make a distinction according to whether or not \(α\) is shared between the cooperating components. If it is not, but one of them can perform \(α\), then the other component is ignored and the \(P_1 \sqcap P_2\) behaves as \(P_1\) or \(P_2\) (rules \texttt{Coop1}, \texttt{Coop2}). If \(α\) is shared, however, both components participate in the action, and we must record the changes for both of them. This means concatenating the labels from both of their individual transitions, indicated by the :: notation (\texttt{Coop3}).

### A.2 Stochastic relation

As mentioned in the main text, the stochastic relation describes the uncertainty over the rate of a transition.

In contrast to the reachability information captured by the capability relation, deriving the rates requires additional elements of the model — namely, the kinetic laws and the parameter definitions. The stochastic relation is thus defined over entire models rather than components. It builds on the capability relation, using the information contained therein; specifically, the state, which is contained in the capability relation labels, is passed on to the appropriate kinetic law. Using the FuTS notation, \(M \xrightarrow{α} M'\) with \(f(M') = \mu\) means that \(M\) can transition to \(M'\) via reaction \(α\), and the rate of that transition is distributed according to \(μ\). A fixed rate \(r\) is expressed by the Dirac distribution \(δ(r)\), where all the probability mass is assigned to \(r\). The degenerate case \(δ(0)\) indicates that the transition occurs at rate 0, i.e. never; this is used for completeness, when we need to describe transitions that are not allowed by the capability relation.

The stochastic relation is the smallest relation for which the following rule holds:
where the function $h$ maps models to distributions of rates:

$$h_{g,w,T}(\langle T', s' \rangle) = \begin{cases} 
\delta(0) & \text{if } T' \neq T \\
\delta(0) & \text{if } g(s') = false \\
\mu & \text{otherwise}
\end{cases}$$

Essentially, $h$ makes sure that the capability relation is respected by assigning zero rates to unreachable states or different contexts. The distribution $\mu$ over rates in the non-trivial cases is obtained through appropriate variable transformations, as explained in Section 4.

Having access to the stochastic relation, a ProPPA model $\langle T, P \rangle$ can further be mapped to a PCMC $\langle S, a, A, V, \phi \rangle$, where:

- $a = P$, the model component of the model,
- $S = ds(\langle T, P \rangle)$,
- $A = \emptyset$ and $V(s) = \{\emptyset\} \forall s \in S$,
- $\phi(s,s',r) = \bigotimes_a f_a(s')(r)$, the distribution of the total rate of transitioning from $s$ to $s'$, as explained for Equation (2).

Fig. 7. Capability relation semantic rules for ProPPA models expressed in the FuTS formalism.
Here, \( ds \) is the derivative set of a model \( M \), the set of all its reachable configurations. Formally, \( ds(M) \) is defined as the smallest set such that:

i. \( M \in ds(M) \), and

ii. If \( P \in ds(M) \) and, for some \( \alpha \), \( P \xrightarrow{\alpha} f \) with \( f(P') \neq \delta(0) \), then \( P' \in ds(M) \)

Note that, since we are not concerned with model checking, we provide no propositions or labellings. This construction corresponds to the Uncertain Markov Chain interpretation (Section 4.1).