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\textbf{ABSTRACT}

We present high signal-to-noise galaxy-galaxy lensing measurements of the BOSS CMASS sample using 250 square degrees of weak lensing data from CFHTLenS and CS82. We compare this signal with predictions from mock catalogs trained to match observables including the stellar mass function and the projected and two dimensional clustering of CMASS. We show that the clustering of CMASS, together with standard models of the galaxy-halo connection, robustly predicts a lensing signal that is 20-40\% larger than observed. Detailed tests show that our results are robust to a variety of systematic effects. Lowering the value of $S_8 = \sigma_8 \sqrt{\Omega_m / 0.3}$ compared to \textsuperscript{Planck Collaboration (2015)} reconciles the lensing with clustering. However, given the scale of our measurement ($r < 10 \, h^{-1} \text{Mpc}$), other effects may also be at play and need to be taken into consideration. We explore the impact of baryon physics, assembly bias, massive neutrinos, and modifications to general relativity on $\Delta \Sigma$ and show that several of these effects may be non-negligible given the precision of our measurement. Disentangling cosmological effects from the details of the galaxy-halo connection, the effects of baryons, and massive neutrinos, is the next challenge facing joint lensing and clustering analyses. This is especially true in the context of large galaxy samples from Baryon Acoustic Oscillation surveys with precise measurements but complex selection functions.
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1 INTRODUCTION

Weak gravitational lensing is recognized as a powerful and unique cosmological tool because it is one of the few direct probes of the total mass distribution of the universe, including the dark matter component. The weak lensing signal around galaxy ensembles, commonly referred to as galaxy-galaxy lensing (hereafter “g-g lensing”), provides a measure of the radial distribution of total mass around galaxies. Since its first detection two decades ago by Brainerd et al. (1996), g-g lensing has matured from a low signal-to-noise \((S/N)\) novelty into a sophisticated cosmological probe with recent measurements reaching out to scales beyond 50 \(h^{-1}\) Mpc with high signal-to-noise \((e.g.,\,\,\,\text{Mandelbaum et al. 2013})\).

With new large lensing surveys such as the Dark Energy Survey (DES, Dark Energy Survey Collaboration et al. 2016) and the Hyper Supreme Cam (HSC) survey\(^1\) collecting high quality lensing data for thousands of square degrees, g-g lensing measurements will soon reach even greater precision. Space-based lensing missions such as \textit{Euclid} (Laureijs et al. 2011) and the Wide Field Infrared Survey Telescope (WFIRST, Spergel et al. 2013) will launch within the next decade with even greater capabilities and in tandem, the Large Synoptic Survey Telescope (LSST, LSST Science Collaboration et al. 2009) will collect 20,000 deg\(^2\) of lensing quality data.

In parallel to these efforts, surveys such as the Baryon Oscillation Spectroscopic Survey (BOSS, Eisenstein et al. 2011; Dawson et al. 2013), have collected optical spectra for more than one million massive galaxies at \(z < 1\). Within only a few years, next generation experiments such as the Dark Energy Spectroscopic Instrument (DESI, Levi et al. 2013) and the Prime Focus Spectrograph (PFS, Takada et al. 2014) will measure the redshifts of tens of millions of galaxies. Baryon Acoustic Oscillation (BAO) surveys yield exquisite measurements of galaxy clustering but also provide excellent samples for lensing studies because g-g lensing measurements are more robust when applied to lens samples with spectroscopic redshifts.

In addition, galaxy clustering and g-g lensing are large-scale structure probes with highly complimentary capabilities: the first measures the autocorrelation of galaxies whereas the second ties galaxies to the underlying dark matter distribution. Joint analyses that take advantage of the synergies between both probes are increasingly popular for studies of the galaxy halo connection \((e.g.,\,\,Mandelbaum et al. 2006a; Leauthaud et al. 2012; Coupon et al. 2015; Zu & Mandelbaum 2015)\), to constrain cosmological parameters \((e.g.,\,\,Yoo et al. 2006; Cacciato et al. 2009, 2013; More et al. 2013; Mandelbaum et al. 2013)\), and to perform tests of General Relativity \((e.g.,\,\,Reyes et al. 2010; Blake et al. 2016)\).

Generally speaking, measurements of galaxy clustering and g-g lensing on non-linear scales \((r < 1 \,h^{-1}\) Mpc\)) provide us with detailed information about the galaxy-halo connection whereas large scale measurements \((r > 10 \,h^{-1}\) Mpc\)) are preferred for robust cosmological constraints because they can be modeled with linear theory and are less sensitive to galaxy formation processes. However, previous work has debated about exactly where to draw the line with some studies opting to remove small scale information entirely at the cost of larger errors (Mandelbaum et al. 2013), whereas other work has included small scale information by marginalizing over the galaxy-halo connection \((Cacciato et al. 2013; More et al. 2013, 2015)\).

This connection is typically modeled either via Halo Occupation Distribution \((HOD,\,\,Jing 1998; Peacock & Smith 2000; Berlind & Weinberg 2002; Zheng et al. 2005; Leauthaud et al. 2011; Hearin et al. 2016)\) or SubHalo Abundance Matching \((SHAM,\,\,Krautsov et al. 2004; Conroy et al. 2006; Behroozi et al. 2010; Reddick et al. 2013)\) type formalisms.

Until present, because of relatively modest lensing data sets, g-g lensing measurements have played more of an ancillary role compared to clustering measurements. However, with new rapidly expanding lensing surveys, g-g lensing is poised to play an increasingly important role in analyzing \(z < 1\) BAO samples. In particular, Redshift Space Distortions \((RSD)\) and g-g lensing have important synergies for constraining the growth of structure. Unlike BAO measurements, RSD methods push into the semi non-linear regime and hence are more subject to theoretical systematics associated with the complexities of galaxy bias and need to be validated against realistic galaxy mock catalogs \((Alam et al. 2016a).\) With this in mind, g-g lensing measurements on both small and large scales will be important for cosmological constraints, but also for characterizing the details of the galaxy-halo connection to help pin down theoretical systematic uncertainties for RSD. This is especially true in the context of BAO samples which have complex selection functions and which are therefore non trivial to model using standard galaxy-halo type models.

This paper presents a high signal-to-noise \((S/N = 30)\) g-g lensing measurements for the BOSS “constant mass” (CMASS) sample using 250 degrees\(^2\) of lensing data \((Sections 2 and 3)\). We show that the amplitude of the lensing signal is in tension with predictions from a variety of BOSS mock catalogs that reproduce the clustering of CMASS \((Section 4)\). This may indicate that our data prefer a low value of the amplitude of matter fluctuations at low redshifts, a failure of standard models of the galaxy-halo connection, or may be a signature of the effect of baryons on the matter distribution. A discussion of our results, including detailed tests for systematic effects, is presented in Section 5 and summarized in Section 6. We assume a flat \(\Lambda CDM\) cosmology with \(\Omega_m = 0.31, \Omega_{\Lambda} = 0.69, H_0 = 100 \,h^{-1}\) km s\(^{-1}\) Mpc\(^{-1}\). Unless noted otherwise, distances are expressed in comoving coordinates.

2 DATA

2.1 The BOSS CMASS Sample

BOSS is a spectroscopic survey of 1.5 million galaxies over 10,000 deg\(^2\) that was conducted as part of the SDSS-III program \((Eisenstein et al. 2011)\) on the 2.5 m aperture Sloan Foundation Telescope at Apache Point Observatory \((Gunn et al. 1998, 2006)\). A general overview of the BOSS survey can be found in Dawson et al. (2013) and the BOSS pipeline is described in Bolton et al. (2012). BOSS galaxies were selected from Data Release 8 \((DR8, \,\,\,\,\,\,\,Aihara et al. 2011)\).

\(^1\) http://hsc.mtk.nao.ac.jp/ssp/
ugriz imaging (Fukugita et al. 1996) using a series of color-magnitude cuts (Reid et al. 2016). BOSS targeted two primary galaxy samples: the LOWZ sample at 0.15 < z < 0.43 and the CMASS sample at 0.43 < z < 0.7. In this paper, we focus on the high redshift CMASS sample. As our input catalog, we use the BOSS DR11 (Ahn et al. 2014) large-scale structure (LSS) catalog created by the BOSS galaxy clustering working group (Anderson et al. 2014).

Because each BOSS fiber has a diameter of 62″, no two objects separated by less than this can be observed on a single plate. In addition, redshift measurements fail for a small fraction of BOSS galaxies (< 2% for CMASS). Because of these two effects, a small number of CMASS targets do not obtain a spectroscopic redshift.

There are various different choices for how to correct for fiber collisions and redshift failures – details can be found in Anderson et al. (2012) and Guo et al. (2012). We test several methods for dealing with galaxies with missing spectroscopic redshifts and show that this correction does not have a large impact on the CMASS lensing signal (see Appendix A4). As our fiducial correction method, we adopt the same weighting scheme as the BOSS large-scale structure working group. Namely, we upweight the galaxy nearest to each unobserved galaxy (the “nearest neighbor” weighting method). Fiber collision and redshift-failure correction weights are denoted w1 and w2, respectively.

Because our analysis is limited to relatively small scales, we do not apply the angular systematic weights (wFz) or the minimum variance weights (wFRz) that are used in BOSS large-scale analyses (see Section 3 in Anderson et al. 2012 for details). Our weighting scheme is consistent with the one adopted for the clustering measurements of Saito et al. (2016).

2.2 Weak Lensing Data

To measure the weak lensing signal of CMASS galaxies, we use a combination of two data-sets: the Canada France Hawaii Telescope Lensing Survey (CFHTLenS, Heymans et al. 2012; Miller et al. 2013) and the Canada France Hawaii Telescope Stripe 82 Survey (CS82, Erben et al. in prep). The combined area is ∼250 deg² and both data sets use i-band imaging from the CFHT MegaCam instrument (Boulade et al. 2003) taken under excellent seeing conditions (see 0.6″-0.7″). Data reduction and shape measurements for both surveys were performed homogeneously using the state-of-the-art weak lensing pipeline developed by the CFHTLenS collaboration which employs the lenstool Bayesian shape measurement algorithm (Heymans et al. 2012; Miller et al. 2013). Differences between CFHTLenS and CS82 that are of relevance for this work are the i-band depth, the source of additional photometry for photo-z measurements, and the degree of overlap with the BOSS survey. Further details are now described below.

2.2.1 CFHTLenS Weak Lensing Catalog

The CFHTLenS weak lensing catalogs are based on deep multicolor data obtained as part of the CFHT Legacy Survey (CFHTLS). This survey spans 154 square degrees in five optical bands (u′g′r′i′z′) with a 5σ point source limiting magnitude of i′∼25.5. Each MegaCam pointing is roughly one square degree in area and has a pixel size of 0.187 arcseconds. The CFHTLS Wide survey consists of four separate patches on the sky known as W1, W2, W3 and W4 (63.8, 22.6, 44.2 and 23.3 deg² respectively). BOSS fully overlaps with the W4 field, partially overlaps with W1 and W3, and only has a small amount of overlap with W2. In this paper, we use the overlap regions in W1, W3, and W4. Details on the image reduction, weak lensing shape measurements, and photometric redshifts can be found in Erben et al. (2013), Heymans et al. (2012), Miller et al. (2013), and Hildebrandt et al. (2012).

We download the publicly available CFHTLenS weak lensing shear catalogs. Following Heymans et al. (2012), we apply an additive calibration correction factor, c2, to the ε2 shape component on a galaxy-by-galaxy basis. For each galaxy, we also compute a multiplicative shear calibration factor as a function of the signal-to-noise ratio and size of the source galaxy, m(εDRz, r)5. The calibration correction factor for ε2 and the multiplicative shear calibration factor, m, are computed separately for CFHTLenS and CS82. The values for the m correction factor are given in Section 3.3 and represent a 3–7.5% increase in ∆Σ. Following Velander et al. (2014), we do not reject pointings that did not pass the requirements for cosmic shear. The CFHTLenS lensfit catalogs contain a lensing (inverse variance) weight w which includes both the intrinsic shape dispersion as well as the ellipticity measurement error.

2.2.2 CS82 Weak Lensing Catalog

The Sloan Digital Sky Survey (SDSS) contains a sub-region of 275 deg² on the Celestial Equator in the Southern Galactic Cap known as “Stripe 82” (Abazajian et al. 2009). This region was repeatedly imaged during the Fall months when the North Galactic Cap was not observable. The co-addition of these data reaches r ∼ 23.5, about 2 magnitudes fainter than the SDSS single pass data (Annis et al. 2011) but has an r-band median seeing of 1.1″.

The CS82 survey was designed with the goal of complementing existing Stripe 82 SDSS ugriz imaging with high quality i-band imaging suitable for weak lensing measurements. CS82 is built from 173 MegaCam i-band images and corresponds to an area of 160 degrees² (129.2 degrees² after masking out bright stars and other image artifacts). The Point Spread Function (PSF) for CS82 varies between 0.4″ and 0.8″ over the entire survey with a median seeing of 0.6″. The limiting magnitude of the survey is r∼24.16

---

4 Equation 19 in Heymans et al. (2012) assumes a galaxy size r and in arcseconds and the r0 parameter has units of arcseconds.
5 When using the parameters to compute m provided in Miller et al. (2013), r corresponds to the scale-length field in the CFHTLenS catalogs in pixel units.
6 The limiting magnitude is defined as the 5σ detection limit in a
Image processing is largely based on the procedures presented in Erben et al. (2009) and shear catalogs were constructed using the same weak lensing pipeline developed by the CFHTLenS collaboration using the lenstool Bayesian shape measurement method (Miller et al. 2013). We compute $m$ and $c_2$ for each galaxy and construct a source catalog for CS82 in the same fashion as for CFHTLenS. The CS82 source galaxy density is 15.8 galaxies arcmin$^{-2}$ and the effective weighted galaxy number density (see equation 1 in Heymans et al. 2012) is 12.3 galaxies arcmin$^{-2}$. Note that these numbers do not yet include any photo-$z$ quality cuts. These are described in the following section.

2.2.3 Photometric Redshifts

Photometric redshifts for the CFHTLenS source catalog have been calculated by Hildebrandt et al. (2012) using the Bayesian photometric redshift software bpz (Benítez 2000; Coe et al. 2006). Photo-$z$s for CS82 have been calculated by Bundy et al. (2015), also using bpz. For a redshift estimate, we use $Z_B$, the peak of the posterior distribution given by bpz. In addition to $Z_B$, we will use the 95 per cent confidence limit (noted $\sigma_{95}$) on $Z_B$ as well as the $BPZ$ ODDS parameter (a measure of the peakiness of the probability density function provided by bpz). The ODDS parameter varies between 0 and 1 and galaxy samples with larger ODDS values have reduced catastrophic outlier fractions (e.g., Margoniner & Wittman 2008).

Determining the level of systematic error due to photometric redshifts is often one of the most uncertain aspects of a galaxy-galaxy weak lensing analysis (e.g., Nakajima et al. 2012). Fortunately, the CS82 survey overlaps with a number of existing spectroscopic surveys which can be used to assess the quality of our photometric redshifts. We compile a set of high quality spectroscopic redshifts that overlap with CS82 from the Baryon Oscillation Spectroscopic Survey DR12 data release (BOSS; Alam et al. 2015), VVDS (Le Fèvre et al. 2004), DEEP2 (Newman et al. 2013), and PRIMUS (Coil et al. 2011). For VVDS, DEEP2, and PRIMUS, we select galaxies with a redshift quality flag greater than or equal to 3. Our combined spectroscopic sample contains a total of 11694 objects. Among these data-sets, the DEEP2 redshifts are the most useful for our purpose. The DEEP2 photometric redshift catalog contains galaxies to $R_{AB} = 24.1$ which spans the full magnitude range of our source sample. However, the DEEP2 sample is also color selected to target galaxies at $z > 0.7$. Because we study lens galaxies between $z = 0.43$ and $z = 0.7$, a large majority of our source galaxies have redshifts with $z > 0.7$ which is well matched to the DEEP2 selection. Figure 1 displays a comparison between $z_{\text{spec}}$ and $z_{\text{phot}}$ for our fiducial CS82 source catalog (which includes a cut of ODDS$>0.5$).

When computing $\Delta \Sigma$, we do not integrate over the full redshift Probability Distribution Function (PDF), $p(z)$, of source galaxies. Indeed, photo-$z$ codes do not automatically provide accurate estimates for $p(z)$. For this reason, integrating over $p(z)$ does not automatically guarantee a more accurate result. Instead, we use a point estimate as our source redshift, but we use an appropriately re-weighted version of the spectroscopic data set described above, to test for biases in our computation of $\Delta \Sigma$. The details of this computation are given in A2. Using our combined set of spectroscopic redshifts, we estimate that photo-$z$ errors cause our $\Delta \Sigma$ values to be over-estimated by $\sim$3%. This estimate includes the dilution of the signal by source galaxies which have $z_{\text{spec}} < z_L$ but $z_{\text{phot}} > z_L$ where $z_L$ is the lens redshift.

Finally, we also perform a series of tests to demonstrate that our lensing signal is robust to a variety of different cuts on the photo-$z$ catalog. The results of these tests are presented in Section A2. No statistically significant systematic trends are found for any of the tests that we have implemented.

2.2.4 Source Catalog and Background Selection

We construct a source catalog by applying the following cuts: MASK$\leq 1$, FITCLASS$= 0$, $i' < 24.7$, and $w > 0$. Here, FITCLASS is a flag to remove stars but also to select galaxies with well-measured shapes (see details in Miller et al. 2013) and MASK is a masking flag. In addition, we also require that each source galaxy has a photo-$z$ estimate and we apply a fiducial photo-$z$ quality cut of ODDS$>0.5$. Our lensing signals are robust to the choice of this ODDS parameter cut (see Section A2). After applying these cuts, the CFHTLenS and CS82 source catalogs correspond respectively to effective weighted galaxy number densities$^8$ of $n_{\text{eff}} = 10.8$ galaxies arcmin$^{-2}$ and $n_{\text{eff}} = 4.5$ galaxies arcmin$^{-2}$.

To minimize any dilution of our lensing signal due to photo-$z$ uncertainties, we perform background selection by requiring that $z_S > z_L + 0.1$ and $z_S > z_L + \sigma_{95}/2.0$ where $z_L$ is the lens redshift, $z_S$ is the source redshift, and $\sigma_{95}$ is the 95 per cent confidence limit on the source redshift. This fiducial scheme for separating background sources from lens galaxies will be referred to as ZCUT2. In Appendix A2 we show that our lensing signals are robust to the exact details of this cut, which suggests that our lensing signal is not strongly affected by contamination from source galaxies with $z_{\text{spec}} < z_L$ but $z_{\text{phot}} > z_L$. Our tests with spectroscopic redshifts in Appendix A2 confirms and quantifies this statement.

We do not apply a correction factor to account for a dilution effect from source galaxies that are actually physically associated with our lens sample (the so-called “boost correction factor”). A detailed justification of this choice is presented in Appendix A1.

3 COMPUTATION OF $\Delta \Sigma$

3.1 Stacking Procedure

Our stacking procedure closely follows the methodology outlined in Leauthaud et al. (2012) and we refer to that work.

$^7$ 207 galaxies from BOSS, 5328 from DEEP2, 4942 from PRIMUS, and 1217 from VVDS.

$^8$ Here we use $n_{\text{eff}}$ as defined by Equation 1 in Heymans et al. (2012). An alternative definition of $n_{\text{eff}}$ is given by Equation 9 in Chang et al. (2013).
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and equation Wilson et al. 2001 and ). The relationship between the tan-

\[ \Delta \Sigma = \gamma_1 \Sigma_{\text{crit}}, \]

where \( \Sigma_{\text{crit}} \) is the critical surface mass density which in co-

moving coordinates is expressed by:

\[ \Sigma_{\text{crit}} = \frac{\kappa^2}{4\pi G} \frac{D_A(z_s)}{D_A(z_L)D_A(z_L,z_s)(1+z_L)^2}. \]

where \( D_A(z_L) \) and \( D_A(z_S) \) are angular diameter distances to
the lens and source and \( D_A(z_L,z_S) \) is the angular diameter distance between
the lens and source.

The lensfit algorithm provides an inverse variance weight, \( w \), which can be used to optimally weight shear measurements. For a given lens \( i \) and a given source \( j \), the inverse variance weight for \( \Delta \Sigma \) can be derived from Equation 2 and
is equal to \( w_{\text{ls},ij} = w_j \Sigma_{\text{crit},ij}^{-2} \). We use \( w_{\text{ls}} \) to compute \( \Delta \Sigma \)
via a weighted sum over all lens-source pairs:

\[ \Delta \Sigma = \sum_{i=1}^{N_L} \sum_{j=1}^{N_S} w_{\text{ls},ij} \times \gamma_{ij} \times \Sigma_{\text{crit},ij}, \]

where \( N_L \) is the number of lens galaxies and \( N_S \) is the number
of source galaxies. Each lens contributes a different effective weight in this sum. This topic is discussed further in Appendix A5.

We compute \( \Delta \Sigma \) in 13 logarithmically spaced radial bins from \( R_1 = 0.04 \) h\(^{-1}\) Mpc to \( R_3 = 15 \) h\(^{-1}\) Mpc. The limit on our outer radial bin is set by the size of our bootstrap regions and is discussed in the following section.

3.2 Bootstrap Errors and Variance in the Lensing Signal

The covariance matrix and correlation matrix for our data vector of \( \Delta \Sigma \) values will be noted as \( C \) and \( C_{\text{corr}} \) respectively. We estimate \( C \) from the data using stratified boot-

strap. Our bootstrap errors should account for the effects of correlated shape noise as well as for field-to-field variance in the lensing signal.

We divide CFHTLenS and CS82 into 74 roughly equal area bootstrap regions (45 for CS82 and 29 for CFHTLenS). Each region is \( \sim 3 - 4 \) deg\(^2\) which corresponds to regions with transverse comoving dimensions of order 40-60 h\(^{-1}\) Mpc at the redshift of the CMASS sample. Our bootstrap regions are designed as a compromise between two competing re-

requirements. First, in order to ensure that the bootstrap samples are independent, we require the size of the boot-

strap regions to be larger than the maximum scale used in the measurement (15 h\(^{-1}\) Mpc). Second, we need a large number of bootstrap regions in order to reduce the noise in our evaluation of the covariance matrix. However, this second requirement goes in the direction of requiring many regions, which will thus necessarily have to be smaller. Satisfying these two requirements determines the maximum scale to which we compute our g-g lensing signal. Unless specified
otherwise, errors on our g-g lensing signals are derived using 10,000 resamplings of these bootstrap regions.

Although CFHTLenS and CS82 are fairly large surveys, we find that there is still a large field-to-field variance in the amplitude of the CMASS lensing signal. To highlight this fact, we compute the CMASS g-g lensing signal separately for W1 and W3 as well as for three independent Stripe 82 patches that roughly match the areas of W1 and W3. Each of these patches contains about 4000 CMASS galaxies. Figure 2 presents the CMASS g-g lensing signal for each of these five sub-regions. As can be seen from Figure 2, there is a significant amount of variance between the g-g lensing signals of each of these five independent patches. However, importantly, there is no obvious systematic trend between CFHTLenS and CS82 patches. This test suggests that differences between the lensing signals from CFHTLenS and CS82 can be attributed to field-to-field variance and not systematic effects between the two surveys.

Our bootstrap errors should account for sample variance effects. However, because our analysis is based on a sub-region of the full BOSS footprint, possible large scale variations in the properties of the CMASS sample may be a concern. Figure 3 shows that the number density of CMASS within the CS82 footprint closely follows the number density of the full CMASS sample. We conclude from Figure 3 that substantial differences between the CS82 CMASS sample and the full DR12 CMASS sample are an unlikely possibility.

### 3.3 Combined Signal from CS82 and CFHTLenS

We first compute the CMASS g-g lensing signal separately for CFHTLenS and CS82. The multiplicative shear calibration factor is applied separately for each survey. Because the CS82 source catalog is limited by photo-zs and not shape measurements, CS82 source galaxies have a higher mean signal-to-noise than CFHTLenS source galaxies. As a result, CS82 has a smaller overall calibration factor compared to CFHTLenS. For CFHTLenS, 1 + m_{chns} \sim 0.93 which results in a 7.5% increase in \Delta \Sigma. For CS82, 1 + m_{cs2} \sim 0.97 which results in a 3% increase in \Delta \Sigma.

Figure 4 displays the CMASS g-g lensing signal from CFHTLenS and CS82. The signals agree well on small scales but there is moderate amplitude difference at large scales which we attribute to field-to-field variance as discussed in the previous section. Because we do not have enough bootstrap regions to compute resampling errors for CFHTLenS and CS82 separately, the errors displayed in Figure 4 correspond to shape noise errors which will underestimate the true variance on large scales. Also, from the combined analysis, we expect the 5 outer points in these g-g lensing signals to be moderately correlated (see Figure 5). Given this caveat, it is difficult to ascertain the exact significance of the large-scale amplitude difference between the two surveys. Instead, what we take away from Figure 4 is that there is no evidence for a global amplitude shift between the lensing signals from CFHTLenS and CS82.

Having convinced ourselves from Figure 2 that there are no obvious systematic trends between the two surveys, we now proceed to combine the g-g lensing signal from CS82 and CFHTLenS. There are 13775 CMASS galaxies from CS82 and 10507 from CFHTLenS that are included in the weak lensing stack. Importantly, by combining the two surveys, we gain a wider area with which to compute bootstrap errors on the combined signal (74 bootstrap regions for the combined sample).

Figure 5 displays the combined g-g lensing signal. The combination of CFHTLenS and CS82 yields a high S/N measurement of the lensing signal for CMASS. The S/N of the signal is:

\[
\frac{S}{N} = (\mathbf{x}^T \mathbf{C}^{-1} \mathbf{x})^{1/2}
\]

where \( \mathbf{x} \) is the vector of \( \Delta \Sigma \) values in each radial bin and \( \mathbf{C} \) is the covariance matrix. There are 13 data points in our stack and the relative error on each data point is 10-20%. Our overall lensing signal is detected with a signal-to-noise of \( S/N = 30 \). For comparison purposes, the \( S/N \) of the g-g lensing signals used in the cosmological analysis of Mandelbaum et al. (2013) had \( S/N \sim 25 \).

We do not have enough bootstrap regions to constrain the full covariance matrix, but we can constrain the dominant off-diagonal terms. At small scales, we expect the data points to be uncorrelated (e.g., Viola et al. 2015). On large scales, however, we expect non-zero off-diagonal terms due to sample variance and correlated shape noise which arises when source galaxies appear in multiple radial bins (Jeong et al. 2009; Mandelbaum et al. 2013). We compute the correlation matrix, \( \mathbf{C}_{\text{corr}} \), for our signal and then apply a boxcar smoothing algorithm with a length of one bin in radius to this matrix, to reduce the noise (see Mandelbaum et al. 2013 for a similar procedure). We then truncate the correlation matrix to values greater than 0.2 since we don’t expect to constrain these terms. Because we reduce the noise in the correlation matrix directly, we do not attempt to apply any noise bias corrections when inverting \( \mathbf{C} \) (for example see Hartlap et al. 2007). The result is displayed in Figure 6. As expected, the outer data points are moderately correlated. The dominant terms in the correlation matrix for the overall signal are given in Table 1.

We also compute the CMASS lensing signal in three redshift bins: zbin1= [0.43, 0.51], zbin2=[0.51, 0.57], and zbin3=[0.57, 0.7]. We have checked that the multiplicative shear calibration factor, \( m \), does not vary strongly over this redshift baseline for either CFHTLenS or CS82 and that the same calibration factor that we used for the single wide redshift bin can be used for these more narrow redshift bins.

---

9 For example the volume probed by CS82 over the range 0.43 < \( z < 0.7 \) (after subtracting masked out areas) corresponds to 0.0407 \( h^{-3} \) \( \text{Gpc}^3 \).
10 Inhomogeneity in the CMASS sample selection due to seeing and stellar density (Ross et al. 2012, 2016) may contribute to this variance and will be explored in future work.
11 The calibration factor is applied by dividing \( \Delta \Sigma \) by \( 1 + m \) where \( m \) is the multiplicative shear calibration factor.
12 Over the radial range 0.1-70 Mpc/h, including small scale information that was not used in the cosmological analysis, the \( S/N \) of the Mandelbaum et al. (2013) measurement is \( S/N = 36 \).
13 Our results are unchanged whether or not we apply the smoothing and truncation to \( \mathbf{C}_{\text{corr}} \).
Figure 2. CMASS g-g lensing signal calculated in five independent sub-regions of roughly equal area (2 regions from CFHTLenS and 3 from CS82). Each patch is of order ~ 40-50 deg$^2$. Because there are not enough bootstrap regions per sub-region to compute bootstrap errors, we simply show the typical shape noise errors for one of the patches (black data points) which underestimates the errors on large scales. As can be seen, there is a significant amount of field-to-field variance between the five independent patches. However, importantly, there is no obvious systematic trend between CFHTLenS and CS82 patches.

Figure 3. Number density of CMASS galaxies within the CS82 footprint compared to the number density for the full DR12 sample. Black and grey solid lines show the $dn/dz$ for the North and South galactic cap respectively. Errors reflect the variance of $dn/dz$ between 24 independent BOSS patches that each have the same area as CS82.

The g-g lensing signal for each of these redshifts bins is presented in the right hand side of Figure 5 and the data points for our g-g lensing measurements are provided in Table 1. Interestingly, the amplitude of the g-g lensing signal does not vary strongly with redshift – we will return to this point in Section 5.3.

4 RESULTS: COMPARISON WITH PREDICTIONS FROM MODELS TRAINED ON GALAXY CLUSTERING

We now compare our lensing signal with predictions from mock catalogs tailored to match the clustering of CMASS (Reid et al. 2014; Saito et al. 2016; Rodríguez-Torres et al. 2015; Alam et al. 2016b). These mock catalogs were created by independent teams, using a range of methodologies,
we estimate this systematic uncertainty to be of order 0.43 < z < 0.7. Kitaura et al. 2014 summarizes the parameters of N-body mocks with Ω_m = 0.31. Table 2 summarizes the parameters of the various N-body simulations used to generate our predictions. We do not use the Quick Particle Mesh (QPM, White et al. 2014) or PATCHY (Kitaura et al. 2014) mocks from the BOSS collaboration because these do not have the necessary resolution to reproduce the galaxy-matter correlation function on the scales of interest. We begin with an overview of the mocks used for our comparison.

4.1 Overview of CMASS Mock Catalogs

Reid et al. (2014) performed a joint analysis of the projected and the anisotropic clustering (monopole and quadrupole) of CMASS on scales from 0.8 to 32 h^{-1} Mpc. Their analysis was performed by populating an N-body simulation at z = 0.55 with mock galaxies based on a standard HOD type prescription. A single redshift-independent HOD model was assumed.

Figure 5. Stacked weak lensing signal for CMASS using both CS82 and CFHTLenS. Left: lensing signal for CMASS in the redshift range 0.43 < z < 0.7. Right: combined lensing signal for CMASS in three redshift bins. Data points in each redshift bin have been slightly offset for visual clarity. Errors are computed via bootstrap.

Table 1. Combined CS82+CFHTLenS g-g lensing measurements for CMASS. Errors are estimated via bootstrap (Section 3.2). The dominant terms in the correlation matrix for the overall signal are: C_{corr}[12,13] = 0.64, C_{corr}[11,13] = 0.42, C_{corr}[10,13] = 0.25, C_{corr}[11,12] = 0.38, C_{corr}[10,12] = 0.25, C_{corr}[10,11] = 0.30, C_{corr}[9,11] = 0.26, C_{corr}[9,10] = 0.32. These values can be combined with the errors given below to form the covariance matrix for the signal measured over the full redshift range 0.43 < z < 0.7. Note that these errors do not include a systematic uncertainty from photo-zs. In Section A2 we estimate this systematic uncertainty to be of order 3%. Our conservative estimate for the total fractional systematic error on \Delta \Sigma is 5-10%.

<table>
<thead>
<tr>
<th>Bin number</th>
<th>R [h^{-1} Mpc]</th>
<th>\Delta \Sigma [h M_{\odot} \text{ pc}^{-2}]</th>
<th>0.43 &lt; z &lt; 0.7</th>
<th>0.51 &lt; z &lt; 0.57</th>
<th>0.57 &lt; z &lt; 0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.05</td>
<td>67.16 ± 16.77</td>
<td>67.95 ± 25.50</td>
<td>73.43 ± 23.01</td>
<td>57.03 ± 29.74</td>
</tr>
<tr>
<td>2</td>
<td>0.08</td>
<td>58.98 ± 6.73</td>
<td>54.83 ± 10.58</td>
<td>63.67 ± 13.04</td>
<td>59.08 ± 14.40</td>
</tr>
<tr>
<td>3</td>
<td>0.13</td>
<td>32.12 ± 4.95</td>
<td>29.61 ± 7.33</td>
<td>25.31 ± 8.22</td>
<td>24.26 ± 8.71</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>22.95 ± 2.90</td>
<td>27.69 ± 3.45</td>
<td>18.57 ± 5.14</td>
<td>21.14 ± 5.25</td>
</tr>
<tr>
<td>5</td>
<td>0.31</td>
<td>19.50 ± 1.58</td>
<td>22.71 ± 2.92</td>
<td>17.59 ± 2.98</td>
<td>16.92 ± 2.80</td>
</tr>
<tr>
<td>6</td>
<td>0.49</td>
<td>13.13 ± 1.33</td>
<td>12.02 ± 1.95</td>
<td>13.84 ± 1.73</td>
<td>13.98 ± 2.22</td>
</tr>
<tr>
<td>7</td>
<td>0.77</td>
<td>8.88 ± 0.74</td>
<td>7.87 ± 1.06</td>
<td>9.46 ± 1.36</td>
<td>9.75 ± 1.14</td>
</tr>
<tr>
<td>8</td>
<td>1.22</td>
<td>5.11 ± 0.45</td>
<td>5.56 ± 0.76</td>
<td>5.34 ± 0.96</td>
<td>4.12 ± 1.09</td>
</tr>
<tr>
<td>9</td>
<td>1.93</td>
<td>3.06 ± 0.27</td>
<td>3.50 ± 0.58</td>
<td>3.11 ± 0.55</td>
<td>2.31 ± 0.49</td>
</tr>
<tr>
<td>10</td>
<td>3.04</td>
<td>1.65 ± 0.22</td>
<td>2.23 ± 0.43</td>
<td>0.85 ± 0.42</td>
<td>1.76 ± 0.35</td>
</tr>
<tr>
<td>11</td>
<td>4.80</td>
<td>1.17 ± 0.15</td>
<td>1.12 ± 0.26</td>
<td>1.03 ± 0.24</td>
<td>1.43 ± 0.30</td>
</tr>
<tr>
<td>12</td>
<td>7.57</td>
<td>0.65 ± 0.17</td>
<td>0.79 ± 0.21</td>
<td>0.60 ± 0.25</td>
<td>0.52 ± 0.31</td>
</tr>
<tr>
<td>13</td>
<td>11.94</td>
<td>0.51 ± 0.17</td>
<td>0.55 ± 0.20</td>
<td>0.37 ± 0.28</td>
<td>0.64 ± 0.19</td>
</tr>
</tbody>
</table>
Simulation parameters for BOSS mock catalogs used in Figure 7.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{\text{box}}$ (h$^{-1}$ Mpc)</td>
<td>1380</td>
<td>677.7</td>
<td>1000</td>
<td>1000</td>
<td>2500</td>
<td>1380</td>
<td></td>
</tr>
<tr>
<td>$N_p$</td>
<td>2048$^3$</td>
<td>2048$^3$</td>
<td>2048$^3$</td>
<td>3840$^3$</td>
<td>3840$^3$</td>
<td>2048$^3$</td>
<td></td>
</tr>
<tr>
<td>$\Omega_m$</td>
<td>0.292</td>
<td>0.30851</td>
<td>0.27</td>
<td>0.31</td>
<td>0.31</td>
<td>0.307</td>
<td>0.292</td>
</tr>
<tr>
<td>$\sigma_8$</td>
<td>0.82</td>
<td>0.8288</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
<td>0.829</td>
<td>0.82</td>
</tr>
<tr>
<td>$z_{\text{box}}$</td>
<td>0.550</td>
<td>0.547</td>
<td>0.534</td>
<td>0.457, 0.523, 0.592</td>
<td>0.505, 0.547, 0.623</td>
<td>0.505, 0.547, 0.623</td>
<td>0.550</td>
</tr>
</tbody>
</table>

Figure 6. Correlation matrix, $C_{\text{corr}}$, computed via bootstrap, smoothed over one pixel scale, and truncated to values greater than 0.2. The outer five data points in our $g$-$g$ lensing are moderately correlated due to sample variance and correlated shape noise. The inner data points are uncorrelated and the errors on small scales are dominated by shape noise.

with a number density of $n = 4 \times 10^{-4}(\text{h}^{-1}\text{Mpc})^{-3}$. Their mock catalogs were randomly down-sampled along one of the axis of the simulation to match the CMASS $dn/dz$. This procedure assumes that CMASS galaxies at all redshifts are a random subsample drawn from a single population. Reid et al. (2014) performed fits using two different simulations: a “MedRes” N-body simulation ($\Omega_m = 0.292$, $\sigma_8 = 0.82$) and a “HiRes” simulation with a Planck cosmology ($\Omega_m = 0.30851$, $\sigma_8 = 0.8288$, Planck Collaboration et al. 2014). We compare with the predictions from the best-fit models for both simulations. Reid et al. (2014) also perform several tests to verify the robustness of their results to extensions of the standard HOD model. In one such test, they consider a scenario in which 20 per cent of centrals in massive haloes are not CMASS selected galaxies (labelled “cen/sat” test in their paper). In this test, a central galaxy is not required for a given halo to host a satellite galaxy. We compare with both the fiducial model from Reid et al. (2014) as well as with the cen/sat model but find that both models generate similar predictions for the lensing signal.

Saito et al. (2016) present a joint modeling of both the projection correlation function of CMASS ($w_p^\text{CMASS}$) and of the galaxy stellar mass function (SMF) using SHAM. To perform SHAM, Saito et al. (2016) use the galaxy SMF computed by Leauthaud et al. (2016) from the Stripe 82 Massive Galaxy Catalog (Saito et al. 2014; Reid et al. 2015). They account for the stellar mass incompleteness of CMASS by down-sampling mock galaxies according to their assigned stellar mass to match the redshift dependent CMASS SMFs. The Saito et al. (2016) analysis used a single snapshot ($z = 0.534$) from the publicly available “MDR1” MultiDark simulation (Prada et al. 2012; Riebe et al. 2013) with a flat WMAP 5 ΛCDM cosmology (Komatsu et al. 2009). The Saito et al. (2016) mock catalogs simultaneously reproduce $w_p^\text{CMASS}$, the galaxy SMF, as well as the redshift dependent CMASS SMFs (and hence also reproduce the overall CMASS number density as a function of redshift).

In addition, we also compare with an updated version of Saito et al. (2016) which uses the MDPL2 simulation from the MultiDark suite. MDPL2 has the same box size ($L_{\text{box}} = 1$ h$^{-1}$ Gpc) as MDR1 but has an improved resolution compared to MDR1 ($N_{\text{par}} = 3840^3$). The ΛCDM cosmology in MDPL2 is consistent with Planck Collaboration (2015). MDPL2 keeps snapshot more frequently than MDR1 and has more snapshots covering the CMASS redshift range. As opposed to the MDR1 mock, here we use three different snapshots ($z = 0.457$, $z = 0.523$, $z = 0.592$) and compute an updated version of the Saito et al. (2016) mock catalogs by abundance matching each of these snapshots.

Rodríguez-Torres et al. (2015) also use SHAM to build a CMASS mock catalog that is designed to reproduce the monopole of the redshift-space correlation function. Their mock is created from a light-cone built from 20 outputs of the BigMDPL simulation (Klypin et al. 2016) and accounts for the geometry of the BOSS survey as well as for veto masks. To perform SHAM, Rodríguez-Torres et al. (2015) compute the galaxy SMF using stellar masses from the Portsmouth DR12 catalog (Maraston et al. 2013). In a similar fashion to Saito et al. (2016), the stellar mass completeness of CMASS is modeled by down-sampling mock galaxies to reproduce the observed number densities as a function of stellar mass. To compute the lensing predictions from this mock, we use snapshots at three different redshifts $z = 0.5053$, $z = 0.5470$ and $z = 0.6226$.

Alam et al. (2016b) build a CMASS mock catalog us-

Using SHAM in the mass range relevant for CMASS requires a measurement of the total (all galaxies, not just CMASS) galaxy SMF down to stellar masses of roughly $\log_{10}(M_*/M_\odot) > 10.8$.

15 Publicly available at www.massivegalaxies.com
ing a standard four parameter HOD prescription. Their mock is based on the same “MedRes” simulation employed by Reid et al. (2014) but they use a different procedure for populating this simulation with mock galaxies. Whereas Reid et al. (2014) place satellite galaxies on randomly selected dark matter particles, Alam et al. (2016b) place satellite galaxies following a Navarro-Frenk-White profile (NFW; Navarro et al. 1997). Whereas Reid et al. (2014) uses halos identified via a spherical-overdensity method, Alam et al. (2016b) uses halos identified using a friends-of-friends method with halo masses adjusted following More et al. (2011). The HOD parameters used by Alam et al. (2016b) are tuned to match the projected correlation function, \( w_p \).

Among the various studies considered here, Saito et al. (2016) and Rodríguez-Torres et al. (2015) are the only two that explicitly model the stellar mass incompleteness of CMASS as a function of redshift. The main differences between the two approaches are: the size of the \( N \)-body simulation (representing a trade-off between volume and resolution), the methodology for including scatter between galaxy mass and halo mass in SHAM, and the origin of CMASS stellar masses. In particular, the choice of a stellar mass estimator can lead to important differences in the galaxy SMF (see Figure 15 in Leauthaud et al. 2016). Both studies adopt \( V_{\text{peak}} \) (halo peak circular velocity) to perform SHAM. Both models account for fiber-collision effects, either in the measurements themselves (Saito et al. 2016) or in the model (Rodríguez-Torres et al. 2015).

Importantly, the downsampling procedure adopted in both studies assumes that CMASS galaxies are a random sample of the overall population at fixed stellar mass. However, Leauthaud et al. (2016) show that at fixed stellar mass, CMASS is not a random sample of the overall population in terms of galaxy color. In short: both methodologies account for mass incompleteness but not for color incompleteness. We will return to this point in Section 5.4.

### 4.2 Computation of Predicted Lensing Signal from Mocks

To compute the lensing signal predicted by CMASS mocks, we cross-correlate the positions of mock galaxies with the positions of dark matter particles to form the three dimensional galaxy-mass cross-correlation function, \( \xi_{gm} \). To compute \( \Delta \Sigma \) from \( \xi_{gm} \), we follow the equations outlined in section 4.2 of Leauthaud et al. (2011). Briefly, we begin by numerically integrating \( \xi_{gm} \) over the line-of-sight to form the projected surface mass density, \( \Sigma \). In this step, it is important to perform the integral out to a large radii or else \( \Sigma \) will be underestimated. We find that integrating to 70-100 h⁻¹ Mpc is sufficient for our purpose. Since we have computed \( \Sigma \), we then compute \( \Delta \Sigma \) via two additional integrals – details can be found in Leauthaud et al. (2011). We have verified that our code yields the same result as an independent derivation using the HALOTOOLS software package (Hearin et al. 2016).

Finally, to account for the contribution of the stellar mass of the galaxy to the lensing signal, we add a point-source term to \( \Delta \Sigma \) assuming a value of log(\( M_\star \)) = 11.4. This corresponds to the mean stellar mass of the CMASS sample as computed from the s82-MGC. In practice, this point source term only has a minor contribution to \( \Delta \Sigma \) at \( r < 100 \) h⁻¹ kpc.

### 4.3 Comparison between Predicted and Measured Lensing Signal

Figure 7 displays our main result which is the comparison between the predictions from CMASS mocks and the measured lensing signal. All the predictions are drawn from mocks which have a volume that is larger than the volume corresponding to our lensing measurement. Hence, we neglect sampling errors on the mock predictions which should be sub-dominant compared to the errors on the measured lensing signal. The clustering measurements used to construct these mocks were derived from a larger area than the lensing (thousands of square degrees compared to a few hundred). Hence, any cross-covariance between the clustering and lensing should be negligible.

The first point to take away from Figure 7 is that all the mocks yield a surprisingly similar prediction for \( \Delta \Sigma \) with differences that are at most at the 20 per cent level (with most models agreeing at the 15 per cent level). This is quite remarkable given significant differences in the methodologies, cosmologies, and \( N \)-body simulations used to construct the mocks. In addition, each mock was tuned to match a different set of observables – some reproduce the projected correlation function while others were tuned to fit the monopole or the quadrupole of the three dimensional redshift-space correlation function. We conclude from Figure 7 that, under standard assumptions about how galaxies populate dark matter halos, the clustering of CMASS makes a robust prediction for the amplitude of the lensing signal.

We now turn our attention to the comparison between the measured and the predicted lensing signal. Figure 7 shows that all the mock catalogs predict a lensing amplitude that is larger by \( \sim 20-40\% \) than our measurement. For example, the \( \chi^2 \) between the measured lensing signal and the prediction from Saito et al. (2016) is \( \chi^2 / d.o.f = 12.9 \) with \( d.o.f = 13 \). The \( \chi^2 \) for the updated Saito et al. (2016) MDPL2 mock is \( \chi^2 / d.o.f = 14.1 \). The \( \chi^2 \) difference with respect to other BOSS mocks have similar values.

Finally, we also investigate the redshift evolution of the CMASS g-g lensing signal. Figure 8 displays the lensing signal for CMASS in three redshift bins compared to predictions from Saito et al. (2016) and Rodríguez-Torres et al. (2015). These results will be discussed in Section 5.3.

### 5 DISCUSSION

Our results demonstrate that standard models of the galaxy-halo connection tailored to reproduce the clustering of CMASS predict a g-g lensing signal that is 20-40% higher than observed. We now discuss possible explanations for this mismatch. Because lensing measurements are non trivial, systematic effects are a concern. However, we argue below that the observed difference is too large to be explained by lensing related systematics effects alone. This leads us to consider other explanations including the impact of a low value of \( \sigma_8 \), sample selection effects and assembly bias, the impact of baryons on the matter distribution, massive neutrinos, and modified gravity effects.
Figure 7. Comparison of the g-g lensing signal with predictions from galaxy-halo models constrained by the clustering of CMASS. The grey shaded region represents models drawn from the 68% confidence region for the Saito et al. (2016) MDR1 model. The “spike” in the predictions in the right hand panel is simply cause by a downward fluctuation of the measured lensing signal at $r \sim 0.2\ h^{-1}\ Mpc$ as can be seen in the left panel. Regardless of the methodology (SHAM or HOD), the adopted cosmology, or the resolution of the N-body simulation, models constrained by the clustering of CMASS predict a lensing amplitude that is larger by $\sim 20-40\%$ than our measurement. This is not caused by different assumptions regarding $h$. The measurement and model predictions both assume a comoving length scale for $R$ and for $\Delta \Sigma$. Our code for computing $\Delta \Sigma$ yields the same result as an independent derivation by one of our co-authors. In Section A6 we show that CS82 lensing gives consistent results compared to SDSS. Finally, our code for computing model predictions yields the same result as the halotools software package (Hearin et al. 2016).

Figure 8. Redshift evolution of the CMASS g-g lensing signal compared to predictions from Saito et al. (2016) and Rodríguez-Torres et al. (2015). The Saito et al. (2016) model matches the lensing signal at low redshifts but then over-predicts the lensing signal at higher redshifts. The Rodríguez-Torres et al. (2015) model over-predicts the lensing signal by $\sim 20-40\%$ at all redshifts.

5.1 Systematic Effects

Could systematic effects explain the low amplitude of the lensing signal? Here we summarize and discuss the dominant effects which could impact our measurement. Further details on the various tests that we have performed can be found in the Appendices.

Our dominant source of systematic uncertainty is associated with the photo-zs of source galaxies. If the photo-zs of source galaxies are biased, this may lead to a bias when evaluating the geometric factor $\Sigma_{\text{crit}}$ (Equation 3). How much would the photo-zs have to be wrong in order to explain Figure 7? It is difficult to give a succinct answer to this question because $\Sigma_{\text{crit}}$ responds non linearly to $z_s$. However, to give an idea: when $z_L = 0.55$ a 30% effect on $\Delta \Sigma$ requires a...
source at $z_{S} = 1$ to have a photo-z bias of $\Delta z = 0.16$. Figure 1 which compares the photo-zs of source galaxies from CS82 with known spectroscopic redshifts, shows no evidence for a bias this large. Furthermore, Choi et al. (2015) recently performed an analysis of the accuracy of the CFHTLenS photo-zs and found at most at bias of 0.049 in the photometric redshift bin spanning 0.57 < $z_{R}$ < 0.7 (in our case, most of our sources are removed from this range by our lens-source cuts). Finally, using a representative spectroscopic sample, we show in Appendix A2 that the impact of photo-z errors on $\Delta \Sigma$ are at the 3% level (this estimate includes the dilution of $\Delta \Sigma$ by source galaxies with $z_{\text{phot}} > z_{L}$ but which are actually at redshifts below $z_{L}$). We conclude that photo-z bias alone is unlikely to explain Figure 7.

It is common practice to apply a boost correction factor (see Appendix A2) to g-s lensing measurements to account for a dilution of the signal by physically associated sources. We have not applied this correction factor to our measurements for reasons that are outlined in Appendix A1. In short, we argue that a variety of effects (masking, de-blending, and failed photometry measurements in crowded regions) renders the computation of boost correction factors uncertain. Instead, we adopt a more empirical approach and show that our lensing signal is robust to lens-source separation cuts (see Appendix A2). This test is based on the following argument: if the lensing signal is subject to a large dilution factor, then we expect the amplitude of the signal to increase for more conservative source selections. The fact that our lensing signal is invariant for a range of lens-source separation cuts suggest that dilution caused by physically associated galaxies is not a large concern.

Another effect that we consider is that the weight function for CFHTLenS is different between lensing and clustering measurements. Indeed, our predictions assume that lensing gives an equal weight to all halos, but there are a variety of reasons (outlined in Appendix A5) why this may not be true. However, in Appendix A5 we show that the lensing signal is invariant even after removing the lensing specific weight function.

Finally, we consider the possibility of an unknown and unaccounted for bias in shear measurements from lensfit. This question is of particular importance because other surveys which use lensfit such as CFHTLenS and the Kilo-Degree Survey (KIDS, Kuijken et al. 2015) report lower amplitudes for cosmic shear measurements (e.g., Heymans et al. 2013; Hildebrandt et al. 2016) than predicted from Planck temperature fluctuations (Planck Collaboration 2015). Tests with image simulations suggest that the multiplicative bias for lensfit is controlled to within a few percent (Fenech Conti et al. 2016), but there is always the concern that shear calibration simulations may not be realistic enough. To address this concern, we measure the g-s lensing signal for a sample of massive low-redshift clusters from the redMaPPer cluster catalog (v5.10, Rykoff et al. 2014; Rozo & Rykoff 2014) and compare with a fully independent measurement using the SDSS catalog of Reyes et al. (2012). The shear calibration method for lensfit and for the Reyes et al. (2012) measurements are quite different: one uses simulations with galaxies described by simple sersic profiles, while the other is based on simulations with realistic galaxy morphologies drawn from Hubble Space Telescope (HST) imaging. Appendix A6 shows that the mean inverse-variance weighted offset between CS82 and SDSS is consistent with zero. Furthermore, Simet et al. (2016) have shown that lensing measurements from Reyes et al. (2012) agree with yet another fully independent shear catalog referred to in their paper as the “ESS” catalogue (e.g., Melchior et al. 2014; Clampitt & Jain 2015). The fact that three independent lensing measurements, with different shear calibration methods, yield the same results for $\Delta \Sigma$ suggest that a large bias in lensfit shear measurements is an unlikely possibility.

In conclusion, while lensing is a difficult measurement to make, we conservatively estimate that the fractional systematic error on $\Delta \Sigma$ is less than 5-10%. The differences reported in Figure 7 are thus too large to be explained by systematic effects alone.

5.2 Cosmology

The predictions in Figure 7 are generated from N-body simulations with both WMAP and Planck-like cosmologies with $\Omega_m$ values that span the range 0.27 to 0.31. However, as can be seen from Table 2, the simulations used in our comparison only span the range $\sigma_8 = 0.82$ to $\sigma_8 = 0.829$. We now investigate how different $\sigma_8$ and $\Omega_m$ would have to be in order to explain the the lensing signal.

So far, we have only considered model predictions derived directly from N-body simulations. There are two reasons for this. First, direct mock population provides a more robust theoretical prediction for our observables because, as opposed to analytic HOD type methods, there is no need to rely on analytical fitting functions for scale-dependent halo bias and halo exclusion. Second, as exemplified by Saito et al. (2016) and Rodríguez-Torres et al. (2015), the idiosyncrasies of the CMASS sample (e.g., redshift-dependent selection effects which lead to a redshift dependent number density) can be directly folded into the modeling framework. The obvious downside of this approach, however, is that without resorting to sophisticated re-scaling (e.g., Angulo & Hilbert 2015) or emulator type techniques (e.g., Kwan et al. 2015), it is difficult to explore the cosmological dependencies of our observables. For this reason, we now adopt an analytic HOD model to investigate the cosmological implications of these lensing measurements.

Because of sample selection effects, we do not expect a single redshift independent HOD to capture the properties of CMASS (see Figure 10 in Saito et al. 2016). However, our goal here is not to provide precision cosmological constraints, but simply to gain an intuition for the impact of cosmological parameters on $\Delta \Sigma$, and for this, a simple redshift independent HOD is sufficient. We use the analytical HOD modeling framework developed in van den Bosch et al. (2013) to perform a joint fit to $\Delta \Sigma$ and $w_{p}^{\text{CMASS}}$ (see More et al. 2013, Cacciato et al. 2013, and More et al. 2015 for an application of this method to SDSS data). This analytical framework accounts for the radial dependence of halo bias, halo exclusion, residual redshift space distortions in $w_{p}^{\text{CMASS}}$, and the cosmological dependence of the measurements (More 2013). For modeling the CMASS sample, we use a simple 5 parameter description of the analytical halo occupation distribution following Zheng et al. (2007), and a nuisance parameter (see eq. 67 in van den Bosch et al. 2013) that marginalizes over the un-
certainty in the model predictions near the one to two-halo transition regime. We assume that the matter density within halos is described by a NFW profile with the concentration-mass relation of Macciò et al. (2008). We also assume that the number of satellite galaxies within halos of a given mass follows a Poisson distribution. Centrals are assumed to sit at the center of dark matter halos while the number density distribution within the halo follows the dark matter density.

Figure 9 shows the contours on $\sigma_8$ and $\Omega_m$ from our joint HOD fit compared to constraints from Planck Collaboration (2015)\(^\text{16}\). Lensing plus clustering constrains the parameter combination $S_8 = \sigma_8 \sqrt{\Omega_m} / 0.3$. A 2-3\(\sigma\) change in $S_8$ compared to Planck 2015 is required in order to match the lensing amplitude just via changes in cosmological parameters. When combined with external data such as BOSS BAO, and within the context of ΛCDM, WMAP 9 yields similar values for $S_8$ as Planck 2015. Hence, this may indicate a more general tension between g-g lensing and the CMB. However, our measurements are dominated by highly non-linear scales, where other effects may also come into play (these will be discussed shortly), and so Figure 9 should not be construed as direct evidence for a low value of $\sigma_8$. Nonetheless, Figure 9 does become more interesting when considered in the context of other independent constraints on the amplitude of low-redshift structure, both from lensing and from cluster abundances (e.g., Heymans et al. 2013; Planck Collaboration et al. 2015; Hildebrandt et al. 2016; Joudaki et al. 2016; Giannantonio et al. 2016), that yield lower $\sigma_8$ values compared to Planck 2015 (but also see Jee et al. 2013 and The Dark Energy Survey Collaboration et al. 2015 for cosmic shear results consistent with Planck 2015).

We comment on the fact at the cosmological constraints from More et al. (2015) show considerable overlap with the Planck constraints given the clustering and lensing signal of a subsample of CMASS. However, they have used a more flexible HOD, which includes a parametric form to model incompleteness, mis-centering of galaxies (or missing central galaxies with the CMASS selection criteria), and differences in galaxy and dark matter concentrations. Although such effects cannot be ruled out, this more flexible HOD leads to inflated inferred errors on cosmological constraints and thus may be hiding the discrepancy. We argue that characterizing and including sample selection effects into the modeling framework (e.g., Saito et al. 2016; Rodríguez-Torres et al. 2015) is a more robust approach.

To summarize: lowering the value of $S_8$ by 2-3\(\sigma\) compared to Planck 2015 reconciles the lensing with clustering. However, as argued in the following sections, at this level of precision, there are other effects that also come into play that need to be taken into consideration and disentangling these effects is a non trivial challenge.

\(\text{16}\) Specifically, we use Planck constraints that use both temperature and polarization data (Planck chain “plikHM_TTTEEE_lowTEB”) as well as lensing of the CMB (Planck chain “plikHM_TTTEEE_lowTEB_lensing”).

\(\text{17}\) The redshift range of CMASS only corresponds to a time span of 2 Gyr and we do not expect much intrinsic evolution in the global connection between galaxy mass and halo mass over such a short timeframe.

\(\text{18}\) The clustering of CMASS is also constant with redshift. See Figure A1 in Reid et al. (2014) and Figure 12 in Saito et al. (2016).
the luminosity estimates from the s82mgc have a redshift dependent bias because they do not fully capture light at the outskirts of galaxies. This type of bias could depend on galaxy type. New deep surveys such as HSC will yield better estimates for the total luminosities of massive galaxies and will shed light on this question (Huang et al in prep).

Another important point is that although some of the mocks discussed so far account for the stellar-mass completeness of the sample, none account for color completeness in addition to mass completeness. The color-cuts that define CMASS exclude galaxies at low redshift with recent star formation. At higher redshifts (z > 0.6), the sample is mainly flux-limited and includes a larger range of galaxy colors at fixed magnitude (see Figure 5 in Leauthaud et al. 2016). A range of studies suggest that at fixed stellar mass, galaxies with different levels of star formation live in halos of different mass. At low redshift, studies find that at fixed stellar mass, blue central galaxies live in lower mass halos (e.g., Mandelbaum et al. 2016, and references therein). At higher redshift, there are suggestions that this trend may reverse (Tinker et al. 2013). A possible explanation of Figure 10 is that the inclusion of more blue galaxies in the CMASS sample at higher redshifts leads to a coincidental compensation that keeps the amplitude of the lensing fixed. However, although this may explain the lack of evolution in the lensing – this does not immediately explain why the predicted lensing signal is lower than observed unless galaxies occupy halos in a way that leads to an unusual\(^\text{19}\) relation between the mass of their dark matter halos and their large scale clustering properties. For example, assembly bias may be at play and is discussed in the next section.

5.4 Assembly Bias Effects

The model predictions shown in Figure 7 use standard galaxy-halo modeling based on either HOD or SHAM type methodologies. The fact that the amplitude of the lensing does not match the predictions from these models may reflect an inherent failure of such models. In particular, as highlighted by Zentner et al. (2014), one aspect that has recently come to the forefront is that these models\(^\text{20}\) neglect assembly bias: the fact that in addition to halo mass, the strength of halo clustering depends on other properties such as halo age, spin, and concentration (Gao et al. 2005; Wechsler et al. 2006; Gao & White 2007; Zentner 2007; Dalal et al. 2008; Lacerna & Padilla 2011). Whereas assembly bias is manifest in dark matter simulations, we do not know if it is also manifest in the clustering of galaxies. Recent observational evidence suggests the possibility of assembly bias in galaxy and cluster samples (Lehmann et al. 2015; More et al. 2016; Miyatake et al. 2016; Zentner et al. 2016), but these detections are not without challenges (Paranjape et al. 2015; Lin et al. 2016).

If galaxy formation processes are sensitive to halo parameters besides halo mass, for example, if the ages of galaxies correlate with the ages of their dark matter halos, then assembly bias effects will be more pronounced for color selected samples such as CMASS. The clustering of CMASS tightly constrains the large-scales bias of the sample. However, the lensing signal that we measure is limited to r < 10 h\(^{-1}\) Mpc and is primarily sensitive to the one-halo term and the mean halo mass of the sample. Hence, the difference that we observe may suggest a tension between the halo mass and the large-scale bias of this sample – the smoking gun for assembly bias. This interpretation would mean that CMASS host halos are not a representative sample of all dark matter halos at the same mass, and since the bias of halos depends on other properties apart from their mass, they thus show a different clustering amplitude than such a representative sample.

In Saito et al. (2016) we present the first analysis of the effects of assembly bias on the clustering properties of CMASS. However, our analysis assumed a simplified model for the color completeness of CMASS. To build on Saito et al. (2016), the next step would be to characterize the color-completeness of CMASS and to explore the impact of assembly bias using, for example, conditional subhalo abundance matching techniques (e.g., Hearin et al. 2014). This type of in-depth analysis is beyond the scope of this paper. Instead, we present a simple first-order computation to determine if assembly bias is a plausible explanation for the observed offset. We fit a simple four parameter HOD to \(w_p^{\text{CMASS}}\) (details are given in Appendix A7 and show the results in Figure 11). The predicted lensing signal can be decomposed into three components: the one-halo central term (\(\Delta \Sigma_{1c}\)), the one halo satellite term (\(\Delta \Sigma_{1s}\)), and the two-halo term (\(\Delta \Sigma_{2}\)). Figure 11 shows that the amplitude

\(^{19}\)Unusual here means unlike the range of models considered in Figure 7.

\(^{20}\)Standard HOD models have no assembly bias, whereas SHAM models based on \(V_{\text{peak}}\) do have some levels of assembly bias (Zentner et al. 2014).
of the lensing signal is well matched if the one-halo central term is decreased by 25 per cent while keeping the two halo term fixed\(^\text{21}\). In this regime, \(M_{\text{halo}} \propto (\Delta \Sigma_{\text{thalo}})^{3/2}\) so this corresponds to a \(\sim 35\) per cent decrease in halo mass. The halo masses of CMASS galaxies are firmly above collapse mass at \(z = 0.55\) (Saito et al. 2016) where the effects of assembly bias are complex\(^\text{22}\) and not yet necessarily well characterized. With this caveat in mind, assembly bias can plausibly explain a \(\sim 35\) per cent decrease in halo mass at fixed bias (see Figure 4 in Li et al. 2008 for example). Lensing measurements on larger radial scales will be extremely valuable for testing this hypothesis.

If assembly bias is at play, this could have implications for growth of structure constraints from redshift-space distortions (RSD, Alam et al. 2016a, and references therein). Unlike BAO measurements, RSD methods push into the semi-non linear regime and need to be validated against using mock catalogs. Current tests suggest that RSD methods are robust to the details of galaxy formation (see Section 7.2 in Alam et al. 2016a), but the full range of galaxy formation models has yet to be tested, and hence the theoretical systematic associated with the complexities of galaxy bias is unknown. Assembly bias and the details of the galaxy-halo connection may become an important systematic effect for RSD constraints from upcoming surveys such as DESI (Levi et al. 2013). Lensing measurements such as presented in this paper will play an important role in characterizing these effects.

### 5.5 Baryon Effects

The BOSS CMASS mock catalogs used for computing the model predictions are based on gravity-only N-body simulations, which do not account for possible effects of baryon physics processes on the matter distribution. However, baryon physics processes can affect the matter profiles of halos and also influence the properties of subhalos (e.g., van Daalen et al. 2014; Velliscig et al. 2014; Chaves-Montero et al. 2016).

We use the Illustris simulations (Vogelsberger et al. 2014a,b; Genel et al. 2014; Sijacki et al. 2015; Nelson et al. 2015) to estimate the impact of baryonic effects for CMASS-like samples. We compare results from snapshots at redshift \(z = 0.5\) of the full-physics Illustris-1 simulation and of the corresponding gravity-only Illustris-1-Dark simulation with matched initial conditions. The Illustris simulation corresponds to a comoving volume of \((75 \, h^{-1} \, \text{Mpc})^3\) which means that there will be considerable sample variance uncertainties associated with galaxy selections at these number densities. Our goal here, however, is not to compare directly with the BOSS measurements, but simply to estimate relative differences between the full-physics and gravity-only runs.

We rank order subhalos in both simulations according to their maximum circular velocity, \(V_{\text{max}}\), and apply a sharp lower limit on \(V_{\text{max}}\) to select samples with number densities of \(\pi = 4 \times 10^{-4}(h^{-1}\text{Mpc})^{-3}\). The resulting lower limit is \(V_{\text{max}} = 351 \, \text{km s}^{-1}\) for the gravity-only run, and \(V_{\text{max}} = 367 \, \text{km s}^{-1}\) for the full-physics run. This selection results in 170 galaxies\(^\text{23}\). In addition to this sample which includes all sub-halos, we also perform a number density selection which includes only matched parent halos. \(\Delta \Sigma\) is computed for all samples using each of the three principal box axes as a viewing direction using Fast Fourier Transform methods (Hilbert et al. 2011, 2016). Finally, \(\Delta \Sigma\) is also computed from the gravity-only run with an added contribution from the stellar component computed from the full-physics run. The resulting weak lensing profiles are shown in Figure 12.

The upper panel in Figure 12 show the impact of baryons on \(\Delta \Sigma\) for matched parent halos with \(\pi = 4 \times 10^{-4}(h^{-1}\text{Mpc})^{-3}\). For small separations \((R < 0.1 \, h^{-1}\text{Mpc})\), \(\Delta \Sigma\) is larger in the full-physics simulation than in the gravity-only simulation. This is mainly due to the contribution from stars, which are missing in the gravity-only run. On intermediate scales, \(\Delta \Sigma\) is larger in the gravity-only run than in the full-physics run by up to 20%. This is due to feedback processes in the full-physics simulation that drive matter out of the inner parts of halos. These feedback processes also lower the baryon-fraction in the halos and decrease the matter power spectra on these scales (Vogelsberger et al. 2014a). However, \(\Delta \Sigma\) converges on larger scales \((R > 4 \, h^{-1}\text{Mpc})\), indicating that the impact of baryons for central halos is primarily limited to the one-halo regime.

The lower panels in Figure 12 show \(\Delta \Sigma\) for a fixed number density selection including all subhalos. The main difference with respect to the matched-parent sample is now that on large scales \(\Delta \Sigma\) is higher in the full-physics run than in the gravity-only run. This is because the full-physics run has a larger satellite fraction \((f_{\text{sat}} = 22\%\) compared to 11% in the gravity-only run), and these satellites live in massive host halos. The larger fraction of satellites (and subhalos with large \(V_{\text{max}}\)) is probably because satellites are more resistant to tidal stripping and are able to survive longer in the full-physics run\(^\text{24}\). This factor of two difference in the satellite fraction between the full-physics run and the gravity-only run is particularly interesting because \(w_p^{\text{CMASS}}\) is very sensitive to this quantity. For example, the error on the CMASS satellite fraction from Reid et al. (2014) is less than one percent\(^\text{25}\). If these constraints are robust, they could be very informative for feedback models. However, given the tensions with respect to the lensing, it is not clear

\(^{21}\) This exercise is simplistic because it does not necessarily preserve the CMASS clustering or abundance.

\(^{22}\) The magnitude and sign of assembly bias effects above collapse mass depends sensitively on the definition of halo age (e.g., Li et al. 2008).

\(^{23}\) With only 170 subhalos with \(V_{\text{max}} = 351 \, \text{km s}^{-1}\), the Illustris simulation is not large enough to compute the clustering signal for galaxies at these low number densities. Our tests are therefore based on a simple number density selection without also matching the clustering.

\(^{24}\) Determining the subhalo fraction is a difficult task because simulations which lack resolution may result in artificial subhalo disruption. We raise this as a caveat to the numbers presented here, but have not explored these aspects further.

\(^{25}\) Our Illustris tests are performed using a simple fixed number density cut and are hence only a very loose approximation of the CMASS sample. Without a more careful attempt to match the stellar mass distribution of CMASS, the Reid et al. (2014) constraint on \(f_{\text{sat}} (10.16\pm0.69\%)\) should not be directly compared with the values quoted for our Illustris sample.
if these HOD constraints on the CMASS satellite fraction are indeed robust. What is clear, however, is that a factor of two difference in the satellite fraction will have a large impact on CMASS abundance matching models which are currently based on gravity-only $N$-body simulations. Analytic HOD models may be able to marginalize over baryonic effects by allowing the concentration of the satellite distribution and the concentration of the parent dark matter halo to vary as free parameters (e.g., van den Bosch et al. 2013; Reddick et al. 2014). But current implementations of SHAM, and HOD models based on direct $N$-body mock population, do not have this flexibility.

The tests presented here suggest that baryonic effects can induce a 10-30% difference in $\Delta \Sigma$ (with a characteristic scale-dependence) and a factor of two difference in the satellite fraction for galaxy samples with $\Pi = 4 \times 10^{-4} \, (h^{-1} \text{Mpc})^{-3}$. This level of difference is no longer negligible given the statistical errors on our measurements. Without further analysis, it is difficult to say exactly how these effects would play out in an HOD or SHAM analysis of the clustering of BOSS galaxies, and whether or not the differences go in the same direction as our lensing measurements. However, it is clear that these effects warrant further investigation.

5.6 Effect of Massive Neutrinos

The total sum of neutrino masses is tightly constrained by cosmological observations to $\sum m_\nu < 0.1\text{-}0.5eV$ (e.g., Alam et al. 2016a; Beutler et al. 2014; Palanque-Delabrouille et al. 2015; Saito et al. 2011; Zhao et al. 2013). Finite-mass neutrinos have large velocity dispersion and suppress the growth of large-scale structure below the neutrino free-streaming scale (e.g., Lesgourgues & Pastor 2006; Saito et al. 2008, 2009) and could therefore impact the amplitude of the $g$-$g$ lensing signal. Here we make a simple attempt to quantify the impact of neutrino masses on the $g$-$g$ lensing signal (see also Mandelbaum et al. 2013 and More et al. 2013). We run three $N$-body simulations using the particle-based method of Villaescusa-Navarro et al. (2014) with initial conditions generated following Zennaro et al. (2016). The three simulations share the same initial seeds and have the same value for the total matter density ($\Omega_m = \Omega_{CDM} + \Omega_b + \Omega_\nu = 0.3175$) but have different neutrino masses (0eV, 0.15eV and 0.3eV). Our $N$-body simulations are created using GADGET-3 (Springel et al. 2005) with parameters $L_{\text{box}} = 300 \text{Mpc}/h$, $N_{\text{CDM}} = 512^3$, and $N_\nu = 512^3$ (for the non-zero neutrino mass simulations). Subhalos are identified using the SUBFIND algorithm (Springel et al. 2001; Dolag et al. 2009) and a CMASS-like sample is selected via a simple constant number density cut with $\Pi = 3 \times 10^{-4} \, (h/ \text{Mpc})^{-3}$ after rank-ordering subhalos by $V_{\text{max}}$.

Figure 13 shows the impact of massive neutrinos on $\Delta \Sigma$. A larger neutrino mass results in a lower amplitude for $\Delta \Sigma$, but only affects the signal at the $\sim 10\%$ level even with 0.3eV. This suppression is expected because massive neutrinos alter the halo mass function and globally reduce halo masses (Castorina et al. 2014; 2015; Ichiki & Takada 2012). Indeed, the mean halo masses for the three samples are $\log_{10} M_{\text{vir}} = 13.60, 13.55,$ and $13.51$ for the 0eV, 0.15eV, and 0.3eV simulations respectively. Finally, we also find that the satellite fractions and the galaxy-galaxy correlation function are very similar among the three simulations. This is also expected because neutrinos only have a small
The impact on physics in the 1-halo regime and the difference in the 1-halo regime is mainly driven by differences in \( \sigma_8 \) (Fontanot et al. 2015).

We conclude from Figure 13 that the effect of massive neutrinos goes in the right direction to explain the low amplitude of our lensing signal. However, the impact of massive neutrinos on \( \Delta \Sigma \) is at the \( \sim 10\% \) level at most, and so massive neutrinos alone are unlikely to be the full story.

### 5.7 Modified Gravity Effects

Observations of redshift-space distortions provide an exciting opportunity to constrain models of modified gravity (Zhang et al. 2007; Reyes et al. 2010; Samushia et al. 2013). In particular, one promising method is to examine the velocity structure around massive clusters with halo masses determined via weak lensing (Schmidt 2010; Lombriser et al. 2012; Lam et al. 2012; Zu et al. 2014). If general relativity (GR) is valid, then the phase-space around clusters is uniquely determined by the mass of the clusters that source these velocities (but see Hearin 2015 for caveats due to assembly bias effects). Although the CMASS sample is more complex than a simple cluster selection (which means that this test can only be carried out in tandem with the modeling of the CMASS-halo connection), differences between the lensing and predictions from models trained on the two-dimensional redshift-space correlation function (Reid et al. 2014; Rodríguez-Torres et al. 2015) could be a signature of modified gravity. However, it is not immediately clear if deviations from GR would result in an increase or a decrease of the lensing amplitude.

To investigate this question, we use a suite of four \( z = 0.57 \) CMASS mock catalogs from Barreira et al. (2016). One of these mocks is a \( \Lambda \)CDM control sample. The three other mocks are built from simulations (with \( L_{\text{box}} = 600 h^{-1} \text{Mpc} \) and \( N_p = 1024^3 \)) of structure growth for the normal branch of the Dvali-Gabadadze-Porrati gravity model (DGP, Dvali et al. 2000) which were created using the ECOSMOG N-body code (Li et al. 2012, 2013). The three DGP gravity mocks simulate strong, medium and weak departures from GR and will be referred to respectively as “DGPs”, “DGPm”, and “DGPw”. The expansion rate in these simulations matches the \( \Lambda \)CDM control simulation which means that any differences compared to \( \Lambda \)CDM are induced by modifications to the gravitational force law (Schmidt 2009). CMASS mocks were created using an HOD model with pa-
Figure 13. Ratio of $\Delta \Sigma$ from simulations with massive neutrinos to $\Delta \Sigma$ from simulations with massless neutrinos. The blue corresponds to $\sum m_\nu = 0.15eV$ and the red line corresponds to $\sum m_\nu = 0.3eV$. The impact of massive neutrinos leads a fairly scale independent decrease of $\Delta \Sigma$ over the scales of interest that could partially alleviate the tension reported in this paper.

Figure 14. Ratio of $\Delta \Sigma$ from DGP gravity simulations and $\Delta \Sigma$ from $\Lambda$CDM. The three curves show the result for varying strength of the modified gravity effects, with DGP, DGPm and DGPw corresponding to strong, medium and weak departures from GR, respectively. When the galaxy clustering strength is held fixed, departures from GR leave a scale-dependent signature in $\Delta \Sigma$.

rameters tuned to roughly match the CMASS number density and the large-scale amplitude of the CMASS power spectrum monopole. While these mocks were not designed to reproduce the clustering of CMASS as accurately as those used in Figure 7, they are still useful to understand the relative effects on $\Delta \Sigma$ for DGP-like models. Figure 14 shows the lensing signals of the DGP and $\Lambda$CDM CMASS mock samples. We find that DGP gravity leaves a scale-dependent signature in $\Delta \Sigma$ with a transition region located at $r \sim 1$ $h^{-1}$ Mpc. There are at least two relevant effects responsible for the difference between the DGP results and $\Lambda$CDM which are now discussed.

The first effect is due to the existence of a positive additional “fifth” force in the DGP simulation which is common feature in many modified gravity models (e.g., Joyce et al. 2016). At fixed halo mass, the fifth force favors the pileup and clustering of matter close to the accretion region of dark matter halos ($r > 1$ $h^{-1}$ Mpc) which leads to a boost in the amplitude of the lensing signal. On smaller scales ($r < 1$ $h^{-1}$ Mpc), the effects of the fifth force on matter clustering tend to become less pronounced because of the efficient Vainshtein$^{27}$ suppression.

The second effect is that the distribution of halo masses differs between the DGP and the $\Lambda$CDM mock. Figure 3 of Barreira et al. (2016) shows that mock CMASS galaxies live in lower mass halos with increasing fifth force strength. These differences in the HOD models arise to preserve the galaxy number density and large-scale amplitude of the power spectrum monopole given modified halo abundances, halo bias and linear matter power spectrum. Because the DGP mocks contain more low mass halos, the amplitude of the lensing signal is suppressed relative to $\Lambda$CDM.

Overall, Figure 14 shows that these two competing effects result in a difference to $\Delta \Sigma$ that is scale dependent, reflecting the regimes where each of these two effects dominate. Of the three DGP cases shown, the DGP and DGPm ones are those which have the largest impact on $\Delta \Sigma$. However, these two particular models are already severely disfavored by current growth rate measurements Barreira et al. (2016). The DGPw case has a goodness-of-fit to the growth rate data that is comparable to $\Lambda$CDM, but its impact on $\Delta \Sigma$ does not exceed 5%, thereby falling short of the 30% mismatch displayed in Figure 7. Furthermore, the DGP gravity models that we have explored predict a scale dependence in the lensing amplitude, which is inconsistent with our observations which suggest a fairly scale-independent offset. These tests suggest that the mismatch between the $\Lambda$CDM mocks and data in Figure 7 is unlikely to be solely explained by DGP-like modifications to gravity, or other theories with similar phenomenology.

6 SUMMARY AND CONCLUSIONS

We report high signal-to-noise g-g lensing measurements ($S/N = 30$) for the BOSS CMASS sample of massive galaxies at $z \sim 0.55$ using 250 square degrees of weak lensing data from the CFHTLenS and CSS2 surveys. We compare the amplitude of this signal with predictions from mock catalogs trained to match a variety of observables including the galaxy stellar mass function, the projected correlation function, and the two-dimensional redshift space clustering of CMASS. All models yield surprisingly similar prediction
for the lensing observable $\Delta \Sigma$ with differences that are at the 20 percent level at most (with most models agreeing at the 15 per cent level). This is quite remarkable given significant differences in the methodologies (including both HOD and SHAM), cosmologies, and $N$-body simulations that were used to construct the models. We conclude that given standard assumptions about how galaxies populate dark matter halos, the clustering of CMASS makes a robust prediction for the amplitude of the lensing signal.

Figure 7 corresponds to our main result which is the comparison between model predictions and the lensing measurement. This comparison reveals that the amplitude of the CMASS g-g lensing signal is 20-40% lower than predicted from standard models of the galaxy-halo connection constrained by the clustering of CMASS. We present a detailed investigation of a range of systematic effects associated with lensing measurements, including the effects of photo-$z$ errors, boost factors, and the effects of the lensing weight function. Our measurement is robust to all of these effects. Furthermore, our CS82 lensing catalog yields the same values for $\Delta \Sigma$ as an independent lensing measurements from SDSS. Our tests (the details of which are mostly given in the appendices) show that the differences reported in Figure 7 are too large to be explained by systematic effects alone and that the mismatch is a genuine effect.

This leads us to consider other explanations for the low lensing amplitude. The combination of g-g lensing and clustering is sensitive to $S_8 = \sigma_8 \sqrt{\Omega_m}/0.3$. We use an analytic HOD formalism to perform a joint fit to $\Delta \Sigma$ and to $\omega_{CMASS}^\Delta$ where $\sigma_8$ and $\Omega_m$ are left as free parameters. Figure 9 shows that lowering the value of $S_8$ by 2-3$\sigma$ compared to Planck 2015 reconciles the lensing with clustering. Because our measurements are dominated by non-linear scales where the details of the galaxy-halo connection matter, these results alone should not be construed as evidence for a low value of $S_8$. However, the cosmological interpretation of these results does become more interesting when considered in the context of multiple constraints on the amplitude of low-redshift structure, both from lensing and from cluster abundances (e.g., Heymans et al. 2013; Planck Collaboration et al. 2015; Hildebrandt et al. 2016; Joudaki et al. 2016), that yield lower amplitudes compared to the Planck 2015 $\Lambda$CDM predictions (but also see Jee et al. 2013, The Dark Energy Survey Collaboration et al. 2015, and Kitching et al. 2016).

The model predictions shown in Figure 7 use standard galaxy-halo modeling based on either HOD or SHAM type methodologies. The fact that the amplitude of the lensing does not match the predictions from these models may reflect an inherent failure of such models. If the ages of galaxies correlate with the ages of their dark matter halos, then assembly bias effects may be present in color selected samples such as CMASS. The clustering of CMASS tightly constrains the large-scales bias of the sample whereas the lensing is sensitive to the mean halo mass. The difference that we observe may suggest a tension between the halo mass and the large-scale bias of this sample – the smoking gun for assembly bias. If assembly bias is at play, it could be a systematic effect for RSD constraints from upcoming surveys such as DESI (Levi et al. 2013). Lensing measurements such as presented in this paper can play an important role in understanding theoretical systematic uncertainties associated with the complexities of galaxy bias.

Another effect that may be non-negligible given the precision of our measurements is the impact of baryon physics processes on the matter distribution. We use the Illustris simulations to present a first estimate of the magnitude of baryonic effects on the weak lensing profiles of subhalo-abundance matched galaxies at BOSS CMASS-like number densities and redshifts. We find that baryonic effects can induce a 10-30% difference in $\Delta \Sigma$ (with a characteristic scale-dependence) and a factor of two difference in the satellite fraction for CMASS-like galaxy samples. This level of difference is no longer negligible given the statistical errors on our measurements. Without further analysis, it is difficult to say exactly how these effects would play out in an HOD or SHAM analysis of the clustering of BOSS galaxies, and whether or not the differences go in the same direction as our lensing measurements.

We also consider the impact of finite mass neutrinos on $\Delta \Sigma$. We run three $N$-body simulations with the same value for the total matter density but with different neutrino masses (0eV, 0.15eV and 0.3eV). We show that the effect of massive neutrinos goes in the right direction to explain the low amplitude of our lensing signal. However, the impact of massive neutrinos on $\Delta \Sigma$ is at the ~10% level at most, and so massive neutrinos alone are unlikely to be the full story.

Finally, we investigate the impact of modified gravity on $\Delta \Sigma$ and show that the existence of a positive additional “fifth” force common to many modified gravity models leaves a scale dependent signature in the lensing signal. The amplitude of this effect, combined with the fact that our reported difference is fairly scale independent, leads us to conclude that modified gravity effects are unlikely to explain the difference reported in this paper.

The mismatch that we report could be due to one, or a combination of the effects described above. Disentangling cosmological effects from the details of the galaxy-halo connection, the effects of baryons, and finite mass neutrinos, is the next challenge facing joint lensing and clustering analyses. This is especially true in the context of large galaxy samples from Baryon Acoustic Oscillation surveys with precise measurements but complex selection functions.
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APPENDIX A: CROSS-CHECKS AND WEAK LENSING SYSTEMATIC TESTS

A1 On the Computation of a Boost Correction Factor to account for Physically Associated Galaxies

As described in Section 2.2.4, we use photo-z cuts to select background source galaxies ($z_S > z_L$). However, because photo-z estimates are far from perfect, our “background” sample may contain a number of galaxies are either actually in the foreground ($z_S < z_L$), or which are physically associated with the lens sample ($z_S = z_L$). Because foreground and physically associated galaxies are unlensed, the inclusion of these galaxies will cause $\Delta \Sigma$ to be underestimated ("dilution" effect). The exact magnitude of this effect will depend on the quality of the photo-zs, as well as the details of the lens-source separation cuts.

A boost correction factor is sometimes applied in order to account for the dilution of the signal by physically associated sources (e.g., Kneib et al. 2003; Sheldon et al. 2004; Hirata et al. 2004; Mandelbaum et al. 2006b). This correction factor is usually computed by comparing the weighted number density of source galaxies for the lens sample to the weighted number density of source galaxies around random points:

$$C(r) = \frac{N_{\text{rand}}}{N_{\text{lens}}} \frac{\sum_{\text{lens}} w_{\text{lens}}}{\sum_{\text{rand}} w_{\text{rand}}}$$  \hspace{1cm} (A1)

However, a key assumption underlying this procedure is that physically associated galaxies are the dominant contribution to $C(r)$. In practice, other effects may also modify the number density of source galaxies as a function of lens-centric distance such as magnification bias (Mandelbaum et al. 2006b), obscuraction effects (Melchior et al. 2015; Applegate et al. 2014; Simet & Mandelbaum 2015), and local galaxy dependent quality cuts (Melchior et al. 2015; Applegate et al. 2014). The later is particularly pernicious for the CFHTLenS and CS82 catalogs due to conservative deblending settings used by the lensfit shape measurement algorithm. Another effect which has been less discussed, is the availability of a photometric redshift. Indeed, in addition to shape measurements, photometry measurements may also be more likely to fail in high density regions which would impact the radial density profile of galaxies with reliable photo-zs. If these effects are not taken into account, boost-factors will be mis-estimated.

To illustrate the impact of lensing and photo-z quality cuts on the radial source density profile, we compute the number of source galaxies in the CS82 catalog as a function of lens-centric distance after applying each of the following cuts in order:

(i) Remove objects classified as stars by lensfit (fitclass = 1) as well as objects in masked regions.

(ii) Remove blended objects (fitclass = -2).

(iii) Apply a fitclass= 0 cut. This cut removes objects which have a bad fit, or for which the chi-squared exceeds a critical value.

(iv) Select galaxies with a non zero lensing weight ($w > 0$).

(v) Select galaxies with $z_{\text{phot}} > 0$ and odds > 0.5.
Figure A1 displays the results of this exercise and demonstrates that lensing and photo-z quality cuts have a non trivial impact on the radial density profile of source galaxies out to scales of at least 1 \( h^{-1} \) Mpc. At first glance, it may tempting to think that Figure A1 provides a straightforward characterization of the impact of each of these cuts. However, it is important to remember that each cut removes a set of legitimate background galaxies, but also modifies the number of physically associated pairs (there is no reason this number should remain constant after each cut) – and disentangling these two effects is non trivial. The best approach so far to this problem has been to characterize the combined effects of obscuration and of the lensing quality cuts by computing the recovery rate of fake galaxies inserted into real images (Melchior et al. 2015). However, in addition to these effects, photo-z quality cuts may also have a non trivial local galaxy dependence. This effect has been less discussed so far but warrants further attention.

Given these difficulties, we do not apply boost correction factors in this paper. Instead, we adopt a more empirical approach and check that our lensing signal is robust to various lens-source separation cuts. Indeed, if our signal is affected by a dilution effect, then we should find that the amplitude of the lensing signal on small scales increases as we implement more conservative lens-source separation cuts. In the following section, we demonstrate that we do not observe this effect – suggesting that our lens-source separation cuts are stringent enough that our lensing signals do not suffer from a dilution caused by physically associated galaxies. However, it is clear that these effects warrant closer scrutiny using simulations such as presented by Melchior et al. (2015).

A2 Photometric Redshifts

In this section, we present a series of tests to verify that our lensing signals are robust to a variety of different photometric redshift cuts. No statistically significant systematic trends are found for any of the tests that we have implemented.

First, we show that our lensing signal is robust with respect to BPZ odds parameter cuts. Figure A2 presents the CFHTLenS lensing signal computed for three different odds cuts (ODDS> 0, ODDS> 0.1, and ODDS> 0.8). The fact that the amplitude of the signal is insensitive to this ODDS cut suggests that our signal is relatively robust to systematic errors due to catastrophic outliers.

Second, Hildebrandt et al. (2012) and Benjamin et al. (2013) caution that the quality of the CFHTLenS photometric redshifts degrade at \( z_S > 1.3 \). Our fiducial source catalog does not include a high redshift cut. To test if this choice impacts our results, we compute the lensing signal using only source galaxies with \( z_S < 1.3 \) and show the results in Figure A2. We find no statistically significant shift in the signal when we enforce a source redshift cut at \( z_S < 1.3 \). A similar test with consistent results for CFHTLenS is presented in Figure C2 of Coupon et al. (2015).

Third, we test if our results are robust with respect to the lens-source separation cuts. We consider three different schemes for isolating background galaxies:

- ZCUT1 : \( z_S > z_L + 0.1 \) and \( z_S > z_L + \sigma_{95} / 2.0 \)
- ZCUT2 : \( z_S > z_L + 0.1 \) and \( z_S > z_L + \sigma_{95} / 2.0 \)
- ZCUT3 : \( z_S > z_L + 0.1 \)

Here, ZCUT1 is a more conservative choice than ZCUT3. Our fiducial lens-source separation cut is ZCUT2. We compute the CFHTLenS lensing signal using each of these three lens-source separation schemes and display the results in Figure A2. The amplitude of our lensing signal does not vary when we enforce a more stringent lens-source separation scheme which suggests that our lensing signals do not suffer from a dilution caused by physically associated galaxies.

Finally, we use the combined spectroscopic redshift catalog described in Section 2.2.3 to estimate the level of photo-z bias in \( \Delta \Sigma \) for CS82. To correct for spectroscopic incompleteness and to ensure that the spectroscopic sample has the same distribution as our source sample, we use the weighting scheme described in Hildebrandt et al. (2016) which follow ideas originally outlined by Lima et al. (2008). This method determines the density in five-dimensional magnitude space of spectroscopic objects as well as objects in the lensing catalogue via a k-nearest neighbor estimate. The ratio of the densities at the position of each spectroscopic object is then used as a weight for this particular object. There are two main requirements for this method which are: a) the spectroscopic catalogue must cover the whole extent of the lensing catalog in magnitude space and b) the mapping from magnitudes to redshifts must be unique. In our case, the first condition is satisfied. Even before re-weighting, the distribution of spec-z objects in magnitude space is very similar to the distribution of our source sample. Hence the weights are rather small and only a mild re-weighting is necessary. The second requirement, however, is more difficult to quantify (see Lima et al. 2008; Cunha et al. 2009, 2012, 2014). However, given that we are using mostly objects with \( i < 24 \), which do not extend to very high redshifts, strong degeneracies are not expected.

We now outline our procedure to estimate the bias on \( \Delta \Sigma \) arising from photo-zs by using our re-weighted spectroscopic sample (Mandelbaum et al. 2008; Nakajima et al. 2012). Let \( \Delta \Sigma_T \) represent the (possibly biased) value of \( \Delta \Sigma \) measured with photo-zs , and let \( \Delta \Sigma_T \) represent the true value of \( \Delta \Sigma \). Similarly, let \( \Sigma_{crit,T} \) represent the value computed from photo-zs and \( \Sigma_{crit,T} \) represent the true value of \( \Sigma_{crit} \). The true value of the gravitational shear is simply:

\[
\gamma_T = \frac{\Delta \Sigma_T}{\Sigma_{crit,T}}
\]

(A2)

If a source is at \( z_S < z_L \), then \( \gamma_T = 0 \) (this accounts for the dilution effect by sources that scatter above \( z_L \) but which are actually located at lower redshifts than \( z_L \)). By combining Equation A2 with Equation 4, we can form an estimate of \( f_{bias} = \Delta \Sigma_T / \Delta \Sigma_{spec} \) via:

\[
f_{bias}^{-1} = \frac{\sum_{i=1}^{N_S} w_{spec,i} \left( \frac{\Sigma_{crit,T,i}}{\Sigma_{crit,T,i}} \right)}{\sum_{i=1}^{N_S} w_{spec,i}}
\]

(A3)

where the sum is performed over all source galaxies with spectroscopic redshifts and where the weight \( w_{spec} \) is analogous to \( w_{bias} \) but include the additional spectroscopic redshift weight described previously. When computing Equation A3 we randomly draw redshifts from our lens sample. Via this
procedure, we find \( f_{\text{bias}} = 0.97 \) which suggests that biases due to photo-zs are at the 3\% level and are not a concern for this work. This estimate includes the dilution of the signal by source galaxies with \( z_{i,\text{spec}} < z_{L} \) but \( z_{i,\text{phot}} > z_{L} \).

### A3 Signal Around Random Points

As a test for systematic effects, we also compute the stacked lensing signal around a set of random points drawn from the same redshift distribution as our CMASS lens sample. For each of the two surveys, the density of random points is set to 100 times the density of the CMASS sample and errors on the signal around random points are computed via bootstrap. The result are presented in Figure A3. No statistically significant systematic significant shear patterns are detected around random points for either \( \Delta \Sigma_{15} \) or \( \Delta \Sigma_{A5} \). We note that with this density of random points, the signal around random points becomes highly correlated on large-scales due to correlated shape noise.

### A4 Fiber Collisions and Redshift Failures

As discussed in Section 2.1, a small number of galaxies from the CMASS target catalog do not have a spectroscopic redshift because of fiber-collision effects and redshift measurement failures. We test four different schemes designed to account for these missing galaxies:

- **WHT**: the nearest neighbor based weighting scheme adopted in Anderson et al. (2012). In this approach, only galaxies which have a measured spectroscopic redshift are used when computing the lensing signal. Galaxies have a weight equal to \( w_{\text{tot}} = w_{\text{rf}} + w_{\text{ls}} - 1 \).
- **NN**: galaxies which do not have a redshift are assigned the same redshift as their nearest neighbor (\( z_{\text{NN}} \)). In contrast with the previous method, galaxies which do not have a spectroscopic redshift are used when computing the lensing signal (with a redshift set to \( z_{\text{NN}} \)).
- **ZPHOT**: CMASS galaxies which do not have a spectroscopic redshift are assigned a photo-z using the CFHTLenS and CMASS photo-z catalogs.
- **DISCARD**: galaxies which do not have a spectroscopic redshift are removed from the catalog. No additional weighting scheme is applied.

Figure A4 demonstrates that the measured lensing does not depend strongly on the correction scheme for galaxies which do not have a spectroscopic redshift. The right hand panel of Figure A4 shows the impact of ignoring this effect altogether (the **DISCARD** scheme). The impact of missing redshifts from fiber collisions and redshift failures is small, but ignoring this effect altogether may lead to a small underestimate of the CMASS lensing signal because fiber collisions tend to occur in high density regions (see discussion in Reid et al. 2014). For our fiducial signal, we adopt the nearest neighbor based weighting scheme (WHT).

### A5 Weighting of the Lensing Signal

By examining Equation 4, we see that not all lens galaxies will contribute an equal weight to \( \Delta \Sigma \) (also see, Nakajima et al. 2012; Mandelbaum et al. 2013; Simet et al. 2016). To highlight this, let us consider a single lens, \( i \), and adopt the notations:

\[
\Delta \Sigma_{i} = \frac{\sum_{j=1}^{N_{i}} \omega_{\text{ds},ij} \times \gamma_{t},ij \times \Sigma_{\text{crit},ij}}{\sum_{j=1}^{N_{i}} \omega_{\text{ds},ij}} \quad (A4)
\]

\[
\omega_{\text{lens},i} = \frac{N_{i}}{\sum_{j=1}^{N_{i}} \omega_{\text{ds},ij}} \quad (A5)
\]
Using this notation, Equation 4 can be re-written as:

$$\Delta \Sigma = \sum_{i=1}^{N_i} w_{\text{lens},i} \times \Delta \Sigma_i$$  \hspace{1cm} (A6)

This is simply stating that in each radial bin, each lens is contributing to $\Delta \Sigma$ with a weight given by $w_{\text{lens},i}$. There are several reasons why $w_{\text{lens},i}$ will differ from lens-to-lens:

(i) There is a simple geometric effect in which the number of source galaxies per bin is redshift dependent when the bin size is fixed in comoving (or physical) units.

(ii) Lenses at higher redshifts will have fewer source galaxies behind them.

(iii) Lenses at higher redshifts will have a lower lensing efficiency (this is the $\Sigma_{\text{crit}}^{-2}$ term in $w_{\text{lsr}}$).

(iv) Sources at higher redshifts will have a larger shape measurement uncertainty (this is the $w$ term in $w_{\text{lsr}}$).

(v) Obscuration and deblending effects mean that we lose a certain fraction of source galaxies on small radial scales (see Figure A1 and discussion in Simet & Mandelbaum 2015). Because we expect obscura-
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Figure A2. Tests for systematic effects associated with photometric redshifts. Left panels: combined CS82 and CFHTLenS lensing signal. Middle panels: CS82 lensing signal. Right panels: CFHTLenS lensing signal. Upper panels show the lensing signal computed for several different cuts on the $z_s$ parameter and when the source sample is restricted to $z_s < 1.3$. We do not display the results for $z_s > 1.3$ simply because only a small fraction of the source sample lies at $z_s > 1.3$ and the signal becomes too noisy to make a useful comparison. Lower panels show the lensing signal computed for three different lens-source separation cuts. As described in Section A2, $z_{\text{cut}1}$ is a more conservative choice than $z_{\text{cut}3}$ for selecting background galaxies. No statistically significant systematic trends are found for any of these tests. Lines represent model predictions using the same color scheme as in Figure 7. The CFHTLenS measurements appear to be more consistent with the model predictions at $r > 2$ h$^{-1}$ Mpc than CS82. However, as argued in Section 3.2, there is significant field-to-field variance on these scales which means that the combined CS82+CFHTLenS measurement (left panels) should be more robust than either measurement alone.

Can we explain our results simply due to differences in the weight function for CMASS galaxies between lensing and clustering measurements? Because the lensing signal does not vary with redshift (see Figure 5), effects (i)-(iv) should have no impact on the lensing signal and so the main effect that we are concerned about is effect (v). Simet et al. (2016) tackle the first four effects by computing an average per-lens weight that is applied directly to their models. However, this approach is more difficult to apply in the context of obscuration and deblending effects because it would require characterizing $w_{\text{lens},i}$ as a function of halo mass. For this reason, we propose a simple empirical test that accounts for the first four effects and partially accounts for the fifth effect. Instead of stacking the lensing signal over all lens galaxies, we first compute $\Delta \Sigma_i$ individually for each CMASS lens. We then compute an unweighted version of $\Delta \Sigma$ by simply taking the average value of $\Delta \Sigma_i$ in each radial bin as:
Figure A3. Stacked lensing signal around random points for CS82 (left) and CFHTLenS (right). Errors are computed via bootstrap. Black diamonds show the stacked lensing signal for CMASS galaxies. No statistically significant systematic shear patterns are detected around random points for either $\Delta \Sigma_t$ or $\Delta \Sigma_{45}$. The signal around random points becomes highly correlated on large-scales due to correlated shape noise.

Figure A4. Left: lensing signal computed using three different methods to account for CMASS galaxies with missing spectroscopic redshifts. All three schemes yield similar lensing signals. Right: impact of ignoring objects with missing redshifts (DISCARD, red triangles) compared to our fiducial nearest neighbor based weighting scheme (WHT, black triangles). The red data points are systematically lower than the black data points suggesting that ignoring this effect altogether may lead to a small underestimate of the CMASS lensing signal because fiber collisions tend to occur in high density regions (Reid et al. 2014).

\[
\Delta \Sigma_{\text{noweight}} = \frac{\sum_{i=1}^{N_L} \times \Delta \Sigma_i}{N_L} \quad (A7)
\]

In this stack, lenses are no longer weighted by $w_{\text{lens},i}$. However, this procedure only partially accounts for obscurations because halos will still be down-weighted if obscuration effects are so large that there are no source galaxies in a given radial bin. Also, this estimator will have an increased variance compared to the traditional procedure because each lens is put on an equal footing instead of stacking by inverse variance.

Figure A5 compares our fiducial signal with the reweighted signal computed following the procedure above. We find no evidence for a difference between our fiducial signal and the reweighted signal confirming our initial propo-
situation that effects (i)-(iv) do not impact our lensing signal, but also suggesting that effect (v) is not large enough to be of concern. Finally, we remark that clustering measurements also have a specific weight function (because clustering measures pairs of galaxies, see for example Mandelbaum et al. 2011). However, because the lensing is invariant with redshift, applying an extra redshift-dependent weight to put the lensing on the same footing as the clustering should also have no effect.

A6 Comparison with Lensing from SDSS

Here, we perform a cross-check on our CS82 lensing catalog by comparing with lensing from the SDSS catalog of Reyes et al. (2012) with correction factors for photo-z errors as derived by Nakajima et al. (2012) and with the shear calibration described in Mandelbaum et al. (2013). We select a set of clusters from the redMaPPer cluster catalog (v5.10, Rykoff et al. 2014; Rozo & Rykoff 2014) with $0.1 < z < 0.3$ and with $\lambda > 20$ where $\lambda$ is the cluster richness and we compute the lensing signal around this sample for both CS82 and SDSS. Figure A6 shows that the CS82 and SDSS lensing signals are in excellent agreement. This provides an overall sanity check on the CS82 lensing catalog including the combined effects of shear calibration bias and the quality of the photoz-zs. The mean inverse-variance-weighted offset between the two signals for 0.1-10 $h^{-1}$ Mpc is $(2.7\pm7.0)\%$.

A7 Analytic HOD fit to Projected Correlation Function

To construct Figure 11, we fit a simple four parameter analytic HOD model to the $w_{\text{p}}^{\text{CMASS}}$ measurements of Reid et al. (2014) assuming a redshift of $z = 0.55$. Our analytic HOD formalism is based on code described in previous work (e.g., Leauthaud et al. 2011, 2012; Tinker et al. 2013) and assumes the halo mass function calibration of Tinker et al. (2008) and the halo bias calibration of Tinker et al. (2010). For consistency with our lensing measurements, we first convert the Reid et al. (2014) measurements to a cosmology with $\Omega_m = 0.31$ following the methods outlined in More (2013). Our fit further assumes $\sigma_8 = 0.82$. Our HOD model assumes the following functional forms for the central and satellite occupation functions:

$$\langle N_{\text{cen}} \rangle = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log_{10}(M_\text{h}) - \log_{10}(M_{\text{min}})}{\sigma_{\log M}} \right) \right] \quad (A8)$$

$$\langle N_{\text{sat}} \rangle = \langle N_{\text{cen}} \rangle \left( \frac{M_{\text{h}}}{M_1} \right)^{\alpha_{\text{sat}}} \quad (A9)$$

where $M_\text{h}$ is the halo mass defined as the mass enclosed by $R_{\text{200m}}$, the radius at which the mean interior density is equal to 200 times the mean matter density. The four parameters varied in our fit are: $\log_{10}(M_{\text{min}})$, $\log_{10}(M_1)$, $\alpha_{\text{sat}}$, $\sigma_{\log M}$. We set a broad prior such that $3.2 \times 10^{-4} (h^{-1}\text{Mpc})^{-3} < n < 3.8 \times 10^{-4} (h^{-1}\text{Mpc})^{-3}$. The best fit values from our fit are: $\log_{10}(M_{\text{min}}) = 13.15 \pm 0.04$, $\log_{10}(M_1) = 14.26 \pm 0.05$, $\alpha_{\text{sat}} = 1.07 \pm 0.09$, and $\sigma_{\log M} = 0.4540 \pm 0.06$.

REFERENCES


Figure A5. Fiducial signal (black triangles) compared to reweighted signal (green triangles).

Figure A6. Comparison between the lensing signal computed from SDSS and the lensing signal computed from CS82 for redMaPPer clusters with $0.1 < z < 0.3$ and with $\lambda > 20$. The mean inverse-variance-weighted offset between the two signals is consistent with zero.