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I. INTRODUCTION

As a fast, sensitive, non-intrusive, and cost-effective optical sensing technique, direct absorption spectroscopy (DAS) is widely used for accurate measurement of temperature, gas concentration, and gas velocity in many areas, such as combustion diagnostics, environmental monitoring, and chemical sensing. The DAS technique is implemented by tuning the laser frequency over the selected absorption transition and acquiring the entire absorption feature. Particularly, by calculating the ratio of integrated absorbance at two transitions with distinct temperature dependence, temperature measurement can be realized, even in hostile environments where gas composition and pressure change rapidly with time.

To acquire the entire features of the absorption transitions, a polynomial baseline fit to the non-absorbing wings of transmitted laser intensity is first performed to extrapolate incident laser intensity in the absorbing frequency region. Then, the absorbance is acquired by taking the ratio between the incident and transmitted laser intensity, and the integrated absorbance can be obtained. However, the transmitted laser intensity is inevitably contaminated with background noise including laser intensity fluctuation, turbulent flow field-induced beam steering, interference signals from electric circuits, etc. Therefore, raw experimental data of the absorbance extracted from the transmitted laser intensity is also contaminated with noise, which results in inaccurate calculation of the integrated absorbance, and hence erroneous inference of temperature and gas concentration. Fortunately, by fitting the absorbance features with lineshape functions, the influence of background noise can be reduced to a large extent in the DAS measurement. Furthermore, in case of the transitions superposed with small adjacent interference features, the transitions can be extracted from the adjacent interference features by using multi-peak lineshape fitting.

In general, the absorption features can be described by the Voigt lineshape which is the convolution of the two dominant broadening mechanisms which are collisional and Doppler, respectively. Because the analytic form of Voigt function is unavailable, several numerical approaches were recently proposed to approximate the true Voigt function. For instance, Mendenhall computed the Voigt function via Fourier transform. Dulov et al. obtained Voigt function by solving a parabolic partial differential equation. However, the computation procedures in the mentioned approaches are rather complicated and resources-consuming, and hard to realize in a system-on-chip. Therefore, we demonstrate a system-on-chip to fit the Voigt lineshape on-line in a real-time DAS measurement system. In experiment, temperature and H₂O concentration of a flat flame are recovered from the transitions of 7444.36 cm⁻¹ and 7185.6 cm⁻¹ by the DSP-based on-line Voigt lineshape fitting and on-line integral of the raw absorbance, respectively. The results show that the proposed method can not only fit the Voigt lineshape on-line but also improve the measurement accuracy compared with those obtained from the direct integral of the raw absorbance.

II. METHODOLOGY

The Voigt lineshape function is widely used for the calculation of spectral line profiles in the DAS measurement. Influenced by the simultaneous contribution of Gauss and Lorentz...
profiles, the Voigt lineshape function can be determined by both the Gauss and Lorentz FWHMs. However, the analytic form of Voigt lineshape function is unavailable. In the present work, a look-up table, which covers a range of combinations of Gauss and Lorentz FWHMs, was first built and Voigt lineshape was rapidly and accurately calculated by using interpolation. Then, with the look-up table and raw absorbance data in hand, Gauss-Newton nonlinear fitting module is implemented to obtain the parameters including both Gauss and Lorentz FWHMs, which can be used to calculate the integrated absorbance.

**A. Fundamentals of direct absorption spectroscopy**

By calculating the integrated absorbance for the transitions, DAS provides an accurate and fast way for measuring the temperature and concentration along the laser path. When a well collimated laser at central frequency \( v \) [cm\(^{-1}\)] enters a gas sample with a total path length of \( L \) [cm], a proportion of light is absorbed and the fractional transmission is described as

\[
\frac{I_v}{I_0} = \exp\left(-P \int_0^L X_{abs}(x)S(T(x))\phi_v dx\right),
\]

where \( I_v \) and \( I_0 \) are the transmitted and incident laser intensities, respectively. \( P \) [atm] is the total pressure, \( T(x) \) [K] is the local temperature, \( X_{abs}(x) \) is the local mole fraction of the absorbing species, and \( \phi_v \) [cm\(^{-1}\)] is the lineshape function. The line strength of the transition, \( S(T(x)) \) [cm\(^{-2}\) atm\(^{-1}\)], is a function of the temperature shown as follows:

\[
S(T) = S(T_0) \frac{Q(T)}{Q(T_0)} \left(\frac{T_0}{T}\right) \exp\left[-\frac{\hbar c E''}{k} \left(\frac{1}{T} - \frac{1}{T_0}\right)\right] \times \left[1 - \exp\left(-\frac{-\hbar cv_0}{kT}\right)\right]^{-1},
\]

where \( h \) [J s] is Planck’s constant, \( c \) [cm s\(^{-1}\)] is the speed of light, \( k \) [J K\(^{-1}\)] is Boltzmann’s constant, \( Q(T) \) is the partition function of the absorbing molecule given by HITRAN, \( T_0 \) [K] is the reference temperature (usually 296 K), \( v_0 \) [cm\(^{-1}\)] is the line-center frequency, and \( E'' \) [cm\(^{-1}\)] is the lower energy of the transition.

The absorbance \( \alpha_v \) is defined as

\[
\alpha_v = -\ln\left(\frac{I_v}{I_0}\right) = \int_0^L X_{abs}(x)S(T(x))\phi_v dx.
\]

Because the lineshape function \( \phi \) is normalized so that \( \int_{-\infty}^{\infty} \phi dv = 1 \), the integrated absorbance \( A \) of the transition, which is defined as the area underneath the absorption lineshape function, can be inferred from Eq. (3) as

\[
A = \int_{-\infty}^{\infty} \alpha_v dv = \int_0^L X_{abs}(x)S(T(x)) dx.
\]

Under the assumption of the same pressure, molar fraction, and path length of the laser beam, the ratio of the simultaneously measured \( A \) of two transitions with different temperature dependence can be expressed as a function of the absorber temperature \( T \) only, as indicated by Eq. (5),

\[
R = \frac{A_1}{A_2} = \frac{S_1(T)}{S_2(T)} = \frac{S(T_0)}{S_2(T_0)} \exp\left[-\frac{\hbar c (E''_1 - E''_2)}{k} \left(\frac{1}{T} - \frac{1}{T_0}\right)\right].
\]

Then, the average temperature along the laser path can be calculated as follows:

\[
T = \frac{\ln \frac{A_1}{A_2} + \ln \frac{S(T)}{S_2(T_0)} + \hbar c (E''_2 - E''_1)}{\ln \frac{S(T_0)}{S_2(T_0)}}.
\]

It should be mentioned that Eq. (6) is commonly used for temperature measurements along the laser path through a region of uniform temperature distribution. Then, the average molar fraction can be obtained from the integrated absorbance \( A_1 \) and the known \( S(T) \),

\[
X = \frac{A_1}{P \cdot S(T) \cdot L}.
\]

**B. Fast calculation of Voigt lineshape function**

In general, influenced by the combination of Doppler and collisional broadening mechanisms, the lineshape function \( \phi \) can be expressed as convolution of a Gauss profile \( \phi_G(v) \) and a Lorentz profile \( \phi_L(v) \), noted as the Voigt lineshape function \( \phi_V(v) \),

\[
\phi_V(v) = \int_{-\infty}^{\infty} \phi_G(u) \cdot \phi_L(v-u) du.
\]

The Gauss profile \( \phi_G(v) \) and the Lorentz profile \( \phi_L(v) \) can be expressed as follows:

\[
\phi_G(v) = \frac{2}{w_G} \sqrt{\ln 2 \pi} \exp \left[-4 \ln 2 \frac{(v-v_0)^2}{w_G^2}\right],
\]

\[
\phi_L(v) = \frac{1}{2\pi} \frac{w_L}{(v-v_0)^2 + \left(\frac{w_L}{2}\right)^2},
\]

where \( v_0 \) [cm\(^{-1}\)] is the line center frequency, \( w_G \) is the Gauss FWHM, \( w_L \) is the Lorentz FWHM.

By defining a Voigt parameter \( a \) as

\[
a = \sqrt{\ln 2} \frac{w_L}{w_G},
\]

with the non-dimensional line position \( w \) as

\[
w = \frac{2\sqrt{\ln 2} (v-v_0)}{w_G},
\]

and the integral variable \( y \) as

\[
y = \frac{2a\sqrt{\ln 2}}{w_G}.
\]

Then, the Voigt lineshape function is given by

\[
\phi_V(v) = \frac{2}{w_G} \frac{\ln 2 a}{\pi} \int_{-\infty}^{\infty} \exp(-y^2) dy.
\]
It is shown by Eq. (14) that although the analytic form of Voigt lineshape function is unavailable, it can be solely determined by a combination of \( w_G \) and \( w_L \). As shown by Eqs. (11) and (12), both \( w_G \) and \( w_L \) are functions of \( a \) and \( w \). It should be noted that the Voigt parameter \( a \) determines the profile of the lineshape. It can be seen from Figure 1 that, when \( a \geq 10 \), the Voigt profile becomes a Lorentzian profile, while that becomes a Gaussian profile for \( a \leq 0.01 \). Therefore, Eq. (14) can be expressed by Eqs. (15) and (16) for simplicity in case of \( a \geq 10 \) and \( a \leq 0.01 \), respectively,

\[
\phi_v(v) = \frac{2}{w_G} \sqrt{\frac{\ln 2}{\pi}} \frac{1}{\sqrt{\pi}} \left( \frac{a}{a^2 + w^2} \right) \quad \text{for} \quad a \geq 10, \quad (15)
\]

\[
\phi_v(v) = \frac{2}{w_G} \sqrt{\frac{\ln 2}{\pi}} e^{-w^2} \quad \text{for} \quad a \leq 0.01. \quad (16)
\]

In case of \( 0.01 \leq a \leq 10 \), each combination of \( a \) and \( w \) determines a point in the Voigt profile. In general, different points on the Voigt profile can be obtained by calling an identical value of \( a \), but different values of \( w \). Given a value of \( a \), \( \phi_v(v) \) infinitely approaches zero as \( w \) increases. To save storage space, if a value of \( w \) for each value of \( a \) makes \( \phi_v(v)/\phi_v(v_0) < 0.005 \), the value of \( w \) is ignored. Therefore, a look-up table, which depends on \( a \) and \( w \), was built in this work, as shown in Figure 2 and Table I. It should also be noted that the step sizes of \( a \) and \( w \) in the approximation regions are varied to meet the requirement of accuracy, which will be discussed in Sec. IV. With \( a \) and \( w \) in hand, pre-computed points over a Voigt profile can be obtained by specifying the grid of \( w \) values and the single \( a \) value. By interpolating between the pre-computed points, the Voigt profile can be rapidly and accurately calculated, as shown in Figure 3. By subtracting the calculated Voigt lineshape from the “true” value, which is calculated from Matlab calculation, absolute error \(|\epsilon|\) can be obtained, which is shown in the upper panel of Figure 3.

To examine the accuracy of the proposed algorithm for all the approximation regions, absolute errors \(|\epsilon|\) for \( 0.01 \leq a \leq 10 \) are obtained, as shown in Figure 4. The values of \(|\epsilon|\) are consistently smaller than \( 1.5 \times 10^{-5} \). In detail, 99.996\% values of \(|\epsilon|\) are smaller than \( 10^{-5} \), while 93.8\% of those are smaller than \( 10^{-6} \).

### C. Voigt lineshape fitting

According to Eqs. (3) and (4), the absorbance \( \alpha_v \) can be represented by the product of the integrated absorbance \( A \) and the Voigt lineshape function \( \phi_v(v) \),

\[
\alpha_v(v) = A \cdot \phi_v(v)
\]

\[
= A \cdot \frac{2}{w_G} \sqrt{\frac{\ln 2}{\pi}} \frac{1}{\sqrt{\pi}} \int_{-\infty}^{+\infty} \frac{\exp(-y^2)}{a^2+(w-y)^2} dy. \quad (17)
\]

<table>
<thead>
<tr>
<th>Regions</th>
<th>Boundaries</th>
<th>Step sizes of ( w )</th>
<th>Step sizes of ( a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( 0 \leq</td>
<td>w</td>
<td>&lt; 6 ), ( 0.01 \leq a &lt; 0.8 )</td>
</tr>
<tr>
<td>2</td>
<td>( 0 \leq</td>
<td>w</td>
<td>\leq 12 ), ( 0.8 \leq a &lt; 2 )</td>
</tr>
<tr>
<td>3</td>
<td>( 0 \leq</td>
<td>w</td>
<td>\leq 18 ), ( 2 \leq a &lt; 3.2 )</td>
</tr>
<tr>
<td>4</td>
<td>( 0 \leq</td>
<td>w</td>
<td>\leq 24 ), ( 3.2 \leq a &lt; 4 )</td>
</tr>
<tr>
<td>5</td>
<td>( 0 \leq</td>
<td>w</td>
<td>\leq 30 ), ( 4 \leq a &lt; 6 )</td>
</tr>
<tr>
<td>6</td>
<td>( 0 \leq</td>
<td>w</td>
<td>\leq 60 ), ( 6 \leq a \leq 10 )</td>
</tr>
</tbody>
</table>

FIG. 2. Approximation regions of the Voigt lineshape function for \( 0.01 \leq a \leq 10 \).

FIG. 3. The pre-computed points and the interpolated Voigt lineshape for \( a = 2 \). The absolute errors between the interpolated Voigt lineshape and the true values are shown above the figure.
Therefore, a nonlinear fitting model can be established as follows:

\[
f(x, t) = f(x_1, x_2, x_3, t) = x_1 \int_{-\infty}^{+\infty} \frac{x_2 e^{-y^2}}{(x_2 t - y)^2 + x_3^2} dy,
\]

where \( f(x, t) = \alpha_v, t = \nu - \nu_0 \), and \( x \) the fitting parameters:

\[
x = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} = \begin{pmatrix} A \frac{2 \sqrt{\ln 2}}{\pi^{1/4} w_G} \\ \frac{2 \sqrt{\ln 2}}{w_G} \\ \sqrt{\ln 2} \frac{w_L}{w_G} \end{pmatrix}.
\]

The flow diagram of Voigt fitting process is shown in Figure 5. First, the initial values of the fitting parameters are set. By directly integrating the raw absorbance \( \alpha_v \), the initial value of the integrated absorbance \( A_{\text{init}} \) can be obtained. Furthermore, a coarse FWHM \( w_{\text{init}} \) can be obtained from the raw absorbance. By setting \( w_{\text{init}} = w_G = w_L \), the initial values of the fitting parameters \( x_{\text{init}} \) can be obtained from Eq. (19). Then, given the measured absorbance \( \alpha_v \) and \( f(x, t) \) calculated from the look-up table, the fitting parameters can be obtained by minimizing \( \| f(x, t) - \alpha_v \| ^2 \), noted as \( \| \varepsilon(x, t) \| ^2 \), or equivalently finding

\[
x^* = \arg \min_x \{ F(x) \},
\]

where

\[
F(x) = \frac{1}{2} \| \varepsilon(x, t) \| ^2 = \frac{1}{2} \varepsilon(x, t)^T \varepsilon(x, t),
\]

for small \( \| h \| \), he Taylor expansion of \( \varepsilon(x, t) \) is expressed as

\[
\varepsilon(x + h) \approx \varepsilon(x) + J(x)h,
\]

where \( J \in \mathbb{R}^{m \times n} \) is the Jacobian. This is a matrix containing the first partial derivatives of \( \varepsilon(x, t) \),

\[
(J(x))_{ij} = \frac{\partial \varepsilon_i(x)}{\partial x_j}, \quad i = 1, 2, \ldots, m, \quad j = 1, 2, \ldots, n.
\]

Therefore, we can obtained Eq. (25) from Eqs. (21) and (24) that

\[
\frac{\partial F(x)}{\partial x_j} = \sum_{i=1}^{m} \varepsilon_i(x) \frac{\partial \varepsilon_i(x)}{\partial x_j}, \quad \text{or} \quad F'(x) = J(x)^T \varepsilon(x).
\]

Inserting Eq. (23) to Eq. (21),

\[
F(x + h) \approx L(h) = \frac{1}{2} \| h \| ^2 = \frac{1}{2} h^T J^T \varepsilon + \frac{1}{2} h^T J^T J h
\]

where \( h \) the Gauss-Newton step minimizes \( L(h) \),

\[
h_{\text{gn}} = \arg \min_h \{ L(h) \}.
\]
The gradient of $L(h)$ are

$$L'(h) = J^T \epsilon + J^T J h,$$  (28)

$$L''(h) = J^T J.$$  (29)

Comparing Eqs. (25) and (28), it can be deduced that $L'(0) = F' (x)$. Furthermore, it can be seen from Eq. (29) that $L''(h)$ is independent of h. $L''(h)$ is symmetric and if J has full rank, then $L''(h)$ is also positive definite. In this way, $L(h)$ has a unique minimizer, which can be found by solving

$$(J^T J)\epsilon_n = -J^T \epsilon,$$

$$x_{i+1} = x_i + h \epsilon_n .$$  (30)

### III. RESULTS AND DISCUSSIONS

#### A. Line selection

As a major product of the combustion of hydrocarbons, water vapor (H$_2$O) has a rich spectrum in the readily accessible near-infrared spectrum range of communication-grade tunable diode lasers. Therefore, H$_2$O was selected as the target absorbing species in the experiment. According to the criteria of line selection, a two main criteria were used to select two transitions in this work. First, the absorption strength should be moderate. Too large absorption strength will lead to a too small signal in the detector, whereas too small absorption strength will not be differentiated by the detector. Second, suitable lower state energy $E''$ should be provided to ensure high sensitivity in the temperature range in the work. To satisfy the above criteria, the H$_2$O transitions of 7444.36 cm$^{-1}$ (7444.35 cm$^{-1}$ combined with 7444.37 cm$^{-1}$) and 7185.6 cm$^{-1}$, which can be accessed by the distributed feedback diode (DFB) lasers available in our laboratory, were used in the experiment, as shown in Table II. It should be noted that the lineshape of the different transitions can be universally regarded as the Voigt lineshape. Because the method is proposed and implemented to on-line fit the Voigt lineshape, it is suitable for other gas species.

#### B. Experiments and results

1. **Experimental system**

As shown in Figure 6, the experimental system consists of two DFB lasers with line-width of 10 MHz and output power of 10 mW, each controlled independently by a laser diode controller. The laser diode controller provides temperature and current control for the DFB lasers. The current of both controllers was simultaneously modulated by a ramp signal from a double-channel function generator, so that the wavelengths of the DFB lasers can be scanned within a spectral range of $\sim$1.5 cm$^{-1}$ around the central wavelengths. Subsequently, a $2 \times 2$ fiber-coupler splits the laser into two channels. The laser in the first channel is collimated and delivered into a solid etalon with a free spectral range of 2.53 GHz to monitor the frequency during the wavelength scanning. The laser in the second channel is collimated and penetrates the target flame generated by a McKenna flat flame burner, which is widely used as calibration source for combustion research. By shielding the burner plate with nitrogen, a laminar flame with uniform temperature and H$_2$O concentration distribution above the burner plate can be obtained. Furthermore, different values of temperature and H$_2$O concentration can also be obtained by adjusting the equivalent ratio of the premixed propane/air fuel. Finally, the optical signals are converted to voltage signals by the photodiode detectors, which are connected with data acquisition and processing circuits. To eliminate the interference absorption by H$_2$O vapor in room air, the open paths in the second channel are protected by two stretchable pipes, which are filled with nitrogen, as shown in Figure 7. By adjusting the lengths of the stretchable pipes, the laser path except the flame region can be purged with nitrogen.

Two absorption signals were obtained by using a time division multiplexing scheme. In detail, the laser scanning rate is 5 kHz. During a scanning period, the current was set under the lower working threshold of the DFB laser for 0.05 ms and was scanned by the ramp signal for 0.15 ms. The phase difference of the double-channel scanning signals was 180°. By combining the two lasers with a single mode $2 \times 2$ fiber-couplers, the absorption signals for the two transitions in Table II can be obtained within 0.4 ms, as shown

![Figure 6. Schematic of the direct absorption spectroscopy system.](image-url)
in Figure 8. To yield a background signal and correct the combustion emission, a further 0.1 ms is required to set the current underneath the lower working limit of the threshold.

In the data acquisition and processing circuits, the voltage signals of two channels are simultaneously sampled by a dual 12-bit analog to digital converter (ADC, AD7356, Analog Devices) with 5 Mega samples per second (MSPS) per channel. To fit the Voigt lineshape on-line and calculate the integrated absorbance for two transitions, a floating-point digital signal processor (DSP, TMS320C6713B, Texas Instruments) is employed, which works with 200 MHz clock rates. Furthermore, a USB Microcontroller (CY7C68013, Cypress) is used in the data acquisition and processing circuits to communicate with computer. As the central processing unit in the data acquisition and processing circuits, a field programmable gate array (FPGA, EP2C8F256C8, Altera), which works with 50 MHz, are implemented to provide parallel sequential logic control to the ADC, DSP, and USB, as shown in Figure 9.

2. Experimental results

As discussed in Sec. III B, the current of the DFB lasers was scanned by the ramp signal for 0.15 ms within a scanning period. Therefore, a total of 750 points are obtained by the FPGA within the ramp scan because the ADC is of 5 MSPS. As shown in Figure 9(a), the FPGA communicates with the DSP through multichannel buffered serial ports (McBSP). However, constrained to the data transferring speed of the McBSP, all 750 points are unable to be transferred from the FPGA to the DSP within 0.15 ms in order to fit the Voigt lineshape on-line. Therefore, the FPGA is used to pre-process the absorption signals shown in Figure 8 and select necessary points for Voigt lineshape fitting. First, for two non-absorption regions, a median filter is implemented to reduce the influence of background noise. Second, 5 equally spaced points on each the non-absorption region, a total of 10 points, which are used to fit the baseline by the DSP, are selected and transferred from the FPGA to the DSP through the McBSP, as shown in Figure 10. Third, by obtaining first-order difference of the absorption signals, the point of the absorbance peak can be found. The point, whose value closest to the mean value of the first-order difference of the absorption signals, is corresponded to the peak of the absorbance. As shown in Figure 10, in case of the transition \( v = 7444.36 \text{ cm}^{-1} \), because small interference transitions exist on the left wing of the absorbance, 10 points from the peak of the absorbance to the left wing and 30 points from the peak to the end of the right wing are used to fit the Voigt lineshape, which are also transferred from the FPGA to the DSP through the McBSP. It should be noted that transferring a total of 50 points through the McBSP consumes approximately 0.05 ms if the FPGA works with 50 MHz clock rates, which satisfies on-line Voigt lineshape fitting.

![FIG. 7. Optical sensors in the direct absorption spectroscopy system.](image)

![FIG. 8. Signal of transmitted laser intensity obtained by the TDM scheme.](image)

![FIG. 9. Data acquisition and processing circuit. (a) Schematic diagram and (b) photography of the circuit.](image)

![FIG. 10. The raw absorption signal and the selected 50 points that were fed to the DSP through the McBSP of the transition \( v = 7444.36 \text{ cm}^{-1} \). In detail, 10 points are selected for baseline fitting, while 40 points are selected for Voigt lineshape fitting by the DSP.](image)
FIG. 11. The Voigt lineshapes on-line fitted by DSP for the transitions (a) $v = 7444.36 \text{ cm}^{-1}$ and (b) $v = 7185.6 \text{ cm}^{-1}$, respectively.

The DSP used the 50 points to on-line fit the Voigt lineshape. First, by using a 3-order polynomial, the baseline can be fitted by the DSP and thus the absorbance can be further obtained, as shown in Figure 11. Second, as discussed in Sec. II B, to rapidly and accurately calculate the Voigt lineshape, the look-up table, with size of 1.3 MB, was built for $0.01 \leq a \leq 10$ and $|w| \leq 10$. The look-up table was stored and called by FLASH and SDRAM through external memory interface (EMIF) of the DSP, respectively. Third, with the look-up table and the 50 points of the absorbance in hand, Gauss-Newton nonlinear fitting, as discussed in Sec. II C, was used to obtain the fitting parameters containing Gauss and Lorentz FWHMs in Eq. (19). Finally, the fitting parameters were transferred from the DSP to the FPGA through the McBSP. By connecting USB with a computer, the fitting parameters were transferred from FPGA to a computer through USB, and the integrated absorbance, as well as the temperature $T$ and H$_2$O concentration $X_{\text{H}_2\text{O}}$, retrieved by the DSP-based on-line Voigt fitting for each equivalent ratio in Figure 12(a).

In the experiment, the flow of the air was set as 15.25 l/min, while the flow of the propane was set as 0.9, 1.0, 1.1, 1.2 l/min in sequence for every 200 ms, i.e., the equivalent ratio of the premixed propane/air fuel was set as $0.562, 0.624, 0.687, 0.749$ in sequence. As shown in Figure 12(a), by sampling the data for 0.8 s and using the DSP-based on-line Voigt fitting, we can obtain the integrated absorbance for the transitions of 7444.36 cm$^{-1}$ and 7185.6 cm$^{-1}$, $A_1$ and $A_2$, respectively. Then, the temperature can be retrieved by using Eq. (6) for each equivalent ratio. With the temperature $T$ in hand, the value of H$_2$O concentration $X_{\text{H}_2\text{O}}$ corresponding to each value of $T$ can be obtained by using Eq. (7), as shown in Figure 12(b).

To evaluate the performance of the proposed method and the hardware design, the expected $T$ and $X_{\text{H}_2\text{O}}$ of the McKenna flat flame burner are compared with those retrieved by the DSP-based on-line Voigt fitting. To quantitatively measure the expected $T$ of the flame, an S-type thermocouple was employed, which was mounted adjacent to the path that the laser beam passes through. Then, $X_{\text{H}_2\text{O}}$ can be obtained from equilibrium calculations. Furthermore, $T$ and $X_{\text{H}_2\text{O}}$ retrieved by the DSP-based on-line Voigt fitting were also compared with those obtained from on-line integral of the raw absorbance. Because small adjacent interference transitions always exist on a wing of the lineshape, the integral of the raw absorbance can be calculated by integrating the absorbance from the peak to the end of the wing on the side without interference transitions. For instance, as shown in Figure 11(a), for the
transition of 7444.36 cm$^{-1}$, small interference transitions exist on the left wing of the lineshape. Therefore, the on-line integral of the raw absorbance was calculated from $v = 0$ to 0.8 cm$^{-1}$.

The retrieved temperature and H$_2$O concentration with their standard deviations (STDs) were shown in a bin for each equivalent ratio. As shown in Figure 13, the midpoint signifies the mean of the solutions of $T$ and $X_{H_2O}$ for each equivalent ratio, and the error bar to each midpoint denotes the STD of the solutions. To prevent the error bars from overlapping and increase the visibility of Figure 13, we separated the error bars from each other in the bin. For each equivalent ratio, it can be seen that the standard deviations of $T$ and $X_{H_2O}$ obtained by the DSP-based on-line Voigt fitting are smaller than those from on-line integral of the raw absorbance, denoting that the proposed method and hardware are more precise and necessary to be adopted in the real-time DAS system. In other words, when using the on-line Voigt lineshape fitting, the measurement results are less sensitive to background noise that superposing on absorbance signal. It can be seen from Figure 13 that the retrieved mean values of $T$ are smaller than the expected values for each equivalent ratio. This is mainly caused by radiation loss from the flame to the surroundings and the heat conduction to the water-cooled burner surface. Furthermore, in the DAS system, only the flat flame above the burner plate is desired and the open paths in the laser path are purged with nitrogen, in order to eliminate the interference absorption by H$_2$O vapor in room air. However, the room air, normally with $X_{H_2O}$ of 1%–2%, is inevitably enclosed in the laser path at the edge of the flow fields. Therefore, it can also be seen from Figure 13 that the mean values of the retrieved $X_{H_2O}$ are slightly larger than the expected values. It should be noted that by measuring multiple transitions of H$_2$O, the influence of the radiation loss and the room air on the measurement results can be reduced to a large extent.$^{1,27–29}$

C. Discussions

As discussed in Sec. II B, the step sizes of $a$ and $w$ in the approximation regions, illustrated in Figure 2 and Table I, are varied to meet the accuracy requirements. Furthermore, to save storage space, the values of $w$ leading to $\phi_{v}(v)/\phi_{v}(u_0) < 0.005$ are ignored for each value of $a$ in this work. With the selected step sizes and boundaries of $a$ and $w$, the 1.3 MB look-up table was established, which was stored in the FLASH and called by the SDRAM through external memory interface of the DSP. As shown in Figure 3(b), the maximum absolute errors $|\varepsilon|$ between the true Voigt lineshape and that calculated by the look-up table is $1.5 \times 10^{-3}$. As given in Sec. III B, the ADC adopted in the experiment is of 12 bits, therefore, the resolution of the data acquisition and processing circuits is $1/12^2 (1/12^2 = 2.44 \times 10^{-4})$. Obviously, $|\varepsilon|$ is smaller than the resolution of ADC. That is to say, even though the look-up table is of much smaller step size and wider range of $a$ and $w$, the fitted Voigt lineshape of higher accuracy cannot be differentiated by the 12-bit ADC. Therefore, the selected step sizes and boundaries of $a$ and $w$ are sufficient to meet the accuracy requirements in the work. It should be noted that $|\varepsilon|$ describes the accuracy of the established model. If the ADC of the data acquisition and processing circuits is of higher resolution, smaller step size and wider range of $a$ and $w$ are required.

It should also be noted that the maximum number of iterations $N_{\max}$ is determined by processing speed of the DSP. Generally, it costs the DSP about 0.01 ms for each iteration. As shown in Figure 8, the laser scanning rate is 5 kHz, that is to say, the DSP will not be able to fit the next Voigt lineshape if the number of iteration exceeds 20. Therefore, $N_{\max}$ was set to 20 in the experiment. The relative difference of the integrated absorbance between two adjacent iterations $\Delta A$ is determined by the level of DAS measurement noise in the experiment. As shown in Figure 12(a), compared with the relative measurement noise, i.e., around 7% in the experiment, the relative difference of $A 5 \times 10^{-3}$ is sufficiently small. To guarantee the accuracy of the DAS measurement, $|\varepsilon|$ should be significantly smaller than $\Delta A$. Generally, if $|\varepsilon|$ is significantly smaller than $\Delta A/10$, the fitting error caused by the limited size of the look-up table can be neglected. In the experiment, $|\varepsilon|$ is smaller than $\Delta A/30$, it can be assumed that the selected size of the look-up table has no impact on the measurement accuracy. Furthermore, $\Delta A$ is also determined by the processing speed of the DSP. Smaller $\Delta A$ will result in more iterations and longer calculation time. If the signal to noise ratio of the DAS measurement is larger and the processor is faster than those in the experiment, $\Delta A$ could be set smaller to obtain more accurate fitting results.

IV. CONCLUSIONS

To the best of the authors’ knowledge, this is the first report of high-precision on-line Voigt lineshape fitting for real-time DAS measurement in a system-on-chip, i.e., a digital signal processor, in this paper. First, a look-up table, which covers a range of combinations of the Gauss and Lorentz FWHMs, was first established and stored in the FLASH of the DSP and the Voigt lineshape was rapidly and accurately calculated by interpolation. Second, a 12 bit ADC was used to sample the absorption signal with 5 MHz in the experiment. The absorption signal was pre-processed by the FPGA,
in which 50 points in the raw experimental data are selected and fed to the DSP to fit the baseline and the Voigt lineshape. Finally, with the look-up table and the 50 points in hand, Gauss-Newton nonlinear fitting was implemented by the DSP to obtain the fitting parameters including both the Gauss and Lorentz FWHMs, which can be used to calculate the integrated absorbance.

In the real-time DAS experiment, the temperature and H$_2$O concentration of a McKenna flat flame burner were obtained on-line by calculating the transitions of 7444.36 cm$^{-1}$ and 7185.6 cm$^{-1}$ with the DSP-based on-line Voigt lineshape fitting and on-line integral of the raw absorbance, respectively. For different equivalent ratio of the premixed propane/air fuel, temperature and H$_2$O concentration retrieved by using the proposed method and hardware are less sensitive to the background noise compared with those from on-line integral of the raw absorbance.
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