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**ABSTRACT**

A new void fraction estimation method for gas-liquid two-phase flow combining two differential pressure (DP) signals acquired from a single Venturi tube and based on Empirical Mode Decomposition (EMD) and Artificial Neural Networks (ANN) was experimentally investigated. In order to study gas-liquid distribution in horizontal pipes, two DP signals from the top and bottom sections of the Venturi tube are acquired and EMD is adopted to extract stable and fluctuating components of the DP signals. Experimental data revealed that fluctuating index increases nearly linearly with increasing void fraction when void fraction is less than 0.4. When void fraction is larger than 0.4, this near-linearity ceases. A combination of ANN method and the fluctuating index of DP signals is developed to estimate void fraction. Experimental results show that void fraction based on DP signal from top section of Venturi tube is overestimated because of clustering of bubbles and the scarcity of liquid information when gas-liquid mixture velocity is low. Void fraction is underestimated when the mixture velocity is high. A high gas-liquid slip ratio results in void fraction underestimation. Void fraction prediction performance is satisfactory when void fraction is less than 0.4 and fluctuating index of DP signal less than 1.2.

**INTRODUCTION**

Accurate void fraction measurement of multiphase flow is of great importance in many industrial fields (Kawahara et al.[1]. Together with pressure variation and mass transfer, bubble coalescence and break-up in gas-liquid two-phase flow are responsible for changes in bubble sizes and void fraction (Hewitt and Burnout [2]; Hosokawa and Tomiyama, [3]. Gas-liquid two-phase flow has inherent complexity, which leads to the difficulty of void
fraction measurement. Research on the topic, mainly including direct measurement and indirect measurement methods, is described in Sharaf et al. [4].

Among the direct void fraction measurement methods, the most common one is the so-called quick-closing valve method. It requires quickly shutting down two quick-closing valves installed in the pipe when a stable flow status in the measurement section is observed. Thereafter, the gas in the pipe is discharged and the volume of residual liquid is measured. Finally, knowing the volume of the measuring section, the volume-average void fraction between the two valves can be calculated. Although this procedure is accurate, it is unable to achieve real-time online measurement because of the need artificially to cut off the normal flow of fluid in the pipe, and this limits its onsite application in actual industrial production. At present, this method is mainly suitable for laboratory research on void fraction and the calibration of void fraction measurement devices (Li [5]). In addition, void fraction estimation and analysis based on other techniques in a wide range of fields have been studied (Cioncolini and Thome [6]; Celata et al. [7]; Meng et al. [8]). Srisomba et al. [9] proposed new correlations to predict the void fraction by combining the vapour quality and the physical properties of R-134a refrigerant in a horizontal tube using a quick-closing valve and optical observation techniques. The experimental results showed that the presented correlations could predict void fraction with mean relative error within 20% for intermittent, wavy and annular flow patterns. The correlations (Srisomba et al. [9]) are different for the three flow patterns above. Kim et al. [10] proposed a capacitance method to measure the space-averaged void fraction in concentric annular flows, derived the expression for the capacitance in terms of a given void fraction, and developed a closed-form formula to predict the void fraction from
capacitance measurements. Uesawa et al. [11] proposed a void fraction estimation method for three-dimensional dispersed bubbly flow based on Maxwell’s theory and polarization of tiny bubbles whereas Jassim and Newell [12] developed probabilistic two-phase flow map models to predict void fraction and pressure drop for R134a, R410A and air-water in 6-port microchannels. Lewis et al. [13] analysed the nature of the voltage signals acquired from a probe and proposed a signal processing scheme for measurement of time-averaged void fraction of small and large bubbles for a horizontal slug flow pattern in a 50.3 mm i.d. pipe. Milian et al. [14] studied the influence of different mean void fraction correlations on the performance of condensers using R134a as working fluid under different main operating variables. The study showed the significance of the mean void fraction correlation on the condenser model predictions with noticeable discrepancies depending on the correlation used. A performance comparison of 68 void fraction correlations from different studies covering a wide parameter range was given by Woldesemayat and Ghajar [15], and the results showed that most of the correlations are restricted in terms of handling a wide variety of data sets.

In recent years, the relationships between differential pressure (DP) signals caused by throttling element formation and the discrete phase concentration have been investigated and many results have been reported (Fang et al., [16]). Lao [17] analysed the relationship between the fluctuating parameter \( p_f = \frac{SD}{\Delta P_{fp}} \) and the void fraction \( \alpha \). \( SD \) denotes the standard deviation of the DP fluctuation signal, and \( \Delta P_{fp} \) denotes the average of the DP fluctuation signal in a horizontal pipe. Lao [17] derived the following equation for the fluctuating parameter:

\[
p_f^2 = \frac{k_1(\alpha) - (1-\alpha)^{4-4}}{(1-\alpha)^{-3}} + \frac{k_2(\alpha) - \alpha^{4-4}}{\alpha^{3-5}} \quad (1)
\]
where \( l \) is index determined based on experimental data, \( k_1(\alpha) \) and \( k_2(\alpha) \) are empirical functions dependent upon experimental conditions and \( \alpha \). According to Eq. (1), provided that \( l \) is known, \( p_f \) can be estimated based on the value of \( \alpha \) and Eq. (1). But in reality, determining \( l \) is not straightforward. Eq. (1) is developed from the experiments in which void fraction value was less than 0.5. So, when the void fraction value is larger than 0.5, Eq. (1) is no longer valid.

Two-phase flow measurement using a Venturi meter is widely reported because of its advantages, including the short straight pipe length, small pressure loss, small flow pattern interference (Bertoldi et al. [18]; Steven [19]; Sun et al. [20]), small vibration noise disturbance, and large DP signal amplitude (Steven [21]). Recently, some researchers (Sun et al. [20]; Zhang et al. [22]) claimed that DP fluctuation signals contain some additional information related to gas-liquid two-phase distribution, hence the DP signals measured from a Venturi tube could lead to void fraction estimation when combined with the measurement model.

Zhang et al. [22] analysed the influence of mass flowrate, pressure, void fraction and density on DP signals, and provided a relationship between void fraction of gas-liquid two-phase flow and root-mean-square deviation of the DP fluctuating signals acquired from a Venturi tube. The following expression is deduced:

\[
\frac{D}{\Delta P_p} = c(\frac{\Delta P_p}{P})^{-a} \alpha^b (1-\alpha)^c
\]

where \( D \) is the variance of DP signal, \( a, b, c \) are coefficients to be determined under experimental conditions, \( P \) denotes the average pipe pressure before the Venturi tube. In this method, it is necessary to determine the values of \( a, b, c \) according to the experimental
reference void fraction before measurement. Online void fraction measurement can be achieved by using the correlation and the DP signal acquired from the Venturi tube. Although many studies have been carried out to build a correlation between DP information and void fraction in a two-phase mixture, no general correlation presently predicts the void fraction accurately for various flow patterns.

In horizontal gas-liquid two-phase flow, the thicker liquid film at the bottom of a bubble or slug unit occurs with increasing gravity, resulting in a larger void fraction in the top layer of the pipes and a longer region with zero void fraction in the bottom layer (Liu et al. [23]; Colin et al. [24]). Meanwhile, owing to the strong influence of buoyancy, the migration of dispersed bubbles towards the top wall of the horizontal pipe generally causes a highly asymmetrical internal phase distribution, and hence the void fraction reaches a maximum near the top wall of the pipe due to buoyancy (Yeoh et al. [25]). Because there exists a significant influence of gravity and buoyancy on the phase distribution of horizontal gas-liquid two-phase flow (Liu et al. [23]; Colin et al. [24]; Yeoh et al. [25]), a partial DP signal from certain location of Venturi tube cannot reflect the gas-liquid distribution comprehensively and accurately. Hence, DP signals from different locations of one Venturi tube should be considered to provide more information related to gas-liquid distribution. The objective of this study is to analyse the influence of gas-liquid distribution on the fluctuations of DP signals acquired from the top and bottom sections of one Venturi tube, to analyse the void fraction prediction performance according to individual DP signals, and finally to find a solution in order to estimate the void fraction more accurately by combining two DP signals. Empirical mode decomposition (EMD) and Artificial Neural Networks (ANN) were chosen for analysis.
because of the good nonlinear mapping capability of this methodology.

**EXPERIMENTAL FACILITY**

A series of experiments was carried out in State Key Laboratory of Industrial Control Technology in Zhejiang University using the experimental facility shown in Fig. 1. Air and water were used as working fluids. Air is supplied from GX-7FF air compressor produced by Wuxi Atlas Copco Compressor Co. Compressed air flows into a surge tank with 0.4 MPa pressure, and then flows through a calibrated Vortex flowmeter into a two-phase mixer. The Vortex flowmeter is from Henghe Electric Machinery Co., Ltd. Water is supplied from a pump and flows through a calibrated Electromagnetic flowmeter into the two-phase mixer. Gas and liquid phases are mixed through a horizontally installed baffle plate.

Before flowing into the test section, the gas-liquid mixture passed through a straight pipe to ensure a fully developed flow pattern. In this work, the pipe diameter is 40 mm, and the straight pipe before the test section is 15 m long to ensure the flow pattern development. The rotameter with 1.0 % accuracy and Vortex flowmeter with 1.0 % accuracy are used to measure the gas reference flowrate before mixing. The Electromagnetic flowmeter with 1.0 % accuracy is used to measure the liquid reference flowrate before mixing. The Electromagnetic flowmeter is from Shanghai Guanghua Emmett Co. Ltd. After the mixer, flow is two-phase. Two valves are located before the Venturi tube for the reference void fraction measurement. When the flow is stable, two valves shut down simultaneously. At this moment, a section of gas-liquid mixture is blocked between two valves. The liquid is released from the bottom of the pipe and the volume of the liquid is measured. The volume difference between the liquid and the gas-liquid mixture divided by the volume of the gas-liquid mixture is the reference void fraction. After leaving the test section, the two-phase mixture was separated by a gas-liquid separator. Then air was discharged to atmosphere, while the water flowed into a water tank for recycling.
The Venturi tube is installed horizontally in the test section. The Venturi tube is produced by Hangzhou throttling device Co., Ltd. The internal diameter and external diameter of the Venturi tube are 40mm and 46mm, respectively. The ratio of diameter of the Venturi throat to pipe is 0.58 and the accuracy is 1.0 %. Fig. 2 illustrates the Venturi structural parameters and the positions of the pressure taps on the outer-wall along the Venturi tube and those on the cross section of the Venturi tube. The pressure taps are located upstream of the converging cone and at the middle of the throat. Two Rosemount 3051 DP transducers acquire the DP signals from the top and the bottom sections of the Venturi tube, as shown in Fig 2(b). The DP signals were fed to a computer for processing through an A/D converter. During the test, the pipe pressure was varied from 0.25 MPa to 0.40 MPa, the gas mass flowrate ranged from 0.003 kg/s to 0.021 kg/s, the liquid mass flowrate ranged from 1.02 kg/s to 4.22 kg/s, the void fraction ranged from 0.1277 to 0.7490, the quality ranged from 0.00114 to 0.0197, and three kinds of flow patterns namely bubble flow, plug flow and slug flow were observed.

RESULTS AND ANALYSIS

Characteristic variables based on Empirical Mode Decomposition

Fig. 3(a) and Fig. 3(b) illustrate typical DP signals, $\Delta P_{\text{top}}$ and $\Delta P_{\text{bottom}}$, which are acquired from the top section and the bottom section of the Venturi tube, respectively. To analyse the connections between the DP signals and the void fraction, the fluctuating components and the residual component are calculated based on EMD, as shown in Fig. 4.

According to the EMD principle (Huang et al. [26]), the Intrinsic Mode Functions (IMFs) of DP signal are essentially the fluctuating components of DP signal, and the residue is the
mean component of DP signal or the stable part of DP signal. Previous studies indicated that the variance and the mean value of DP signal played an important role in void fraction estimation. Therefore, by combining the fluctuating and stable components of DP signal it would be possible to estimate the void fraction.

The EMD method decomposes the original signal to the fluctuating components, residual component and pseudo-components. Pseudo-components are derived from the energy leakage in the EMD process. The small difference between the actual analogue signal and the corresponding discrete signal leads to a minor deviation between the actual extreme points and the extracted ones. This minor deviation generates an energy leakage, and hence the induced pseudo-components emerge with low frequency and low energy. Therefore, the pseudo-components can be regarded as near-stable components.

Based on the components from EMD, the fluctuating variable, \( F \), and the stable variable, \( R \), are defined according to the following:

\[
F = \sqrt{\frac{1}{m} \sum_{i=1}^{m} x_i^2}
\]

\[
R = \frac{1}{n} \sum_{j=1}^{n} (r + c_j)
\]

where \( x_i \) represents the fluctuating component of DP signal, \( r \) represents the residual component of DP signal and \( c_j \) represents the pseudo-components. \( m \) and \( n \) denote the number of the fluctuating components and the pseudo-components, respectively. Further, the dimensionless fluctuating index \( d \) is defined as:

\[
d = \frac{F}{R}
\]

The EMD method is based on the eigenmodes of the signal, so \( F \), \( R \) and \( d \) can reflect the essential characteristics corresponding to the original signal. Using these
characteristic variables to estimate the void fraction should yield good results.

Two DP signals, $\Delta P_{\text{top}}$ and $\Delta P_{\text{bottom}}$, are acquired from the top section and the bottom section of the Venturi tube, (Fig. 2). Characteristic variables, $F_{\text{top}}, R_{\text{top}}, d_{\text{top}}$, and $F_{\text{bottom}}, R_{\text{bottom}}, d_{\text{bottom}}$, are calculated from $\Delta P_{\text{top}}$ and $\Delta P_{\text{bottom}}$ according to equations (3)-(5). Figs. 5 and 6 illustrate the relationships between the dimensionless variable $d$ and the void fraction $\alpha$ under different liquid flowrate for $\Delta P_{\text{bottom}}$ and $\Delta P_{\text{top}}$.

Figs. 5 and 6 show that there exists a consistent relationship between $d$ and $\alpha$. Under certain liquid flowrates, $d$ increases monotonically with increasing void fraction, an exhibits near-linearity when void fraction is less than 0.4. When void fraction is larger than 0.4, this near-linearity ceases. Furthermore, $d$ decreases with the increasing liquid flowrate for a constant void fraction.

Considering the flow, for conditions of the same void fraction value or similar gas-liquid distribution in the pipe, the flow characteristics are basically identical, and the fluctuating components of the DP signal are also basically similar.

The residue reflects the stable component of the DP signal. In horizontal gas-liquid two-phase flow, due to the effect of gravity, the liquid phase mainly distributes at the bottom of the pipe. Previous research showed that the characteristics of the liquid phase are mainly reflected on the stable component of the DP signal (Sun [27]). i.e., the characteristics of the liquid phase are mainly described by the residue of the DP signal. Therefore, $R$ increases with increasing liquid flowrate. In view of Eq. (5), for a constant void fraction value corresponding to constant $F$, the increase in $R$ will inevitably lead to a decrease in $d$.

Fig. 6 is similar to Fig. 5, however, the values in Fig. 6 are much more scattered and the
values of \( d \) are larger than those in Fig. 5 for the same void fraction value. The reason for this is that \( R \) values calculated from \( \Delta P_{\text{top}} \) are overall smaller than those from \( \Delta P_{\text{bottom}} \), and \( F \) values calculated from \( \Delta P_{\text{top}} \) are generally larger than those from \( \Delta P_{\text{bottom}} \).

In conclusion, the nonlinear relationship between \( \alpha, d \) and \( R \) is unambiguous but is difficult to quantify. Nonlinear mapping may perhaps be a good choice to describe the relationship between the variables. Artificial Neural Networks also has a good nonlinear mapping capability. In what follows we will use ANN model to map the connections between \( \alpha, d \) and \( R \).

**ANN modelling**

ANN is one of the statistical learning algorithms inspired by biological neural network and are used to estimate or approximate the complicated functions which depend on a large number of parameters. An ANN is generally presented as a system of interconnected "neurons" which send messages to each other. The connections between the neurons have numerical weightings which can be tuned based on the experimental data.

ANN is a nonlinear modeling tool, which models the complex relationships between inputs and outputs or elucidates the mode between data (Hornik et al. [28]). The criterion to evaluate the performance of an ANN model is not the learning ability of the training sample data, but the ability to accurately predict new data, which is called the generalization ability. To a certain extent, the generalization ability is also improved with the improvement of the learning ability, but this can be hampered by over-fitting.

Disrupting the order of the input data can make the data appear more typical, which is good for improving the generalization ability of the model. One way to avoid over-fitting is
the training early stop method. This method will randomly separate the sample data into three parts: a training data set, a validation data set and a test data set. There is no overlap between these.

The training data set is used to train neural network. After each training, the validation data set will automatically be input to the neural network to validate the generalization ability and an error will be output after validation. The network system will choose the optimal model according to the error change. Once the output error reaches the minimum, the network system will stop training automatically in order to prevent over-fitting, and hence the network model is determined. Clearly, the training set is used to generate the model, the validation set is used to find the network optimal weights and thresholds, and the test set is used to check the prediction accuracy of the network.

In this work, part of the experimental DP data are chosen to model the neural network. Then the developed neural network is used to predict the void fraction of gas-liquid two-phase flow. The experimental working conditions are shown in Fig. 7.

The experimental working conditions in Fig. 7 involve three kinds of flow patterns including bubble flow, plug flow and slug flow. The training data comprised 102 sets of conditions were examined and were used to build the neural network. The void fraction corresponding to the other 33 sets of conditions are estimated based on the built neural network.

Based on the training data in Fig. 7, the mean square errors calculated based on the training data, the validation data and the test data versus the number of iterations are shown in Fig. 8. The training errors decrease sharply in the initial stage of iteration and then settle at the
later stages of iteration. The validation errors also decrease sharply in the initial stage of iteration but then increase with the iterations. This indicates that the redundant iterations make the ANN contain too much individual information and hence the generalization performance of ANN decreases. The turning point in Fig. 8 corresponds to the best training performance and the ANN model corresponding to this point has the best generalization ability.

Mean square error (MSE) is computed as follows:

\[ MSE = \frac{1}{N} \sum_{i=1}^{N} (\text{output} - \text{target})^2 \] (6)

where \( \text{output} \) represents the output prediction value of neural network model, \( \text{target} \) represents the output reference value, and \( N \) denotes the number of working conditions for prediction.

**Void fraction estimation based on one DP signal**

In order to assess the overall prediction accuracy, the average relative error \( \varepsilon \) is defined as:

\[ \varepsilon = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\text{output} - \text{target}}{\text{target}} \right| \times 100\% \] (7)

The relative error, \( RE \), calculated for assessing the prediction accuracy of each sample, is defined as:

\[ RE = \frac{\text{output} - \text{target}}{\text{target}} \times 100\% \] (8)

According to the analysis above, there exists a nonlinear relationship between the fluctuating index, the stable variable and the void fraction. These variables are input into the developed neural network to predict the void fraction. The experimental reference void fraction is set as the desired output of the neural network. The neural network structure is shown in Fig. 9. It is a three-layer feed-forward network with 20 hidden layer nodes, 2 inputs, 1 output, a sigmoid activation function in the hidden layer and a linear activation function in
the output layer.

\( d_{\text{top}}, R_{\text{top}} \) and \( d_{\text{bottom}}, R_{\text{bottom}} \) are regarded as the input vector of the neural network to predict the void fraction. The average relative errors of void fraction prediction based on \( \Delta P_{\text{top}} \) and \( \Delta P_{\text{bottom}} \) are 10.05 % and 12.46 %, respectively. The relative error of each sample is shown in Figs. 10(a) and (b).

In Fig. 10(a), it is shown that the relative errors are within 10 % and a good prediction accuracy can be achieved when the void fraction is less than 0.4. When the void fraction is larger than 0.4, larger errors appear. The conditions with larger errors are found to correspond to slug flow and plug flow.

Compared with the results based on \( \Delta P_{\text{top}} \), Fig. 10(b) shows that the void fraction prediction errors based on \( \Delta P_{\text{bottom}} \) are larger than 10 % in almost the entire test range. The conditions with larger errors correspond to slug flow and bubble flow.

Based on one DP signal, the void fraction prediction errors for slug flow are a little larger than that for the other two flow patterns. Gas-liquid slug flow is one of the most complex flow patterns. Liquid slugs, small bubbles and large bubbles are heterogeneously distributed in the flow pipeline. The small bubbles coalesce into a large bubble and a large bubble may also be broken into many small bubbles, causing interface changes and complicated interaction between liquid and gas phases. It is generally thought that slug flow can result in a severe fluctuations of void fraction and pressure drop in the pipeline. Therefore, it is difficult to predict the void fraction depending only on one DP signal.

*Void fraction estimation based on two DP signals*
\( \Delta P_{\text{top}} \) and \( \Delta P_{\text{bottom}} \) are acquired from the top section and the bottom section of the Venturi tube, and hence mainly represent the sectional gas-liquid distribution and variation, respectively. Considering that void fraction is related to the gas-liquid distribution across the pipe, combining \( \Delta P_{\text{top}} \) and \( \Delta P_{\text{bottom}} \) will provide an entire liquid-bubble distribution and hence improve the void fraction prediction accuracy. It is necessary to build a connection between the void fraction and the optimal combination of the characteristic variables from Venturi DP signals.

ANN can adjust the weight value and the threshold value to build a map between input and output. Therefore, ANN can be a tool to build a bridge between the characteristic variables \( d_{\text{top}}, d_{\text{bottom}}, R_{\text{top}}, R_{\text{bottom}} \) and the void fraction. The developed ANN model is the optimal combination of \( d_{\text{top}}, d_{\text{bottom}}, R_{\text{top}}, R_{\text{bottom}} \) for void fraction estimation.

Based on ANN and \( d_{\text{top}}, d_{\text{bottom}}, R_{\text{top}}, R_{\text{bottom}} \), the average relative error of void fraction estimation is 8.42%, and the relative errors of each sample is shown in Fig. 11.

From Fig. 11, it can be seen that the errors are closer to zero error line. The data in Table 1 present the proportion of the sample number in a given \( RE \) range to the total sample number. Table 1 shows that for most samples the void fraction prediction errors based on \( \Delta P_{\text{top}} \) are lower than those based on \( \Delta P_{\text{bottom}} \). Combining \( \Delta P_{\text{top}} \) and \( \Delta P_{\text{bottom}} \) lowers the void fraction prediction errors.

In this work, the predicted samples come from 33 different working conditions, including 6 bubble flow, 8 plug flow and 19 slug flow situations. Fig. 12 illustrates the comparison of the void fraction estimation based on \( \Delta P_{\text{top}} \), \( \Delta P_{\text{bottom}} \) and the combination of \( \Delta P_{\text{top}} \) and \( \Delta P_{\text{bottom}} \).
From Fig. 12, it can be seen when the void fraction is less than 0.4, the estimation is satisfactory for different DP. While when the void fraction is larger than 0.4, the prediction errors distribute in a wide range based on either $\Delta P_{\text{top}}$ or $\Delta P_{\text{bottom}}$. Combining $\Delta P_{\text{top}}$ and $\Delta P_{\text{bottom}}$ based on ANN improves the prediction accuracy for the majority of experimental samples.

Fig. 13 illustrates the void fraction prediction errors versus the mixture velocity of gas-liquid two-phase flow. In Fig. 13, the prediction errors based on $\Delta P_{\text{top}}$ mainly distribute within 10%, which is better than those based on $\Delta P_{\text{bottom}}$. When the mixture velocity is small, the inertial force of the working fluid is weak and buoyancy is the dominant force. In this situation, bubbles move close to the top section of the pipe and $\Delta P_{\text{top}}$ induces the bubble distribution and movement directly. Meanwhile, $\Delta P_{\text{top}}$ hardly sense the information related to the liquid movement because the most area at the top section is occupied by bubbles. Therefore, the void fraction estimation based on $\Delta P_{\text{top}}$ is a little bit higher because of the scarcity of information for the liquid. $\Delta P_{\text{bottom}}$ induces bubble distribution and movement mainly by the fluctuation of the liquid flow in the bottom section of the pipe. This unclear connection between $\Delta P_{\text{bottom}}$ and the void fraction results in a relatively large prediction error for a small mixture velocity. When the mixture velocity is high, the inertial force of the working fluid is strong and the buoyancy force is weaker. Then, the bubbles move close to the axis of the pipe and either $\Delta P_{\text{top}}$ or $\Delta P_{\text{bottom}}$ induce only a part of the bubble distribution. Additionally, the high mixture velocity decreases the area occupied by the gas phase at the cross section of the pipe. Therefore, for the working condition with a high mixture velocity, the void fraction is underestimated, as shown in Fig. 13.
Table 2 presents the average relative errors of the void fraction prediction for different flow patterns. It is observed that the void fraction prediction based on $\Delta P_{\text{top}}$ is much better than that based on $\Delta P_{\text{bottom}}$ for bubble flow, which is accordant with the DP signal acquisition position. In bubble flow, the liquid is flowing in the pipe as the continuous phase, and the gas distributes almost homogeneously in the liquid as the dispersed phase along the upper pipe wall. Compared with $\Delta P_{\text{bottom}}$, $\Delta P_{\text{top}}$ reveals much more information related to bubble distribution, which in turn results in a higher void fraction prediction accuracy. Combining $\Delta P_{\text{top}}$ and $\Delta P_{\text{bottom}}$ (based on ANN) reserves effective information and suppresses the information weakly related to the void fraction.

Fig. 14 illustrates the void fraction prediction errors based on $\Delta P_{\text{top}}$, $\Delta P_{\text{bottom}}$, and the combination of $\Delta P_{\text{top}}$ and $\Delta P_{\text{bottom}}$ using coloured bars. The corresponding reference void fraction, gas-liquid slip ratio, $d_{\text{top}}$ and $d_{\text{bottom}}$ for every experimental sample are also shown in Fig. 14. Fig. 14 shows that when the reference void fraction is higher than 0.4, the void fraction is underestimated for most working conditions using the method in this paper. Especially for a higher reference void fraction, the prediction error is much larger. A higher void fraction corresponds to a larger gas-liquid slip ratio. In this situation, a dominant gas flowing generates close to the axis of the pipe and the velocity of gas phase considerably exceeds that of the liquid phase. The larger velocity difference results in a small variation of gas-liquid phase interface and hence weakens the influence of bubbles on the liquid flowing. Because $\Delta P_{\text{bottom}}$ induces the bubbles mainly through the liquid flow, the void fraction prediction value based on $\Delta P_{\text{bottom}}$ is much lower and the prediction errors are noticeable, as shown in Fig. 14 with the green bars. In detail, for experimental samples 1-17 the liquid
flowrate ranges from 9.25 to 14.45 m$^3$/h with a slightly lower void fraction, and hence the gas-liquid slip ratios are relatively lower. The lower slip ratio means the velocity difference between gas and liquid phases is small. Then the influence of bubbles on liquid flowing is strong. In this situation, the void fraction estimation based on $\Delta P_{\text{top}}$ and $\Delta P_{\text{bottom}}$ is satisfactory. However for experimental samples 18-33, the liquid flowrate ranges from 3.73 to 7.91 m$^3$/h with a higher void fraction, and hence the slip ratios are relatively higher. Especially for experimental samples 18-28, the significantly higher gas-liquid slip ratios are one of the causes of void fraction underestimation and slightly larger prediction errors.

For experimental samples 18-33 in Fig. 14, $d_{\text{top}}$ and $d_{\text{bottom}}$ are larger than 1.2, while they are less than 1.2 for experimental samples 1-17. Comparing Figs. 5 and 6 and Fig. 14, it can be seen that experimental samples 18-33 are almost situated at the complex nonlinear section of Fig. 5-6 and the corresponding $d_{\text{top}}$ and $d_{\text{bottom}}$ are larger and scattered, which is another cause of a relatively larger prediction error. Experimental samples 1-17 almost locate at the near-linear section of Figs. 5 and 6 and the corresponding $d_{\text{top}}$ and $d_{\text{bottom}}$ are relatively smaller and concentrated, which results in a relatively smaller prediction errors. Additionally, for experimental sample 32, $d_{\text{top}}$ and $d_{\text{bottom}}$ are larger than 1.2 and the reference void fraction is near 0.4. This sample is outside both the near-linear and nonlinear areas in Figs. 5 and 6. The significant prediction error is due to the difficult match between the fluctuating index of DP signals and the void fraction for this sample. Combining $\Delta P_{\text{top}}$ and $\Delta P_{\text{bottom}}$ based on ANN, we can improve the prediction performance of this sample as shown in Fig. 14. However, a poor prediction for the samples away from or near the boundary of the training area is the general disadvantage of ANN, which makes the improvement for
this sample unsatisfactory. For sample 6, the void fraction is 0.6 and $d_{top}$ is 0.9. For sample 7, the void fraction is 0.27 and $d_{top}$ is 0.68. For sample 17, the void fraction is 0.52 and $d_{top}$ is 0.65. These three samples are also close to the boundary of the training area as shown in Figs. 5 and 6, and hence the prediction error is a little bit larger.

The void fraction prediction results, whether based on $\Delta P_{top}$ or $\Delta P_{bottom}$, are not satisfactory for the complex plug flow and slug flow. Combining $\Delta P_{top}$ and $\Delta P_{bottom}$ (based on ANN) also cannot improve the prediction accuracy for plug flow. From the view of ANN theory, the training samples for bubble flow and plug flow are less than that for slug flow, which is one of the reasons that the improvement of the void fraction prediction accuracy for bubble flow and plug flow is not as noticeable as that for slug flow. In other words, ANN could possibly build a better connection between inputs and outputs if there exist sufficient samples.

The generalization performance of ANN is good for the samples within the maximum scope of the training area, which is called the interpolation feature. However the extrapolation feature of ANN is worse. A few samples corresponding to bubble flow and plug flow scatter outside the training area, which decreases the void fraction prediction accuracy. This work could in future be extended to include vertical orientations and evaporating two-phase flows allowing validations with aforementioned works and current studies [18] [24], [29], [30].

**CONCLUSIONS**

This study proposes a new void fraction estimation method using two differential pressure (DP) signals acquired from one Venturi tube. The method adopts EMD to extract the fluctuating and stable variables of DP signals, and then adopts ANN to develop the map
between the extracted variables and the void fraction.

The study showed the extracted fluctuating index of DP signal from either top section or bottom section of the Venturi tube increases nearly linearly with increasing void fraction when void fraction is less than 0.4. When the void fraction is larger than 0.4, the relationship between the fluctuating index and the void fraction is complex. Therefore, the void fraction prediction performance is satisfactory under the conditions with a lower void fraction and a lower fluctuating index value of DP signal using the method proposed in this work. Under other conditions, the prediction error is relatively larger. The combination of $\Delta P_{\text{top}}$ and $\Delta P_{\text{bottom}}$ based on ANN can improve the prediction accuracy.

When gas-liquid mixture velocity is small, the inertial force of the working fluid is weak and buoyancy is the dominant force. The bubble distribution and movement is induced by $\Delta P_{\text{top}}$ and the liquid movement is suppressed. In this situation, the void fraction is overestimated based on $\Delta P_{\text{top}}$. $\Delta P_{\text{bottom}}$ induces the bubble distribution and movement mainly by the fluctuation of the liquid flowing indirectly in the bottom section of the pipe, which results in a relatively large prediction error. The void fraction is underestimated when the mixture velocity is high because of the interaction between inertial force and buoyancy force.

When there is a high gas-liquid slip ratio there is in a large velocity difference between two phases and thus, a small variation of gas-liquid phase interface weakens the influence of bubbles on the liquid flow. Therefore, the void fraction is underestimated.

Compared with previous void fraction prediction methods based on DP signals, the method used in this work can estimate the void fraction using only two DP signals from one Venturi tube without the pipe pressure measurement before the Venturi tube and without any
coefficient determination prior to the online measurement. This significant simplification without compromising prediction accuracy is advantageous for measurement and analysis.
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Nomenclature

- \(a, b, c\): coefficients in Eq. (2)
- ANN: artificial neural network(s)
- \(c_j\): pseudo-components in DP signal (Pa)
- \(d\): fluctuating index of DP signal
- \(D\): variance (Pa²)
- DP: differential pressure
- EMD: empirical mode decomposition
- \(F\): fluctuating variable of DP signal (Pa)
- \(F_{\text{top}}, R_{\text{top}}, d_{\text{top}}\): \(F\), \(R\) and \(d\) of DP signal from the top section of the Venturi tube
- \(F_{\text{bottom}}, R_{\text{bottom}}, d_{\text{bottom}}\): \(F\), \(R\) and \(d\) of DP signal from the bottom section of the Venturi tube
- IMF: intrinsic mode functions
- \(k_1(\alpha)\): empirical function in Eq. (1)
- \(k_2(\alpha)\): empirical function in Eq. (1)
- \(l\): index in Eq. (1)
- \(m\): number of the fluctuating components in DP signal
- MSE: mean square error
- \(n\): number of the pseudo-components in DP signal
- \(N\): number of working conditions for void fraction prediction
- output: calculated output of neural network model
$P_f$ fluctuating parameter

$P$ average pipe pressure (Pa)

$Q_w$ liquid flowrate ($m^3$/h)

$Q_g$ gas flowrate ($m^3$/h)

$r$ residual component of DP signal (Pa)

$R$ stable variable of DP signal (Pa)

$RE$ relative error

$SD$ standard deviation

$target$ desired output of neural network model

$x_i$ fluctuating component of DP signal (Pa)

**Greek symbols**

$\alpha$ void fraction

$\varepsilon$ average relative error

$\Delta P_{bottom}$ DP signal from the bottom section of the Venturi tube (Pa)

$\Delta P_{top}$ DP signal from the top section of the Venturi tube (Pa)

$\Delta P_{av}$ average of DP signal (Pa)
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Table 1  Void fraction prediction relative error distribution

<p>|                  | $|RE| &lt; 5%$ | $5% \leq |RE| \leq 10%$ | $|RE| &gt; 10%$ |
|------------------|-------------|----------------|--------------|
| $\Delta P_{\text{bottom}}$ | 32.35%     | 20.59%        | 47.06%      |
| $\Delta P_{\text{top}}$    | 38.24%     | 26.47%        | 35.29%      |
| Combining $\Delta P_{\text{top}}$ and $\Delta P_{\text{bottom}}$ | 41.18%     | 29.41%        | 29.41%      |</p>
<table>
<thead>
<tr>
<th>Flow Pattern</th>
<th>$\Delta P_{\text{top}}$, $\varepsilon$</th>
<th>$\Delta P_{\text{bottom}}$, $\varepsilon$</th>
<th>Combination, $\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubble flow</td>
<td>5.43%</td>
<td>10.27%</td>
<td>6.69%</td>
</tr>
<tr>
<td>Plug flow</td>
<td>10.84%</td>
<td>9.15%</td>
<td>10.24%</td>
</tr>
<tr>
<td>Slug flow</td>
<td>11.17%</td>
<td>14.01%</td>
<td>7.99%</td>
</tr>
</tbody>
</table>
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