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The exclusive electroproduction process $\vec{e}p \rightarrow e'n\pi^+$ was measured in the range of the photon virtuality $Q^2 = 1.7-4.5$ GeV$^2$, and the invariant mass range for the $n\pi^+$ system of $W = 1.15-1.7$ GeV using the CEBAF Large Acceptance Spectrometer. For the first time, these kinematics are probed in exclusive $\pi^+$ production from protons with nearly full coverage in the azimuthal and polar angles of the $n\pi^+$ center-of-mass system. The $n\pi^+$ channel has particular sensitivity to the isospin $\frac{1}{2}$ excited nucleon states, and together with the $p\pi^0$ final state will serve to determine the transition form factors of a large number of resonances. The largest discrepancy between these results and present modes was seen in the $\sigma_{LT}$ structure function. In this experiment, 31,295 cross section and 4,184 asymmetry data points were measured. Because of the large volume of data, only a reduced set of structure functions and Legendre polynomial moments can be presented that are obtained in model-independent fits to the differential cross sections.
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I. INTRODUCTION

The study of the excited states of the nucleon is an important step in the development of a fundamental understanding of the strong interaction [1]. Although the existing data of the low-lying resonances are consistent with the well-studied SU(6) $\otimes$ O(3) constituent quark model classification, many open questions remain. On the fundamental level there exists only a very limited understanding of the relationship between quantum chromodynamics (QCD), the field theory of the strong interaction, and the constituent quark models or alternative hadron models. Experimentally, we still do not have sufficiently complete data that can be used to uncover unambiguously the structure of the nucleon and its excited states. For a recent overview of results available before 2004, see Ref. [2]. Precise data to study the transition from the nucleon ground state to the $\Delta(1232)$, in the electroproduction of $\pi^0$ with large-range angular coverage and in a wide range of photon virtualities have become available in recent years [3-11]. Electromagnetic multipoles have been extracted from these measurements covering a large range in photon virtuality $0 < Q^2 < 6$ GeV$^2$. These results have proved crucial in advancing the development of lattice QCD methods to study $\gamma^* N\Delta$ transition form factors [12,13].
The $\Delta(1232)$ state is a relatively isolated isospin $\frac{1}{2}^+$ resonance and is quite accessible in $\pi^0$ electroproduction from proton targets. In the mass region above the $\Delta(1232)$, there is a cluster of three nucleon resonances, the $N(1440)$, $N(1520)$, and $N(1535)$ in the mass range around 1.5 GeV, and at least nine $N^*$ and $\Delta^*$ states in a mass range from 1.62 to 1.72 GeV, many of them with large branching ratios into the $N\pi$ hadronic final state. Single pion electroproduction is highly sensitive to many of these states. To disentangle the different states through their isospin and spin-parity assignments, more detailed experimental information is needed than is available from the $p\pi^0$ final state alone. In particular, most of the states with masses up to 1.7 GeV have isospin $\frac{1}{2}$ and couple more strongly to the $n\pi^+$ final state than to $p\pi^0$. A detailed mapping of this channel is crucial for a successful analysis of the mass range above the $\Delta(1232)$. Such an analysis requires complete information on the center-of-mass angle distribution to separate the contributing partial waves. The first measurement of exclusive $\pi^+$ electroproduction from protons at low $Q^2$ in the resonance region and with complete angular coverage has become available only recently [14]. Previous measurements [15] were very limited in angle coverage and statistical accuracy. Moreover, measurements of polarization observables are very important. Their sensitivity to interferences of resonant and nonresonant amplitudes can enhance the contributions of smaller resonances. For the exclusive $n\pi^+$ final state, beam polarization asymmetries have only been measured in the lower mass and $Q^2$ region [16], and double polarization observables are available only in limited kinematics [17].

The symmetric constituent quark model (CQM) allows one to make predictions for the systematics of the excited $N^*$ and $\Delta^*$ spectrum, as well as for the internal structure of these states. Although the resonance spectrum up to a mass of 1.7 GeV is reasonably well explored, the internal structure of most states above the $\Delta(1232)$ has been studied only very crudely. For example, the lowest nucleonlike state is the $N(1440)$ with $J^P = \frac{1}{2}^+$. Model predictions for this state disagree widely on its transition form factors, and precise experimental information is currently available only from single pion photoproduction [18,19], and in the range $Q^2 < 0.65$ GeV$^2$ from recent single pion [14] and double pion electroproduction [20]. The analyses of these data [21,22] made use of differential cross sections as well as of polarized electron beam asymmetries. The latter were found to be highly sensitive to the amplitudes of the very broad $N(1440)$ state through interference of the resonant and nonresonant amplitudes. They revealed transition form factors that show a very strong $Q^2$ dependence for the transverse(magnetic) amplitude and a large coupling to longitudinal photons. Such a behavior is not understood within nonrelativistic CQMs [23,24] or the hybrid model [25] and indicates possible large contributions from vector mesons [26] or relativistic effects [27]. To further explore this behavior, measurements at higher $Q^2$ are necessary, where models make distinctly different predictions.

The transition to the $N(1520)$ state with $J^P = \frac{3}{2}^-$ is predicted within the CQM [27–29] to rapidly change the helicity structure of the $\gamma NN^*$ vertex from the total helicity $\lambda_{\gamma NN} = \frac{1}{2}$ dominance at the real photon point to $\lambda_{\gamma NN} = \frac{1}{2}$ dominance at short distances (i.e., high $Q^2$). Quark models predict a similar behavior for the $N(1680) J^P = \frac{3}{2}^+$ state. Earlier analyses of older data found indications for such a behavior [2,30], but a precise mapping over a large $Q^2$ range has not been accomplished. Apart from the $\Delta(1232)$, the $N(1535)$ is the only state for which the transverse transition form factor has been measured in a large range of $Q^2$ [2,31–33]. This state has a large branching ratio to both the $p\eta$ and the $N\pi$ channels. Measurement of this state in the $n\pi$ channel is important to obtain information on the longitudinal photocoupling amplitude that is difficult to access in the $p\eta$ channel. Moreover, it will allow us to test for meson cloud effects in the resonance transition, which may be different for the two channels.

II. KINEMATICS

We report on measurements of differential cross sections and polarized electron beam asymmetries with the CEBAF Large Acceptance Spectrometer (CLAS) at Jefferson Lab using a polarized continuous electron beam of 5.754 GeV incident on a liquid-hydrogen target. The kinematics of single pion electroproduction is displayed in Fig. 1. In the one-photon exchange approximation, the electron kinematics is described by two Lorentz invariants: $Q^2$, characterizing the virtuality of the exchanged photon, and $v$, the transferred energy.

\begin{equation}
    Q^2 \equiv -(k_i - k_f)^2 = 4E_iE_f \sin^2 \frac{\theta_e}{2}
\end{equation}

\begin{equation}
    v \equiv \frac{p_i \cdot p_f}{M_p} = E_i - E_f,
\end{equation}

where $k_i$ and $k_f$ are the initial and final four momenta of the electron and $p_i$ and $p_f$ are the virtual photon and target four momenta. $E_i$ and $E_f$ are the initial and final electron energies in the laboratory frame, $\theta_e$ is the electron scattering angle, and $M_p$ is the proton mass. Another related quantity is the invariant mass of the hadronic final state $W$ that can be expressed as:

\begin{equation}
    W^2 \equiv (p_f + p_i)^2 = M_p^2 + 2M_p v - Q^2.
\end{equation}

In this measurement the scattered electron and the outgoing $\pi^+$ are detected, whereas the final state neutron is unobserved. Because the four-momentum of the incident electron and of the target proton are known, the four-momentum of the missing

FIG. 1. Kinematics of single $\pi^+$ electroproduction.
system $X$ in the final state can be reconstructed and its mass determined as:

$$M_{X}^2 \equiv [(k_i + p_i) - (k_f + q_f)]^2.$$  

(4)

where $q_{\pi}$ is the pion four-vector. For single $\pi^+$ production, the constraint on the missing mass is $M_{X} = M_{\pi}$. The outgoing $\pi^+$ is defined by two angles in the center-of-mass frame, the polar angle $\theta^*_\pi$ and the azimuthal angle $\phi^*_\pi$. The latter is the angle between the electron scattering plane and the hadronic production plane. It is defined such that the scattered electron trajectory lies in the $\phi^*_\pi = 0$ half plane with the $z$ axis pointing along the virtual photon three-momentum vector. The kinematics is completely defined by five variables ($Q^2, W, \theta^*_\pi, \phi^*_\pi, \phi_e$). The $\phi_e$ is the electron azimuthal angle. In the absence of a transverse polarization of the beam or the target nucleon, the cross section does not depend on $\phi_e$ and can be written as [2]:

$$\frac{d^2\sigma}{dE_f d\Omega^*_{\pi}} = \Gamma_v \times \frac{d^2\sigma}{d\Omega^*_{\pi}},$$  

(5)

where

$$\Gamma_v = \frac{\alpha}{2\pi^2 Q^2} \frac{(W - M^2_{\rho})E_f}{2M_{\rho}E_e} \left(1 - \frac{1}{\epsilon}\right)$$  

(6)

$$\epsilon = \left[1 + 2 + \left(1 + \frac{v^2}{Q^2}\right)\tan^2 \theta^*_\pi\right]^{-1}$$  

(7)

$$\frac{d^2\sigma}{d\Omega^*_{\pi}} = \sigma_T + \epsilon \sigma_L + \epsilon \sigma_{LT} \cos 2\phi^*_\pi + \sqrt{2\epsilon(1 + \epsilon)}\sigma_{LT} \cos \phi^*_\pi$$  

$$+ h\sqrt{2\epsilon(1 - \epsilon)}\sigma_{LT} \sin \phi^*_\pi.$$  

(8)

The parameter $\epsilon$ represents the virtual photon polarization, $\Gamma_v$ is the virtual photon flux, $h$ is the electron helicity, and $d\sigma / d\Omega^*_{\pi}$ is the differential pion photoabsorption cross section.

### III. REACTION MODELS

Beginning in the late 1990s, model approaches have been developed that aim at accurately reproducing the experimental data. In Sec. VII we compare some of the results with calculations based on model descriptions such as the Dubna-Mainz-Taipei (DMT) model [35], several versions of the MAID model [36], and the Sato-Lee model (SL) [37]. In addition, a unitary isobar model (UIM) was developed by the Yerevan-JLab group [21,38], which contains many features of MAID but incorporates different energy dependencies of the background amplitudes. This approach allows us to fit experimental cross sections and polarization asymmetries to extract resonance transition form factors. We briefly summarize the main features of these models. They are discussed in more detail in Ref. [2].

MAID and related models are based on an isobar description of the single pion production process. They incorporate nonresonant amplitudes described by tree-level Born terms, and also include $\rho$ and $\omega$ $\omega$-channel processes that are relevant mostly in the region of higher resonances. Figure 2 shows the diagrams contributing to the reaction $e^+e^- \rightarrow e^+e^-\pi^+\pi^-$ at low and intermediate energies. The vertex functions for the virtual photon coupling to hadrons are parameterized according to their respective on-shell form factors for which there is prior experimental information. Resonances are parametrized by a phenomenological description using a relativistic Breit-Wigner form with an energy-dependent width. The total amplitude for single pion production is unitarized in a $K$-matrix formulation. Only single channels are included, and multichannel effects such as $\gamma N \rightarrow (\rho N, \pi \Delta) \rightarrow \pi N$, which could be important in the second and third resonance regions, are neglected. From an experimental viewpoint, the attractive feature of these descriptions is their flexibility that allows adjusting parameters, such as electromagnetic transition form factors and hadronic couplings, as new experimental information becomes available. However, all of these descriptions lack significant predictive power, and a comparison with new data will tell us more about how well electromagnetic and hadronic couplings have been parametrized rather than about the intrinsic structure of the nucleon.

Dynamical models, such as the SL and DMT models start from a consistent Hamiltonian formulation. In these models the nonresonant interaction modifies the resonant amplitude. The SL model provides the most consistent description of the interaction but is currently limited to the region of the $\Delta(1232)$ resonance, whereas in the DMT model the resonance amplitudes are parametrized according to a specific Breit-Wigner form that simplifies the inclusion of higher resonances. The $s$-channel resonance parametrization in the DMT model is similar to what is used in the isobar descriptions such as the MAID and UIM approaches. A different approach is used in the Ohio model [39], which starts from a Salpeter equation for the pion-nucleon system. The photon is subsequently attached to describe the photo-pion reaction. In this approximation, retardation effects are neglected, and the pion, nucleon, and resonance exchanges appear instantaneously. In pion electroproduction this approach leads to an unphysical singularity at finite $Q^2$, which can be avoided in some ad hoc approximations. The model has so far only been used to compare with polarization beam asymmetries at relatively low photon virtualities [40].

Once the transition form factors have been extracted from the data, their interpretation in terms of the intrinsic structure of the nucleon must then involve comparisons with nucleon structure models, such as the many versions of CQM’s, and with lattice QCD calculations.
IV. EXPERIMENTAL SETUP

The measurement was carried out with the CEBAF Large Acceptance Spectrometer (CLAS) [41]. A schematic view of CLAS is shown in Fig. 3. CLAS utilizes a magnetic field distribution generated by six flat superconducting coils, arranged symmetrically in azimuth. The coils generate an approximate toroidal field distribution around the beam axis. The six identical sectors of the magnet are independently instrumented with 34 layers of drift cells for particle tracking, plastic scintillation counters for time-of-flight (TOF) measurements, gas threshold Čerenkov counters (CC) for electron and pion separation and triggering purposes, and scintillator-lead sampling calorimeters (EC) for photon and neutron detection and triggering. To aid in electron/pion separation, the EC is segmented into an inner part facing the target, and an outer part away from the target. CLAS covers on average 80% of the full 4π solid angle for the detection of charged particles. Azimuthal angle acceptance is maximum at large polar angles and decreases at forward angles. Polar angle coverage ranges from about 8° to 140° for the detection of π+. Electrons are detected in the CC and EC covering polar angles from 15° to 55°, this range being somewhat dependent on the momentum of the scattered electron. The target is surrounded by a small toroidal magnet with normal-conducting coils. This magnet is used to shield the drift chambers closest to the target from the intense low-energy electron background resulting from Moller electron scattering processes. In the current experiment, only two charged particles need to be detected, the scattered electron and the produced π+, whereas the full final state is reconstructed using four-momentum conservation constraints.

The continuous electron beam provided by CEBAF is well suited for measurements involving two or more final state particles in coincidence, leading to very small accidental coincidence contributions of <10⁻³ for the instantaneous luminosity of 10⁻³⁴ cm⁻² s⁻¹ used in this measurement.

The measurement was performed from October 2001 to January 2002. A polarized electron beam of current 8 nA and an energy of 5.754 GeV was directed onto a 5-cm-long liquid-hydrogen target. The longitudinally average beam polarization was 72.7% and was routinely measured during the experiment using a Moller electron polarimeter. The beam helicity was switched at a rate of 30 s⁻¹ in a pseudorandom fashion, and the charge for each helicity state was integrated in a totally absorbing Faraday cup (FC). Empty target runs were performed to measure contributions from the target cell windows. The target was located 4 cm upstream of the nominal CLAS center. The torus magnet was set at 90% of its maximum field. Events were triggered on a single electron candidate defined as a coincidence of the total energy deposited in one sector of the EC and a signal in the CC in the same sector. A minimum energy of 640 MeV deposited in one EC sector was required in the trigger. All events were first written to a RAID disk array and later transferred to the tape silo of the Jefferson Lab computer center. Raw data were subjected to the calibration and reconstruction procedure that are part of the standard CLAS data analysis chain. The reaction studied in this article contributed only a fraction to the total event sample, and a more stringent event selection (“skimming”) was applied to select events with one electron candidate and only one positively charged track. These events were subject to further selection criteria described in the following sections.
V. DATA ANALYSIS

A. Event selection

1. Electron identification

Selection of electron candidates in CLAS at the level 1 trigger is achieved by requiring that the energy deposited in the EC and the CC hit be in the same sector. Such an open trigger does not provide a stringent electron selection at the relatively high beam energy, and additional selection criteria must be applied in the offline event analysis. First, we require that the EC and CC hits are geometrically matched with a negatively charged track reconstructed in the drift chambers (DC). Second, we employ the direct correlation between the energy deposited in the calorimeter and the momentum obtained in the track reconstruction in the magnetic field. About 30% of the total energy deposited in the EC is directly measured in the active scintillator material. This detectable portion of the EM shower is referred to as the “sampling fraction” ($\alpha$). The remaining 70% of the energy is deposited mostly in the lead sheets that are interleaved between the scintillator sheets as showering material. A GEANT [34] based Monte Carlo simulation package (GSIM) was used to determine the EC response as a function of electron energy. The sampling fraction is nearly energy independent, and for this experiment $\alpha \equiv E_{\text{vis}} / E_{\text{tot}} = 0.291$, where $E_{\text{vis}}$ is the visible deposited energy in the scintillator material, $E_{\text{tot}}$ is the total deposited energy in the scintillator material of EC. The value of $\alpha$ can vary somewhat with the energy calibration of the calorimeter but was kept constant during the entire run period. Lower values of $\alpha$ are observed in cases where electrons hit the calorimeter near the edges, and a fraction of the shower energy leaks out of the calorimeter volume. To eliminate such edge effects, fiducial regions were defined for the calorimeter that assure full energy response as long as the electrons hit the calorimeter inside the fiducial regions.

In contrast to electrons, charged pions do not create EM showers and deposit energy largely though ionization, resulting in minimum energy deposited in the calorimeter. Minimum ionizing pions are easily eliminated by simple minimum energy cuts. Pions that undergo hadronic interactions also deposit only a fraction of their full energy in the calorimeter volume, with more energy lost in the outer parts of the EC, while showering electrons deposit most of their energy in the inner part of the calorimeter. Cuts were applied to the sampling ratio as well as to the minimum energy deposited in the total EC and in the inner part (EC$_{\text{inner}}$). Figure 4 shows the total energy deposited in the EC scintillators versus the electron momentum before and after all cuts are applied to the sampling ratio and the total EC energy. Pions were rejected with the following energy cuts: EC$_{\text{inner}} > 50$ MeV and EC$_{\text{total}} > 140$ MeV. In addition, events were eliminated if the number of photoelectrons recorded in the CC did not exceed 2.5 for electron candidates. Such tracks were more likely associated with negatively charged pions than with electrons. Using a Poisson distribution for the number of photoelectrons, corrections were applied for the small losses of electron events that occurred due to this cut. These corrections were done separately for all bins in $\theta$ and $\phi$ angles to take into account the variation of the average number of photoelectrons with kinematics.

The electron beam was centered on the hydrogen production target cell which, as can be seen in Fig. 5, was located vertically about $-3.5$ mm relative to the CLAS center and horizontally displaced by about 0.9 mm. The beam offset caused an azimuthal dependence of the reconstructed $z$ vertex ($z_{\text{vtx}}$). After the beam offset was corrected, the azimuthal dependence of $z_{\text{vtx}}$ was eliminated. Events were selected in the range $-80 < z_{\text{vtx}} < -8$ mm to eliminate contributions from the exit window of the scattering chamber, which is located 2 cm downstream of the target cell.

2. Pion identification

Charged pions are identified by combining the particle velocity $\beta = v/c$, which is obtained from the difference of the vertex start time and the TOF measurement in the TOF counters with the particle momentum from tracking through the magnetic field using the CLAS drift chamber system.

Precise timing calibrations are obtained by relating the electron timing to the highly stabilized radio frequency of the CEBAF accelerator. To isolate pions from protons, a $3\sigma$ cut on $p_h$ vs. $p_h$ is applied. Using the reconstructed particle momentum and the timing information from the TOF counters, the mass of the particle was determined and is displayed versus the particle momentum in the Fig. 6. After pions were selected, the start time of the event at the vertex was determined.

FIG. 5. (Color online) (Left) Reconstructed $x$ and $y$ target positions, showing an offset of $x = 0.90$ mm and $y = -3.45$ mm, respectively. The right panel shows the $z$ vertex before (thin solid line) and after (bold solid line) the beam offsets in the $x$ and $y$ target positions have been corrected.

FIG. 4. (Color online) Energy in EC vs. momentum for electron candidates before EC energy cuts (left) and after all cuts (right).
C. Kinematic corrections

Evidence for the need of kinematical corrections is seen in the dependence of the invariant mass of the elastic peak on the azimuthal angle. This effect is most prominent at forward polar angles where the torus coils come close to each other and is largely due to small misalignments of the torus coils resulting in a slightly asymmetric magnetic field distribution. To compensate for the small magnetic field distortions, corrections were made to the reconstructed particle momentum vector. As a first step we use the kinematically constrained elastic $ep \to ep$ process to correct for possible distortions in the reconstructed scattering angle. Using the known electron beam energy, the elastic ep scattering kinematics is completely determined by the two angles. The proton angle is well measured at large scattering angles where the tracking system is well aligned, and we assume it to be accurately known, whereas scattered electrons are detected at small angle where the alignment of the tracking chambers is less well known, and small position shifts can result in significant shifts in reconstructed angles. Given these conditions, the electron scattering angle can then be predicted and compared with the measured angle. The corrections turn out to be less than 1 mrad for most of the phase space; however, close to the torus coils, corrections can be up to 5 mrad. We attribute this significant effect to the distortions of the magnetic field close to the torus coils. Electron momentum corrections are derived from the difference between the predicted and measured momenta, using the corrected polar angles for elastically scattered electrons. The size of these corrections decreases to less than 0.5% with increasing scattering angle but can be up 1.5% close to the torus coils. Corrections to the polar angle of the $\pi^+$ are applied using the angle corrections previously determined for electrons. The $\pi^+$ momentum is corrected by matching the observed missing mass $M_X$ to the neutron mass in the process $ep \to ep^+n$. The exclusive process $ep \to ep^+n$ is determined with a neutron mass resolution of $\sigma_n \approx 18$ MeV.

The kinematic corrections have been tested using other exclusive processes with a neutral particle in the final state, e.g., $ep \to ep\pi^+, ep\eta$, and $ep \to ep\omega$. In all cases, the mass of the undetected particles is reconstructed with better than 2 MeV accuracy. We take this as evidence that the kinematics of the measured particles are well determined after all corrections are applied.

D. Fiducial volumes

The $ep \to ep^+n$ reaction has been simulated in the entire phase space allowed by the incident beam energy and the CLAS acceptance. However, the CLAS acceptance is a complicated function of the kinematical variables, and there are
areas, e.g., the mechanical support structure of the Čerenkov counter mirrors and areas close to the CLAS torus coils, that are difficult to model with GSIM. To avoid the complication of edge effects, fiducial volumes with nominally full acceptance for particle detection were defined. These functions depend on azimuthal and polar angles, momentum, and charge and are different for electrons and pions.

1. Electron fiducial volumes

Geometrical fiducial cuts were defined to select forward regions of the detector that could be reliably simulated by the GSIM program. The Čerenkov counter efficiency has a complicated dependence on $\theta_e$ and $\phi_e$ near the acceptance edges. Fiducial volumes were defined to isolate the regions with uniform efficiency distributions. Due to the effects of the magnetic field, the angular fiducial volume also depends on the momentum of the scattered electron. The electron ($\theta_e, \phi_e$) distributions are shown in Fig. 8 without and with the fiducial cuts applied. At forward angles a rapidly varying response of the Čerenkov counters can be seen that is due to non-uniform light collection. Applying the fiducial volume cut eliminates these regions from further analysis. The solid curve in Fig. 8 shows the boundary of the fiducial cut for the central momentum in that bin. Only events inside the black curve (blue area) are used in the analysis. In addition, a set of $\theta_e$ versus $p_e$ cuts was used to eliminate areas with reduced efficiency due to malfunctioning TOF counter photomultipliers or drift chamber segments with broken wires. The CLAS detector also contains regions with no acceptance or with low efficiency. These regions were removed as well. Holes in the acceptance are mainly due to the torus coils, and in the forward region, due to the vacuum beam pipe and lead shielding surrounding the beam pipe.

2. Pion fiducial volumes

The fiducial volumes for the produced $\pi^+$ are significantly different from the electron fiducial volumes. Because pion detection requires only charge particle tracking in the drift chamber system and TOF measurements in the plastic scintillators, pions were detected in a much larger polar angle range from about $8^\circ$ to $140^\circ$. Pion acceptance at low angles is increased by the fact that pions are bend away from the beamline.

E. Kinematical binning

The CLAS detector covers a very large kinematic range in the four variables $W$, $Q^2$, $\cos \theta_e^*$, and $\phi_e^*$. For further analysis, the data binning was matched to the underlying physics to be extracted. The study of nucleon excitations requires the analysis of the azimuthal $\phi_e^*$ dependence of the differential cross section to determine structure functions in the differential cross section and the analysis of the polar angle dependence to identify the partial wave contributions at a given invariant mass of the hadronic final state. The binning in the hadronic mass $W$ must accommodate variations in the cross section, taking into account the width of resonances and their threshold behavior. However, the $Q^2$ dependence is expected to be smooth. Table I shows the binning in these variables. The

<table>
<thead>
<tr>
<th>Variable</th>
<th>Num. bin</th>
<th>Range</th>
<th>Bin size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>27</td>
<td>1.15−1.7 GeV</td>
<td>20 MeV</td>
</tr>
<tr>
<td>$Q^2$</td>
<td>7</td>
<td>1.1−5.0 GeV²</td>
<td>Variable</td>
</tr>
<tr>
<td>$\cos \theta_e^*$</td>
<td>10</td>
<td>−1.0−1.0</td>
<td>0.2</td>
</tr>
<tr>
<td>$\phi_e^*$</td>
<td>24</td>
<td>−180.−180°</td>
<td>15°</td>
</tr>
</tbody>
</table>

FIG. 8. (Color online) Electron fiducial cut at electron momentum range: $2.15 < p_e < 2.53$ GeV for sector 1. The histograms on the right show the $\phi_e$ distributions at two values of $\theta_e$. The highlighted area in the center indicates the selected fiducial range.

FIG. 9. (Color online) Kinematic coverage in $Q^2$ (GeV²) versus $W$ (GeV) (left) and in $\phi_e^*$ versus $\cos \theta_e^*$ (right). The solid lines show the bins used in the data analysis.
$Q^2$ binning varies as $\Delta Q^2 = 0.2 \times Q^2$ to partly compensate for the rapid drop in cross section with increasing $Q^2$, whereas the binning in the other quantities is fixed. The total number of cross section bins is 45,360. Figure 9 shows coverage in the hadronic center-of-mass angles, and the binning used for the extraction of the differential cross sections. As can be seen, the measurement covers nearly the entire range in $\phi_\pi^*$ and $\cos \theta_\pi^*$, with the exception of a region near $\phi_\pi^* = 0^\circ$ and $\cos \theta_\pi^* = -0.2$, where the acceptance is significantly reduced. These regions are eliminated from the analysis by requiring a minimum acceptance for each bin.

VI. SIMULATIONS

An essential part of the data analysis is the accurate modeling of the acceptance and event reconstruction efficiency for the process $ep \rightarrow e\pi^+n$ in the entire kinematic region accessible with CLAS. The MAID00 physics model [36] was used as an event generator to populate the covered phase space as closely as possible to the measured distributions. Nearly 200 M $ep \rightarrow e\pi^+n$ events were generated covering the measured kinematics. A GSIM post processor (GPP) was used to adjust the detector response such that the simulated resolutions were compatible with their widths with the measured distributions. This allowed us to apply the same selection criteria for the simulated events as for the data and gave an accurate estimate of acceptances and reconstruction efficiencies. The GPP was also used to account for missing channels in the drift chambers and malfunctioning photomultipliers and electronics channels in the various detectors. As previously discussed, cuts were applied to limit the reconstructed events to the fiducial volumes.

A. Acceptance corrections

The CLAS detector has a large acceptance; however, there are important nonuniformities and inefficiencies in some areas that need to be carefully taken into account when relating the experimentally measured yields to the differential cross sections. The complexity of the geometrical acceptance convoluted with the reconstruction efficiency that depends on all kinematical variables prohibits an analytical approximation. Instead, for each depends on all kinematical variables prohibits an analytical acceptance convoluted with the reconstruction efficiency that differential cross sections. The complexity of the geometrical volumes.

In some regions, for example, close to the torus coils, the acceptance may change rapidly with the azimuthal angle $\phi_\pi^*$ and may even be zero in part of the bin. To avoid inaccuracies of the acceptance calculations due to the binning effects, we placed minimum acceptance cut 2.5% all bins. This cut affected mostly the region near $\phi_\pi^* = 0^\circ$. The average acceptance is around 6 ~ 7%.

B. Radiative corrections

The inclusive radiative corrections developed by Mo and Tsai [45] cannot be applied to exclusive pion electroproduction without additional assumptions. In this analysis we have used the approach developed by Afanasiev et al. [46] for exclusive electroproduction of pseudoscalar mesons. This approach uses a model cross section as input and performs an exact calculation without relying on the usual “peaking approximation” or the separate treatment of “soft” and “hard” photon radiation.

Radiative processes affect the measured cross section for inclusive electron scattering. They can also modify the measured angular distributions of the hadronic final state. Therefore, a model input that closely reflects the unradiated fivefold differential hadronic cross section is important. MAID03 was used as model input in a first step, and parameters were adjusted subsequently to optimize the procedure. Figure 10 shows as an example the $\cos \theta_\pi^*$ and $\phi_\pi^*$ dependences of the correction factor from exact calculation (left) and leading log approximation (right) from ExcluRad. The calculation agrees with each other within 5%.

\[
R = \frac{\sigma_{\text{rad}}}{\sigma_{\text{norad}}}
\]

for fixed $W$ and $Q^2$, where $\sigma_{\text{rad}}$ is the radiative cross section and $\sigma_{\text{norad}}$ is the unradiated cross section. At fixed $Q^2$ and $W$ in the $\Delta(1232)$ region, the radiative corrections are of the order of 20% and have a visible effect on the angular distribution in the hadronic center-of-mass.

FIG. 10. (Color online) Examples of ExcluRad results of radiative correction factors for the pion production cross section at a specific kinematics in $W = 1.40$ GeV, $Q^2 = 1.7$ GeV$^2$. The left graph shows the exact calculation; the right panel shows the leading log approximation.
C. Normalization

The large acceptance of CLAS and the inclusive electron trigger used in the measurement allowed us to measure elastic and inelastic inclusive electron proton scattering simultaneously with the exclusive process. This allowed us to compare the results with elastic cross sections obtained in dedicated experiments and to cross-check our electron detection efficiency obtained from simulations of the CLAS response. The cross section for the elastic process $ep \rightarrow e(p)$ is well known, and parametrizations of its angular dependence can be compared with our measured cross sections. In comparison with the parametrization of Bosted [42], deviations of less than 5% are observed. We also compared our inclusive inelastic cross section with two parametrizations by Brasse [43] and Keppel [44]. The two parametrizations agree well with each other for $W < 45$ GeV, whereas there are discrepancies between the two parametrizations at and below the $\Delta$ resonance and in the resonance region at and above 1.5 GeV. We find excellent agreement at all $Q^2$ with our data in regions where the two parametrizations agree with each other. From the elastic and inelastic cross-section measurements, we conclude that the overall normalization uncertainty of this measurement is about 5%.

D. Bin centering corrections

As the cross section can vary significantly within a given kinematics bin, the center of that bin may not coincide with the cross section weighted average within that bin. Corrections are applied using MAID03 as a reasonable representation of the cross section weighted average within that bin. Corrections are incorporated into the models. The relative good model description of the shape of the data. However, the relatively good model of the $\Delta(1232)$ region is largely due to the fact that the resonance contributions are known from the analysis of $p\pi^0$ electroproduction in that mass range and have been incorporated into the models. The $p\pi^0$ channel is more sensitive to isospin $\frac{3}{2}$ resonances, and it also has less strength in the nonresonant amplitudes. At high $Q^2$ there are discrepancies with the models discussed for near in-plane azimuthal angles.

VII. RESULTS AND DISCUSSION

A. Differential cross sections

The fivefold differential cross section for single pion electroproduction is given by following Eq. (11):

$$\frac{d^5\sigma}{dE_f d\Omega_f d\Omega_e} = \frac{1}{2\pi} \sum L \text{ Acc } \epsilon_{CC} \Delta W \Delta Q^2 \Delta \cos \theta_e \Delta \phi_e$$

$$\times \frac{d(W, Q^2)}{d(E_f, \cos \theta_e)} ,$$

(11)

where $L$ is the integrated luminosity and $\epsilon_{CC}$ is the efficiency of the Čerenkov counter. The last term is the Jacobian:

$$\frac{d(W, Q^2)}{d(E_f, \cos \theta_e)} = \frac{2 M_p E_i E_f}{W} .$$

(12)

As mentioned earlier, a 2.5% minimum acceptance cut was applied to all bins. This cut was used to eliminate bins near the acceptance boundaries and in regions where pion scattering from the torus coils could influence the simulated acceptance.

Due to the large number of kinematic bins, the resulting differential cross section values cannot be presented in full in this article. The complete set of cross sections are tabulated in the CLAS Physics Data Base [47]. In this article we only present examples for the $\phi_e^*$ and $W$ dependences of the differential cross sections. From Eq. (7) it is clear that the general structure of the differential cross section for single pion production with unpolarized electrons can be written as:

$$\frac{d\sigma}{d\Omega_e} = A + B \cos 2\phi_e^* + C \cos \phi_e^* .$$

(13)

By fitting the $\phi_e^*$ dependence of the cross section we can extract the coefficients $A$, $B$, $C$, which depend on $Q^2$, $W$, and $\cos \theta_e^*$ only. They are related to the various cross-section pieces as given in the following equations:

$$A = \sigma_T + \epsilon \sigma_L$$

(14)

$$B = \epsilon \sigma_{TT}$$

(15)

$$C = \sqrt{2\epsilon(1 + \epsilon)} \sigma_{LT} .$$

(16)

In Figs. 11 and 12 the $\phi_e^*$ dependence of the differential cross section is shown for various $Q^2$ and $W$ values at fixed $\cos \theta_e^*$, and compared with models discussed in Sec. III. In the $\Delta(1232)$ region and at lower $Q^2$, the models are close to each other, and in general, give a good description of the shape of the data. However, the relatively good model description of the $\Delta(1232)$ region is largely due to the fact that the resonance contributions are known from the analysis of $p\pi^0$ electroproduction in that mass range and have been incorporated into the models. The $p\pi^0$ channel is more sensitive to isospin $\frac{3}{2}$ resonances, and it also has less strength in the nonresonant amplitudes. At high $Q^2$ there are discrepancies with the models discussed for near in-plane azimuthal angles.
indicating that nonresonant contributions may not be fully represented in the model calculations. The discrepancies between the models and the data become larger with increasing $W$, clearly showing that there is significant strength missing in the mass region above the $\Delta(1232)$. This indicates that the strengths of some of the higher-mass resonances are underestimated in the models. In Fig. 12 cross sections are displayed at fixed $Q^2$ and $\cos \theta^* \pi$ for different regions in $W$ where resonance contributions should be maximum. The $W$ dependence of the differential cross section is shown in Fig. 13 for selected $\phi^* \pi$ and $\cos \theta^* \pi$ bins and different $Q^2$ values. The $\Delta(1232)$ and the resonances around $W = 1.5$ GeV are clearly seen at all $Q^2$.

**B. Electron beam asymmetry**

The experiment was performed with a highly longitudinally polarized electron beam on an unpolarized hydrogen target. The beam polarization allows access to the structure function $\sigma_{LT}'$, which can be separately determined by a measurement of the polarized beam asymmetry for the yield of pions produced by electrons with helicity aligned parallel and antiparallel to the beam direction. The asymmetry can be written as

$$ A_{LT}' = \frac{N_+ - N_-}{P_e(N^+_\pi + N^-_\pi)} $$

where $P_e$ is the electron polarization and $N^{\pm}_\pi$ is the measured number of pion events in a specific kinematic bin for $\pm$ electron beam helicity states after applying all corrections. To obtain the $N^{\pm}_\pi$ for each bin, corrections for the beam charge asymmetry, radiative effects, and binning effects have been applied. The beam charge asymmetry (BCA) may result from a helicity-dependent current variation present in the beam. The BCA was measured and monitored continuously using the charge information from the Faraday cup and other beam monitors. In addition, the inclusive elastic and inelastic electron scattering rates were measured continuously. These rates were normalized to the integrated charge for each helicity state. This was accomplished using MAID00 as the model cross section input. MAID03 was used to study systematic uncertainties, which were found to be less than 1%. The corrected asymmetry is given by

$$ A_{LT}' = \frac{N^+_\pi / RC^+ - N^-_\pi / RC^-}{N^+_\pi / RC^+ + N^-_\pi / RC^-} $$

$$ RC^{\pm} = \frac{\sigma^{\pm}_{rad}}{\sigma^{\pm}_{norad}} $$

where $\sigma^{\pm}_{rad}$ and $\sigma^{\pm}_{norad}$ are the radiated and nonradiated model cross sections for each helicity state. Bin centering corrections were found to be negligible in the asymmetry.

Examples of the electron asymmetry $A_{LT}'$ are shown in Fig. 14. We can see the sensitivity of this quantity to different models. None of the models gives a satisfactory description
of $A_{LT}$ for all angle bins. At the higher $W$ the comparison shows a strong model sensitivity. Large discrepancies are seen at forward angles and high $W$. This could be due to an underestimation of $t$-channel processes.

**C. Systematic uncertainties**

The main contributions to the systematic uncertainties of this measurement are due to the cuts applied to identify electrons and positively charged pions and the definition of the fiducial volumes. They were studied by individually changing the cut values for the electron and pion selection to provide more stringent or less stringent particle selections and redoing the complete analysis. This resulted in global estimates of the systematic uncertainties of $\pm 5.9\%$.

All other contributions are at the 1% level or below. These include uncertainties due to the missing mass cut (cut at $\pm 3\sigma$ vs. cut at $\pm 2\sigma$ from peak maximum), uncertainties in the target length and the liquid-hydrogen density, and sensitivity of the acceptance calculations to the specific model (MAID00 vs. MAID03) used in the simulation. In addition, the effect of radiative correction on the cross section was studied using different model parametrizations (MAID03 vs. MAID00) for the corrections. Adding the systematic uncertainties in quadrature results in a global systematic uncertainty of 6.3%. However, to study the systematic uncertainties for all bins in cross section and asymmetry, the complete cross-section extraction and asymmetry analyses were repeated and systematic uncertainties determined for every data point.

**D. Structure functions**

The unpolarized differential cross section contains four structure functions. By fitting the $\phi^*_\pi$ dependence we can extract $\sigma_T + \epsilon\sigma_L$ and the two structure functions $\sigma_{TT}, \sigma_{LT}$. The structure function $\sigma_{LT}$ is determined by fitting $\sigma_0 \times A_{LT}$ with the form $a \sin \phi^*_\pi$, where $a = \sqrt{2}(1 - \epsilon)\sigma_{LT}$.

Figure 15 shows the combination of structure functions $\sigma_T + \epsilon\sigma_L$ versus $\cos \theta^*_\pi$ in four $W$ bins near the masses of four prominent resonances, the $\Delta(1232)$, the Roper resonance $N(1440)$, the $N(1535)$ and $N(1680)$, and for different $Q^2$ values. The numerical results of this fit for the total cross section $\sigma_T + \epsilon\sigma_L$ are tabulated in the Appendix.

We see that at $W$ values above the $\Delta(1232)$, the models underestimate the total virtual photon absorption cross section. For most models, this is even the case in the $\Delta(1232)$ region. In the higher mass regions, both versions of MAID underpredict the global strength significantly. With the exception of the very forward region, where there is good agreement with the data, the models account for only about 50% of the strength at larger angles. Because there is little variation from model to model, it is difficult to discuss the origin of the discrepancy with the data. However, because the structures in the angular distribution at $W = 1.55$ GeV are not well reproduced, most likely resonance contributions in the second resonance region are underestimated in the models.

The polarized beam structure function $\sigma_{LT}$ in Fig. 16 exhibits more sensitivity to models. In the $(\Delta(1232)$ region, $\sigma_{LT}$ is positive and increases toward forward angles. The model dependence is small, and a reasonable description of the angular dependence is provided by all models. In the region of the Roper resonance, $\sigma_{LT}$ is negative and rises in magnitude for forward angles. The fourth row shows $\sigma_{LT}$ in the third resonance region, which is dominated by the $F_{15}(1680)$. Here
FIG. 15. (Color online) Structure function $\sigma_T + \epsilon\sigma_L$ as a function of $\cos \theta^*_{\pi}$ for different $W$ and $Q^2$ values in comparison with model calculations MAID00 (thin dash), MAID03 (bold dash-dot), SL (bold dot), and SL04 (thin dash-dot). The shaded bars show the systematic uncertainties.

$\sigma_{LT}$ changes sign again, and the angular dependence shows more structure. There is a significant backward enhancement and a forward peak at lower $Q^2$. The former indicates the presence of strong resonance contributions, whereas the latter

FIG. 16. (Color online) Structure function $\sigma_{LT}$ as a function of $\cos \theta^*_{\pi}$ at fixed $W$ and $Q^2$ compared to model calculations. Curves as in Fig. 15. Systematic uncertainties are shown in shaded bars.

shows the importance of $t$-channel processes contributing to the background amplitudes. Although MAID03 shows qualitatively a similar behavior, the structures are not quantitatively reproduced in any model.

Some of the $\sigma_{TT}$ and the $\sigma_{LT}$ interference structure functions are shown in Fig. 17 and in Fig. 18 for various $W$ and $Q^2$ values. For $\sigma_{TT}$, the models show qualitatively a similar behavior but underestimate the magnitude. For $\sigma_{LT}$ there is qualitative disagreement between models and the data at nearly all kinematics. At the larger $W$ even the signs are different.

E. Moments of Legendre polynomials

The full impact of the data presented in this article on the extraction of the nucleon resonance transition form factors can be obtained only in a global partial wave analysis that also incorporates data on other reaction channels such as $ep \rightarrow ep\pi^\circ$ and $ep \rightarrow ep\eta$. It also requires theoretical input on the contributing background amplitudes. This work is the subject of a forthcoming paper [48]. However, some insight into the dominant partial waves contributing to the reaction can be obtained from a Legendre polynomial expansions of the structure functions. The structure functions can be formally written as sums of Legendre polynomials.

$$\sigma_T + \epsilon\sigma_L = \sum_{l=0}^n D_{l}^{T+L} P_l(\cos \theta^*_{\pi})$$

$$\sigma_{LT} = \sin \theta^*_{\pi} \sum_{l=0}^{n-1} D_{l}^{LT} P_l(\cos \theta^*_{\pi})$$
where \( P_l(\cos \theta_\pi^*) \) is the \( l \)th-order Legendre polynomial and the \( D_l \)'s are the Legendre moments. For single-pion electro-production, each moment can be written as an expansion in magnetic (\( M_{l\pi} \)), electric (\( E_{l\pi} \)), and scalar (\( S_{l\pi} \)) multipoles [49]. A complete global analysis will have include all relevant multipoles. However, when going to sufficiently high \( l_\pi \), these expressions become rather unwieldy and are not discussed here.

Figure 19 shows the \( W \) dependence of the fitted \( D_{0T}^{LT} \) and \( D_{1T}^{LT} \) Legendre moments. Both moments follow the strong resonant behavior in the \( \Delta(1232) \) region and change sign between the \( \Delta(1232) \) and the second resonance region. The comparison with the MAID03 and DMT models strongly hints that the sign change and strong negative amplitude is due to the significantly increased strength of the Roper resonance compared with the earlier versions of MAID. This indicates a strong sensitivity of the polarized structure function \( \sigma_{LT} \) to the interference of the Roper multipoles with background amplitudes. In Fig. 20 we show the \( Q^2 \) dependence of the moments for two \( W \) values near the \( \Delta(1232) \) and the Roper \( N(1440) \) resonances. The strongest model dependence at the \( \Delta(1232) \) mass is seen in the \( D_{0T}^{LT} \) moment, where the data have a slight preference for the SL model and the previous MAID versions over MAID03 and DMT. Near the mass of the Roper resonance all moments show a strong model dependence that, as mentioned earlier, is largely due to the different strength in the amplitudes of the Roper resonance. MAID03 and DMT give a good description for \( D_{0T}^{LT} \) and \( D_{1T}^{LT} \), whereas the older MAID versions fail to fit the data.

Figures 21, 22, and 23 show the three lowest-order Legendre moments of the structure function \( \sigma_T + \epsilon \sigma_L \) vs. \( W \) and for different \( Q^2 \). \( D_0^{T+L} \) projects out the \( \cos \theta_\pi^* \)-independent part of the contributing partial waves. Resonance structure is clearly visible in the \( \Delta(1232) \) region and near 1.5 GeV.
FIG. 21. Legendre moment $D_{2}^{T+L}$ of structure function $\sigma_T + e\sigma_L$ vs $W$. Curves: MAID03 (bold dash-dot), MAID00 (thin dash), SL (bold dot), SL04 (thin dash-dot), and MAID00 with the $P_{11}(1440)$ amplitudes switched off (thin dot).

The enhancement near 1.5 GeV is obviously related to the $D_{13}(1520)$ and $S_{11}(1535)$ states, whereas the increase in strength near 1.7 GeV structure is related to several states with the $F_{15}(1680)$ being a dominant contribution. At higher $Q^2$, the resonant structure near 1.5 GeV becomes increasingly dominant in comparison with the $\Delta(1232)$. The broad shoulder between the $\Delta$ and the 1.5-GeV peak is related to the Roper resonance $P_{11}(1440)$, which also becomes more prominent with increasing $Q^2$. This is clearly seen when the Roper amplitudes are switched off in the models. MAID gives a qualitative description of this region but underestimates the magnitude at the lower $Q^2$. The $\Delta(1232)$ and the $D_{13}(1520)$ resonances show most clearly in the $D_{2}^{T+L}$ Legendre moment. Also, the increasing prominence of the $D_{13}(1520)$ over the $\Delta(1232)$ at high $Q^2$ is clearly visible. The $D_{1}^{T+L}$ moment is dominated

FIG. 22. Legendre moment $D_{1}^{T+L}$. Curves as described in the caption to Fig. 21.

FIG. 23. Legendre moment $D_{2}^{T+L}$ vs $W$. Curves as described in the caption to Fig. 21.

FIG. 24. Legendre moments $D_{LT_0}^{T}$ (top) and $D_{LT_1}^{T}$ (bottom) of structure function $\sigma_{LT}$. Curves as described in the caption to Fig. 21.
The fivefold differential cross section \( \sigma_{TT} \) exhibits resonance structure near 1.5 GeV. The Roper \( J^P = \frac{1}{2}^+ \) amplitudes that interfere with background amplitudes resulting in the broad structure extending from 1.25 to 1.5 GeV. This structure is quite well described by MAID. However, MAID overestimates the strength in this moment at higher \( Q^2 \).

The lowest-order moments of \( \sigma_{LT} \) are shown in Fig. 24. Both moments show a zero crossing near 1.45 GeV. MAID predicts a sign change only for \( D_1 \). For both \( D_0^{LT} \) and \( D_1^{LT} \), MAID predicts resonance-like behavior near 1.5 GeV at all \( Q^2 \), which is absent from the data. Figure 25 shows the lowest-order moment of the transverse interference structure function \( \sigma_{TT} \). \( D_0^{TT} \) is dominated by the \( \Delta(1232) \) structure and also exhibits resonance structure near 1.5 GeV. The \( \Delta(1232) \) is described well by both the SL model and MAID00, whereas in the 1.5 GeV region, MAID shows less resonance strength than the data.

VIII. SUMMARY

In this article we presented the first high \( Q^2 \) measurements and complete angular distributions for exclusive \( \pi^+ \) electroproduction on protons in the nucleon resonance region. The fivefold differential cross section \( \partial^5\sigma/\partial E \partial \Omega_e \partial \Omega_\pi \) was measured for 31,295 kinematic bins in a large range of \( Q^2 \), \( W \), azimuthal angle \( \phi_\pi^* \), and polar angle \( \theta_\pi^* \). In addition, the electron beam asymmetry was measured in the same kinematical range. The differential cross sections and the extracted structure functions show strong sensitivity to model descriptions of the reaction process and reveal significant lack of resonance strength above the \( \Delta(1232) \) in all models. The polarized interference structure function \( \sigma_{LT} \) exhibits strong sensitivity to the Roper multipoles interfering with background multipoles. A study of the \( W \) dependence of the two lowest Legendre moments for \( \sigma_{LT} \) supports this observation. Many features of the data are described qualitatively by available model parametrizations but lack a quantitative explanation. This is not surprising as all models have been tuned only on single \( \pi^0 \) production. A striking discrepancy between data and models is seen in the Legendre moments of the \( \sigma_{LT} \) structure function, which allows a qualitatively very different behavior from what the models predict. This indicates that some important process is not correctly implemented in the model descriptions. We hope that the data presented here will help remedy the situation.

The full data set, only a fraction of which was presented here, will serve as input in forthcoming global analyses to extract the \( Q^2 \) dependence of the transition form factors for several resonances with masses in the range up to 1.7 GeV. The analysis of our exclusive \( \pi^+ \) data in a global fit that also includes the single \( \pi^0 \) and \( \eta \) channels, will allow one to separate the isospin \( \frac{1}{2} \) and isospin \( \frac{3}{2} \) states. These data may also be used to vastly improve the description of resonance production processes and the transition form factors in dynamical models. The complete set of differential cross sections and beam spin asymmetries are available from the CLAS Physics Data Base [47].
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