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& CRITICAL SURVEY OF RULZ LEARNING PR

AMS

Alwn buondy and Bernard Silver

Department of Artificisl Intelligence
Univeraity of Edinburgh

Scatland

Abatract

We survey the rule learning grograms of [Brezdil
81, tangley 81, Mitchell et a1 &1, Shapira &1). Each
of these programs has twe main parta: & oritic for
identifylng faulty rules and a endifier for correctiog
then, To a1d cozpsrison we describe the techniques of
the varlous suthors using m unifernm ootatlen. We find
several similarities in the techniques used by the
varinus authors and ungover the relations betwaen thea.
In particulsr, the coneept lesrning technique of Young
ot al, [Y¥sung et al 77] 18 shown to subsume maat of the

Tule wodifylng techniquea. we mlso  uncover 3oae
funnies in gome of the raseareh.
Keywords

Lesrning programs, ooncept  learning, production
aystems, PROLOGC, generalizatian, focussing.
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1. Inkroduction

This paper 3 a critlcsl survey of the rollawing

work ia the area of AL learning progrema:

- The ELM program, [Brazdil TE, Brazgil 8t}, wnich
trensforma s specificatisn {ntu a progrem in the
drnmains of: simple arithmetic, algebra and letter
Serles complebian,

- The AMBER program, (Langley 31), which acqulires
the abllity btn generote sieple ELrglish ulterances,

The LEX program, ‘Hitchel! et al 811, which
acquires heurlstics In the dJosaln af syabolic
integration.

The Wodel Taference System of Shapira, [Shapire
81], which ayntheaizes prograns from examples in
the domains af writhmetic, Llist progessing, ete.

The ewtension by Young, Plotkin and Linz, (Young
et al 77, no Winatan's convept lesrning progren,
[Winstea 75}, wnich learns the definitions of
aimple structur=z, ¢.g. . froo expriples and
near nlsses,

This survey arase Irot Lhe  authora'  altempts 1o
understand tne state of the grt in learning before
proceeding tn  bulld & self improving  algebraic
manipulatien pregram, (Bundy and Sterling 811, It
saemed o us that the sbave liated reaearchers had
provided, sometimes eomplementary, somietines
alternative technlques (or polving fsomorphic problema,
but that thia waa obacured by tneir use of diffsrent
formplisms snd terminology, Having Lnvested some
effort in understanding the relstionships betuwen the
various techniques, we thought we would ahsre this
understanding with a wider audienc-. lience the present
papst.

In nrder to clarify the similarities and differences
between the technigues we have described them with a

*Thia work wed supported by SKC gzrant CR/B/29252 and
an 3RC studentship to Bernerd Silver.

unifure faroalism and terminology. To  keep ik
comparisons simple we have suppressed aome ef the
detalla of the techniques, but we hope we Bave retalnm
their apirit., We have also ouppresaed all domalp
specific aspacts of the techniques, except for the usk
af dowailn apecific rules in our worked sxzmaples, ead
aven hers we have deliberately applied one persoa’s
technique to another's rulas.

2, The Learning Teak

The task tackied by all the resesrchers listed
above, ercapt Toung et al, i to nodify a set of rvim
of the orm hypothesis implies conolusien, 1.a.

H.II ...iHn-)C
where esch of the H 3 1s a conditian of the hypathesin.
In the case of bHrapdil and Shaplro these are PROLUG
cluuscs, which are run in beckwardz chaining msode by
the PROLOG interprater, In ine case of Langley and
Mitehell #t al they sre productian rulez, which are fun
in farwards cheining wode, Some example rulss are glvea
in rigure 2-1.

B rule® , aubsl, for etdition in Feano
arithmetic, [Brazdil 81)
XGedbaXl & ANX22XZ =D (X50XE)+AP-XF

A rule for lenguage generation,
[Langley B1].

deacribe(X) & object{1,Y)
& “aefinite{X) & singular(X}

- prefix(X, a}
mMhich can be paraphrased as:
Il you want to describe X and X is Lhe ablect
of Y and X i3 not definite and 1 3 singuler
khen prefia X with 'a'."

Figure 2-1: Some Example Aules

For ¢ur purpoaes it 131 necessary thet the rules Lave n
truth value, It will be convenient to conalder the
rulea »s being foroulas of Fredicate Caleulus, with &
truth value assigned Ly a stendard model in the usual
Tarsklan aanner.

The rules are modifled because there is something
wrong with them, Theae faults can be of two types:
- Factusl faults: & rulc 13 falae, 1.e, the rules
conatitute o program which calculates incartect
anawers,

- Control fmuita: The rules are true, bul heve
undesirable contrel behaviour when run a3 @
progra&m, #.g. they do not terminate.

Toe faults in Langley end Shapiro's rules were factusl
and those in Mitchell et sl's rTules were control
faults. Brazdil conaldered faults of both type.

The prograns 1isted above all used the following
main control loop.
Until the rules are satisfsctory:
1. Identify s fault with s rule;

2. Modily the rule to rebove the Tault.
Following Miteh=11 et al, we will call the subprogram

Sye sdopt the, FPROLOG oonventlion that tdentifiers
beginning with a capital letter denots variables, aod
those baeginning with a lower caze letter denots
canstants,

rospotaidle for fdentifying faulte the critis. Ve will
wll the subprogram responiible for wodifying the rules
the modsfier. In the naxt section we conaider the
sriticism  techniques used by wach of the above
resasrohers s5d in the following section wa oonsider
e modification teohniques.

N Idwetiftyiog Faults

111 the programs we are survaying identify faults by
rmiing the existing rules on a8 problem and then
walyiing the resulting progras treds. The analysis
st Sdentify uhers the rules behaved correctly, called
paitive traloieg instssoes by MWitchell et al, nd
ware they Dbehaved fnaorrectly, oalled negative
traluing instances. Both sorts of information can be
wed:  the positive logtances to generalizs the rules
s the negstive inatences to correct them. N tive
tastanoss oan be of twr types.

- frrers of occmmissleon & rule fired incorrectly,

becaurs 1% war Insufficiently constrained,

- Errors of omissica: & rule Telled to fire, elther
tecaune it was 1noorrectly conatrainet, or the
required rule sisply doss not exist.

™ modifier raquires thres plsces of information on
wch Lostanca. v

- The type aof inatance:

negative—aoemisslion or negetive-omiseion,

posltive,

= The rules.

- The contart, conaisting of the varlsble bindings
whan the rule was Fired.
Following Brezdil, we will sdopt the conveation that
the variable bindings of positive instences srs called
ths salesticn ecatest and the rvarisklass bdindings of
segative Instances are called the rejection cooteit.

In the following section we describe soms criticizm
techniques for Ldentifying control [fsults and fectuasl
faults,

).V, Using Ideal Traces to Find Faults

The only technigque used for fioding contrel faults
i comparing the progras trace with an ideal trace,
The ideal trace 1s also used to find factual faults)
The first point at which the traces differ ia located
=4 this snables the faulty rules to be ldentified.

Muzming the rules causes a arch tree to be growm
(see Tigurs 3-1). The program trace {» s path through
s tres. If this trace differs from the Ldesl trace
t some poink, the rule that f{ired in
the progrem trace, R, differs rrom the rules that
tired in the ideal traBa, B, N sxhivits an error of
tomisaion and R, exhibits an Brror of ohimalon. If
bth  rules exlat then correcting one arrar
wiomatically corrects the other. Since we will mot be
teacarced with the creation of new riles, we are free
o copeentrats en errors of one Lype. We will restrict
r sttention to errors of commission.

" Ry
program tdanl

trace trace
Figurs 3-1: Search Tree for Frogrems Rules

] technique can be summerised as follows:

(a)Grow the program trace by running the rules on »
problem.

{p}Ccapere with the 1deml truce snd find the firot
pluce at which they differ.

(0)The rules vhich fired bafore this point, together
vith their wsssocisted melsction contests, are
poaitive training instances.

.s0lve & problem.

-lsad to an erronsous 1deal tre

{d)Tha pregrem ruls wvhiech rired at this point,
togethsr wvith its mssociated rejectioo oontert,
1s a comaisaion errer.

For inatance, suppose the ruls

suba: X1eE¥ & TA+X2:X3 -3 I14X21X)
rires in the comtext (3711, 2/%2, Ana/K3] but that the
rule

subz: X2eIN & X14X8sX3 -> X1eX221)
ia fired In the 1deal trace, thes sube In the cootext
{3/11, 2/12, sae/13), 18 sn error of comsission,

3.2, Conatructing the Idesl Trace

In Brazdil *s program the user must provide his ows
but Mitchell et al's program oconstructe
1 trace by pruning the progrem trece. The
basiec idea 1s to find w desirsble DBrench of thé
program’s sesrch tres, and pruns awey all other
branches. In the sisplast ocsss the desirabls brench
will be any brench lsading 1o & solution. Mitehall ot
2l go further end try to find a least sest soclution,

The program whioh builds the progrem trece is oalled
ths probl solvar, The rules are ooly pertislly
specified {sae saction N.3). L numericsl score 18 °
assigned to how well they apply in » aitustion snd this
core 18 used a9 the evaluation fumation im & heuristle
wearch. A rasource limit 1a glves to the prodles
salvar . which puts an upper bouttd on the smount of
c.p.u. time and memory (it mey use In attempting to
These limitstions wey prevent the
problem solver finding the least cost solution snd so
. To mitigats this &
further espansion is made of negetive training
instsnces before they are finally sant to the ruls
mediftl !

3.3. Using Contradictions to Flad. Factual Feults

In thia section we conslder Shapiro’s teohiique for
locsting fsctuml faults, This technique 13 aelled
contradiction bscktrsaing.

Suppose that the currest ruls set Ispiies P, but
that P 1a known to be false. The felaity of F may be
Slven by the progrem user or calculated from the
standerd model. Clesrly, st least one of the <urrent
rules is ractually faulty, but we may oot be able to
tell which one from the model. It the faulty rule
contains free variables and the model hes en infinits
domain than an infinite series of Inatances must be
considered. Contradiction baektracing localises the
search tc the process of foraing the program trace.

The technique cen by sumberised as follows:

(a)kdd “P a3 3 new rule. (The rules are pow
inconaistent.)

(B}Derive +>, the wmpty clause, from the rules by
resolution, {The derivation iz » progrm traas,
but unlike previcus techniques we will not need
an 1deal trece.)

{6)3et => to Ba the current clauss of the derivation
and [} to be the sccumulated subatftution.

(4)Until the current clsuse 13 » rule, do the
following:

(1)The current clause was derived by fesolving
clauses, C and D, with unifier ¢. The
proposition K, from ¢, g Degated
propodition L, from D, were resolved ey,
whare K¢ & L' Apply the secumuluted
substitution to K¢ to form Q,

(10If Q contatns any free varlsbles than
instantiate it to w  varlable free
proposition, Q°, 1in any way, uning the
substitution §.

'_-_ saana "is syntacticslly identical ta',




[itt)form & nev accumulsted aubstitution by
conbining 1t with ¢ an¢ Q.

(lv}if Q' 135 true tpen Jet D ba the current
tlouse,

{v}0therwize Q' i3 false. Let C be the current
tlause,

(e)The current clause is # faully rule, and applylng
the accumulated subsiitutinon to It gives o falpe
inatence,

The declaton a3 to whether each G' (s true or false can
#ither be supplied by the praogrea uset or calculsted
from the standerd model. Note that the aenly calla on
the nodel are to decide the truth valve of formulas
vithout free veriables {or quentifiers), Note als
that the instentistion of G 1o Q' wil) not be necessary
4 0 1s variable free, Diffarent choltes of @ mey lesd
Y0 different faulty rules, and may 811 be tried.

For instance. guppase the currant rule set were:
deacribe(Y) & abject{X,f} -> describe(X}

deacribe(X) & object(X,T} -» prafiz{X,m)
=» ob)ect{balls,sventd)

~» deacribe(event2)
but  that prefiu(balla,s) were known to be false,
Adeing the new rule

Prefisibails,») -> *
W& can derive the espty clause with Lhe derivation
kivan in figure 3.2

-
describe(X) & object(X,¥) -5 prefiz{l,a}

deaoribe{Y) & abject{X,T) -> dascriba(X)

escribe(Y') & abject(X,T') & object(X,y)
= prefix(X,a)

-» gbject{balla,event?}

¢acribelevent2) -> prefis(talls,a)

=> describe(event2)

—

- prefixibally a)
prefixzi{talls a) <>

-3

Figure 3-2: Lerivation of the Empty Clause
fros » Faulty pule Ser

The contradtotion backtracing algoritha

now  goea
through the steps tebulated in table 3-1,

Current Tat Truth

Llausge Yalus

-> prefix{balls, a) false

=> prafiz(ballys a) describe{eventz) true
cribelevent2) a?]:;(;;ii:.:n;v.z: true

> prufizi{balls,a}

dascribell") .u.a-c.r.lb-e( balla) true R

4 abject{X, ¥")

& objecti{X,Y)

> prefix(N,s)

describel{X}

& obJect(X,T}

=> prafie(X s}

TobTe 3-T: Backtrating Through & CoRtradiction
The rule
dascribe(X) & oblect(X,Y) .> prefiziX, »)
has now been ldentified as faulty, with substitution
[balls/X, event2/Y) giving s false instance.

N, Modifying the Rules
Once s fault has been lodatad, the faulty Tule e
be modified. The following modification technigpe,
wary used.
= Ordering the rules, e.g. specifying that
H = ¢ should always ba fired
in preference to H' -> C'
This technique &8 striotly eonly sppropridta fn
control fsults and was yaed by Braadil. Howevre,
Langlay 8180 used it to suppress factual erveore,

Adding eitrs conditions te & rula's hypothasl,
e.§. tranaforming

H->C to HMH' >C
This tachnique is sppropriate to both factus) wy
control Feults, and was used by Brazdil, Lengly
and Shapiro.

Instantisting a rule, «
HIX,T) => C(X,Y) te
H(X,X) => C(K,X)

This techniqua is mpproprimte [or both factusl w

control fuults mnd  was wsed by Brazdil

Shapira.

§. transforming

- Upaating @ rule's bypothesis, =.f. transiorming
H->C to H'-2C
where H' i3 derived from H by concapt Lesrnimy,
This technigue 13 mppropriate to both fectusl
control faults, and ues uasd by Mitchell at al.

%, 1. Ordaring tha Aules

A!Y rule bmsed systema newd o tonterpl atrategy u
deeide conflicty between two or sore mpplicable rulm
If a systes uses & pricrity ordering on the rules thm
toptrol faultn can often be correqled by re-crieriy
the rules, In this section we explsin the arderiy
technique used by Brazdil.

Bracail's system stsrted with an unordersd aet of
rules, and lmposed the partial order required to kenp
the program trace in line uwith the ideal trace, E»
sritic and modifier worked s co=routines, giscovarly
conflicts end rasolving them by imposing an order. T
technigue can be summarised gs follows:

(a)Suppose that rulem, F.,....P. ., are applicable w

that rule Py 18 fired in the 1deal trace,

yrr Py > Py for 1 4 36 [1,...,n) then createl
new ‘rule P'l from P,, by %techniques toa M
described In subsaguant sectlons, knd imposd l.hf
order P', > P, for all }. much that § & |-

...nf. ¢

{c)Otherwise impose Lhe order P, > rj for ail .
such thet 1 4 J € 1,....n}.
where P » @ weans that the systes wili fire P befort
Q.

for (nstsnce, suppose the rulea:

suba: X1eXl & X4eX2xRk3 <> K1+K22X]

subx: X2uXl & X1+XRaK3 -> X1+X2:2X]

aq: =2 X111
are sll spplicable, but theb the idesl trace recors
that subz snould fire. then the orders

subz > subs and subz ¥ eq
will be imposed,

If st some later stage the ossme rules are U
confliet, but the i1desl trace records that aubs
fire, then we cannot fmpose the order subs ) 8%
beceune this would contrsdict the extstieg o
subz > subs. In this cass = new ruls, scbel, 1is L
from subs and the orders

subsl > subz xnd subst > ag
are impossd, 3ince > 18 transitive these new orten
also imply that subsl > subs. The techoigques O
making subsl gre described in the next two sedtiond.

Langley uses rile rewordering to desl wilh factual
tuulta, Faulty rules kave thelr prigrity reduced 30
Lhet they are leyy [llkaly to rire in  future,
Censequently, the same jault B3y be redetected several
Limes Dergre the rule's priority drops ac low that It
13 never aelectes. Trne batis for this strange
techiique 13 & rather dublous par:mlnncal Argument .

8.2, Adding Extra Comcitlons to 8 Aule's Hypotheala

In this section we will conslder how & rule cah be
ecdified by addlng an  extra condition to  its
hypothesis,

Suppose » rule, H -> C, hss glven a commlssion
arror, but tnat this rule had been spplied correctiy in
the past. “ne variable bindings of the cerrect
application will give us a selection context and the
varisbis bindings of the incorrect applicatien will
give us & rejection contert. The 1des of thia
tetholque 13 to find some difference bstween the
stleation end rejectlon contexts and wuse this
differance a3 the new conditlon, The technigue 12
realised in what, following Lsngley, we will call the
discriminstion wlgorithm.

(a)Apply the selection and rejection eentexlt
subatitulinng to a fizeo set of iterals, ™ cslied
the deacription spece.

(bIFind & Yitersl, ¥', which i3 true in the in the
selection contest and C(alse In the rejection
conteit, H' 13 called 3 diseriminating literel.

{e)Form the new Tule # & H* -> C,
The new rule 1s snly aepplicatle to the selection
context,

For inatante, 3uppoae the rule
dencribe(X) & cbjectiX, V)
=> prafixix a}
nhes Gbewn correctly applied to the word 'hall' ana
ineorrestly spplled to the word 'halls'. K. have:
Selsction Context; {ballsX, eventisy]

Rejection Context: {ballssX, event2/Y)
Te find the difference, H'. between these conterts we
pply them a3 substitutiond to the literals s the
description space:

singular(X), “elngular{X),

definitefX), “definite(X)
The only diseriminsting litersl is aingular(X}. Adding
this 1o the rule a3 3 new conditign yields:

describe(X) L object(X,Y)

& singular(X) -> prerin(X, a}

8.2,1, Far Misses

In this particular conbinstiorn of selection context,
rejection context and description space, there is only
one discriminating iiteral. Following Winsten we call
such e altuatisn = nesr Miss.  If there 1z more than
one discriminating literal ‘them we will call the
aitustion a far wiss. A far miss would arise LT we
sdded to Lhe description apece the litersl, paatit),
mepaning evenk Y happened in Lhe past, If past{eventl)
wal LTue bul pastievent?) was false then past{¥} would
alss ©e @ discriminating literal fof the above
canterta. Clearly the description spsce i3 of pivotal
taportance in detercining whether a diacriminating
1itersl is found and what scrL of new rulet are formed.
In all the programs cossidered here the description
space 1 user aupplied. and it i1s difficull to see hew
1t could be cthervise,

Langlay deslt with far miss situstions by cresting a
new ruls for sach discriminating ilteral, o.g.
describe{k) & object(X,T)
& singuler{X) -> prefisiy, a)

cescribelX) & object{X, Y}
& past(Y) -> prefis(X,a)

—
A ltteral 13 elther # proposttisn, ¢.g, P(X), or &
negated propositinn, e.g. “P{X)

—_—_—
s mesnn 'la syntactically tdentical ta',

Any vuseless creations (like the past rule) wouly
eventually be criticlases a8 toulty and Fall low iR the
pricrity ardering.

Bratdi] dealt with far m situations by Lneludisg
all the discrisinsting 1itersls in @ diajunetlion, e,

descripe{X) & object(L, 1)
& [stngular(X) v pant(T}}
> prefis{l,a)

He used w wodified veralon of the disoriminatles
slgoritrm which tried to prune such disjunctions befory
sdding new conditinns. For instance, if the followiyg
contextn mross;

Selection Contert: {ball/X, event)/Y}

Re jection Contazt: {vells/X, event3/Y)
where  peatiwvenl3) wars true  then  Erepdilh
discriminsticn algorithm would drop past(T) from th
disjunction to farm Lhe rule:
describe{%} & objeet(X, 1)
& alngulari%) => prefiz(X,a)

4.2.2. Instantisting a Ruls

An slternative to edding an extrs conditlon te g
rule {a to inatentiate 3t, This is really s special
case of adding eb ertra condition, but can lesd to mors
efficlant rules sipnce the sxtrs condftion s hapdled iy
the pattern mateher, For instance, 3uppoas we L]
modifying the rule:

subs: X1a1% & XBaX22X13

=» X1+XZ22X3

in the conteats -~

Selectien Context: (3+1/X1, 1/%2]

Rejection Contezt: (3727, 2/%2}

and the description space containa J1pXS+X6.¥ IVakSedf
16 » discrisinsting litersl, so we could edd it &8 &
sxtrs conditisn, Alternatively, we could instsntiate
the rule with the substitution, {X%+X6 / 11} to form
subgt: XS«XbaX& & TR+X29X] =) {X5eX6)eNZeA3

Instentistinn with the substitution {t/X} is alweys m
alternative vhen Lhe discriminating i1itersl is Xat, for
anma variable X and term k.

4,3, Updating the Hypothesis of s Rule

In thia waction we consider how » rule can W
wodifisd by updating its hypothesls uslng ooncegt
lesrning technigues, 1like thoas used in [Winates T3}
for learning the concept of ar arch from eremples =i
nemr miszes, This technique <an be ragarded ad »
netursl eitension of the one described in tha 1wt
aectinn, This relatlionship is most clearly seen by
considering the techniqus af Young et al, becsuse [t
generalises the Winston and Brazdil/Langley technigues,
and is similar to, but more eaaily «xplajned than, e
Mitchell et al techalgue. We, tharefors, wedopt ibe
strategy of explaining the TYoung et &l techniqus,
pointicg out the differences from the othar techniques
48 we go. We will ba defining an algoritha which w
will eall the focussing algorithm.

The descriptinn apsee, in the focusaing algorithe,
consiats of n set nf relstion trees (sea figure A-11.
Esch nade of the tree is Yabelled with a relotion;
relations in the same tras being wpplied Lo tha sam
srgubents, The label of the root node 1z the relatioh
whith i3 stways true. The label of a node 13 logicslly
tquivalent Lo the exclusive disjunctinn of tha labsls
of its daughters, j_e. the srrangement

13 %) ril) afX)
impliea that

PLY) <=2 190X} ¥ r(E) ¥ slX)}
These trees make ¢xpliclt the relationship batwesa 4
proposition snd its negation by srrenging them as the
labels on the two dsughters of the root nede, A tre
conaleting only of s root mode with twn dsughters will
be called a mipimal tree. The singulsr/plural sl
definite/indefinite trees of figure 4-1 ars minimal.



1. trpe{X, 1)

pettoniX,¥) sctor(X,¥)

{uppar)
agent (X, ¥} ob jeot{X,T)
(lower)

2. truel{X) {uppar)

singular (1) plursl(X)

(lower)

3. trug(X} {upper}

derintte{X} indefinite(X)
(lower)

.. true(l) (upper)

past{Y) present{T) future(Y)
{lower}
Figure %=1; Denoription Space
for Language Acquisition

This description space allows s partislly specified
Tule bypothesis to be represented. During the courae of
rule  learning this partially formed hypothesis 1s
graturlly firwed up until It 1s completely apecified,
The partisl reprassntstion )s echleved by plecing twe
sarkers in each tree: an upper mark and s lower mark aa
fo Hgure X1,

iny relaticon sbove the upper merk 13 outelde the
wecept, o.g. sctioni{X,.T) snd truelX.T). dny relation
Wlov the lower mark i inside Lhe concept, e,y,
®ject(X, Y}, Any relstion betwsen the upper and lowser
ks is in 8 grey area, about which the program is not
wmTe, e.g.  agent(X,¥Y) and mcter{X,Y). The conditign
13 coppletely apecified whan the upper snd lower =marks
colnclde. The rule §» completely apecifisd when each
of 1ts oconditions i3 completely specified, The
focussing slgerithm works by moving the uppar sarka
i andfor the lowsr marks up, until they colneide.

Sines the rule is only partially specified by the
deseription space, thers 12 some anbiguity aboul what
fele Lo use when forming  program  traces. In
Mrtloular, we can take two extreme viewa:

- The Most Ganeral Yiew: that the hypothesis 13
spacified by the conjumction of relations
lsbelling i1ts upper marks, which lesds the rule to
wake errors of commliasion; and

~ The Moat Specific View: that the hypothesla ix
spacified by the coojunction of relations
labelling ita lower marks, which lesds the rule to
®=ake arrcre of omiasion,

For the sske of definiteness snd to facilitate
“mparison with the last section, we will pdopt the
boat ganersl view, Furthermore, sinte root ralations
e always true we will cwit them from the hypothesia.
Tos the rule represented by the description space in
figure N-1 1a

describedX) & sctor{X,Y) > prefix{X.a}

father than

deacribeiX) & object(X,1)

§ aingular{X) & indefinite(X)

4 pest(T}

=> prefiz(X.a}
jllse, for the sske of definiteness, we will swsume that
rules are fired forwards. Nelther of these
. Plstrictions iw serlous, aince the algorithms for the
Uther cases sre dusls of the one described below.

The partial representation of s rule provided by &
cription ospace 1s similar te the versica apace
Ftoresentation used by Mitcheil et »l. They recerd two
WiE: 3, the set of most specifia rules implied by the
*ridence 50 far; end G, the set of most general rules

implied by the wevidence 30 far.® For {natence, the
TOralon EpACE COFreaponding ‘te the descriptiom spaca in
figure =1, 1a:
&: ldemeribe(1) & object(X,T)
& singular(X) & indelfinite(X) & paat(Y}
=> prefix(X a))

G: [deweriba(X) & actor(X,¥) -> prefixtX,a)}
ihe version spsce representation 1s more coRpact that
the deseription  sps representation, but  the
siplenation 'qf the foocussing slgoritha in mora meesy.
Yersion spaces do not explicitly record s plecs of
information vitsl to the aslgoritha, nemely the
correspondence batwean the comditiona in the different
Eu.l.u, ¢.5. batwean objJect{X. Y} in 3 and sctori{l,¥Y) 1n

The Brazdil/Langley discriminstion technique of the

. last section correapands to moving the uppear sark down

from the root to a tip of » minimal tree. Ve will

#nrich the masning of dimerimination to cover all ceses

in which near/far causs the upper wark. to
deacend,

The sscending of lower merks does not aofredpond tH
any technigue used by Brazdil or Lengley. It ia dome
when the critic prorides s positive training Lnstance
of a rule snd it generalites the hypothssis of that
rule, In  [Winsten 75) it corresponds to  the
generalization of a concept when new vraaples of the
concept  ere provided, We will call  this  atep
gensralizstion,

The focussing algorithm does not Just compars tha
<ufrent context with = aingle previous context, but
with all previous cont 2. This 1a posaible bBecsuas
all previous conteita, both melection and rejection,
are sumarised by the positiona of the upper and lower
marka in the relstion tresa. We nesd only compars the
current context with the current peaitions of theas
@arks, If the critic has provided us with a positive
training instence then we will have & selection
contezt, and will apply gensraliration, If the eéritic
has provided us with » commission error then we will
have a2 rejection contert, and will apply
diserimination., To asome extent generslizstten and
discrimination are dusl processes, but this dumiity |s
hot complete and the resder should bewsre of samming
that {t 1a.

We now conalder gensralimstion sne discrimination in
more detall,

4.3.1, Generalization
The input to  generaligstion consists of: the
aelection context of s correct application of a rule;
und  the description spece of the rule. The output
ctonsists of new lower marks for some of the trees,
Emch tree i3 considered in turn and the following steps
executed.
(a)For each of the rslationa labelling a tip node,
determine its truth value in  the selection
context.

(b)Ezactly one of these relations will be true tn
the selection context, label 1its node, tha
current node,

(¢)Find the lesst upper bound of the current node
and the current lower mark and make this the new
lower mark,

For instence, suppose that the rule

deacribe{X) -> prefixiX,a}
has been correctiy applied in the selection context

(dog/X, eventisY}
and that position of the marks in the relaticn trees
are as in flgure ¥-2, The tip relstions which are troe
in the selection contest afe;

sgent(dog, avent1},

alngularidog),

Indefinite(dog),

presgnt{event1)

Why G 1a » set of rules will becoms evident below,

oy o currant nodes &b warked in flgurs &-2,
&’.:.3;:"1:-:.\ upper biemd between sach ourrent npode
lowsr @ark gives tha new lower marks warked In
figere V-2, Wote that the lower msrk for trees 2 and 3
4 wohanged, but that the lower mark of tree | moves
0 "aetor(1,Y)" sng the lower sark for tres 1 movas to
wem(Y)*. Despite thess chaoges to the lower msrks of
e description space, the ruls dees not change fare,
wesste AL 13 dstermined by the upper marks, However,
gawslizstion doss have sn affect on the rule learning
« bacau the 1lifting of the lower marks can
iait the choicea svpilable to diacrimination, a3 we
w1l see in the next section.

1. trwpwn
setion(X, T} actor{x, 1)

(new lower}

agent(X T} objeat(X, T}
{current) [lower)
tH true(X} {upper)
vingular(X) plurslix)
{lower
L current)
3. trup(X) (upper)
derintte(X)  indefintte(X)
(lower
4 currant)
, true(T) {upper &
// new lower)

past(Y) present{¥) Cuture(¥}

{lower) (current)

Figura A-2: Applying Generslization
to the Deacription Space

The wergion apace corresponding to the new lower
iwky of figure N-2 1a:
5t {described{l) & actori{X YY) &
siagulariX} 4 indefinite{X}
~> prefia(X.,al)}

C: Idescribe(X) -> prefiz{X,s)}
1.3.2, Discrimination

The input ta  discriminetinn  consists of: the
frjection comtest of an incorrect application of a
fule; and the description apece of the rule. The
Wpul consista of & new upper mark for sxsctly bhe of
e trees.® Euch tree 13 conaldered In turn and the
fellowing staps executed.

{a)For esch of the relations labelling & tip »ode,

deteraine itz  truth value 18 the rejection
contest,

[b)Exactly ons of these relstions will be true tn
the rejestinn  context, label its node, the
current pode. Nots that the current node pust lie
below the upper mark, otherwise the rule could
not have fired,

[e)If the current nods 11es below the lower wark
then mark the Lree as 2 white tree.

(d)0thervise, the current node must lie batwwen the
upper snd lower marks. Mark the tree as a grey
tres,

I legst one of the Lrees oust be grey, otherwise Lhe
fule gpplication would be correct. If Just one tree 13
ey then we wre In 4 nesr mizs situstion. If sore than
2% tree 18 grey then we are in » (ar miss aituation,
ly ooe of Lhe Erey trees can have ity upper mark
wered. We cell this grey tree the discriminant, Far
MEses preasnt a trilemms:

—————

"Mote leok of duality.

- depth first: We can plck aow of the gray treas ;8
discriminack;

- bresdth flrst: Or crests s nav rule for apch grey
tres;

- zere option: Or we can do nothing.

Either of the first two cholces sey lead ta the
creation af rules which sre over constrained nd l::
give rise tn serrora of omission. Such rules should
daleted, In the case of depth firet sesrch the program
akould then backup and chose snother diseriminsst. ™
bresdth [irst option corresponda te Lasgley's ssiution
ta far misses, sz described in the lsat saation,
Brewdil's bpolutisn cannot b sdopted hare without
vielating the relstion tree representsiion of the ruls
nypothesis, but it is stmilar ta the varsion mpece
aolutlon (see balow). .

Once the disoriminant has bean picked its upper mark
is lowsrsd, Just snough to exclude the current noda,
This ian dons by setting the new upper mark to be the
least upper bound of the currunt node and the lower
rk.

To 1liustrats discrimination suppose that the ruls
deseribe(X) -> prefia(l,n)
has been ineorrectly applisd in the rajeotion context
lchases/K, event2/Y]
snd that positiom of the marks in the relatinn trées
are as 1n figure 4-2. The tip relations which are true
{n the rajection conteat ere:
actinon{chasss avent2},
singular{chases},
indefinite(chas
present{event2}

This definea the current nodes marked in figure ¥-),
Treas 2 and 3 are white and trees 1 and A are grey. If
tree 1 i3 chopent az the discriminant then sction{X, ¥}
can be eicluded by lowering the upper mark from
truel(X,Y) to sctor{X,T}. The oew rule is:

descridve(X) & sctar{l,¥) -> prefix(X,a) (1)

Llarey) trye(X,Y) (upper)
lctlon!ﬁ:\ah@rﬂ.”
{eurrens) (ney upper}
-unt(!.!)/'\oﬁject(!.!)
)

{lower

P, (white) trye(X) (upper}

aingular(X) plural(X)
{lower
& current)

*B. (white) true(X} (upper)

definite(X) indefinitelX}
(lower & current}

H. (grey) trus(Y) (upper)
pul.ﬂ')ﬁ:zmuurdﬂ
lower} {eurrent)

Figure 4-3: Applying Discriminatien
Lo the Descripiion Spate

If tres 5 had been plcked aa Lhe diacriminant then
the new ruls would have been:

describe{X) & paat{¥Y) -> prefiziX,a}
Since the tense of an uttersnce doe3 not affeot whebher
the article & sahould prefiz sctors then this ryle would
avéntually be guilty of sn srror of omisslon, e.g. in
the cantext {dog/K, event®/Y). where present{eventd},
the rule would not Fire when It should. At this stage
the rule ahould be deleted, and If the alternative
rule, (i), has oot slready bsan forsed, it should be
formed now,



