Electro-chemical polarization around metallic particles - Part 2: The role of diffuse surface charge
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ABSTRACT

Numerical simulations are carried out to study the induced-polarization response of a charged metallic sphere, which immersed in electrolyte solution is covered by a static diffuse layer. The metallic sphere itself is assumed to be perfectly conductive, electro-migration and diffusion processes in bulk electrolyte and diffuse layer are modelled by the Poisson-Nernst-Planck system of partial differential equations. To include the effect of a fixed diffuse charge, we consider a constant electric $\zeta$-potential at the surface of the particle, which leads to the build-up of a static diffuse layer. Furthermore, a minor fraction of electro-active cations engages in oxidation-reduction reactions at the particle surface, which allows charges to be transferred across the solid-liquid interface. Upon excitation by a low-frequency electric field, we observe the coupling of three polarization processes in the composite material consisting of metallic particle and surrounding electrolyte. The first is related to the dynamic charging of field-induced diffuse layers immediately outside the two hemispheres of the sphere. The other two are volume-diffusion processes; (i) one driven by the reaction currents through the particle surface and (ii) the other by the unequal electro-migration transport of anions and cations through the static diffuse layer. Diffuse-layer relaxation and volume-diffusion due to reaction currents can also be observed around uncharged metallic particles and clearly dominate the macroscopic polarization response. The $\zeta$-surface potential at the particle surface, and thus the static diffuse layer, only moderately change the relaxation of the field-induced diffuse layer: With increasing magnitude of the $\zeta$-potential, we observe an increase of the low-frequency electrical conductivity of the particle in suspension, a reduction of its polarization magnitude and a shift of its characteristic frequency towards lower frequencies. The volume-diffusion process due to the reaction currents remains practically unaffected by the static diffuse layer.
INTRODUCTION

In a previous study (Bücker et al., 2018), we have presented the full analytical solution for the classical electrode-polarization model of the induced-polarization (IP) response of uncharged metallic particles proposed by Wong (1979). In the present paper, we extend this polarization model and develop a numerical scheme to study the response of charged metallic particles. The pre-charged surfaces of such particles immersed in an electrolyte solution are covered by static diffuse clouds of counter charges known as the diffuse part of the electric double layer (EDL), which must not be confused with the field-induced diffuse layers caused by an external excitation. Neither the classical model by Wong (1979) nor the more recent numerical modelling study carried out by Abdulsamad et al. (2017) or the semiconductor-polarization models developed by Revil et al. (2015b) and Misra et al. (2016a) consider the effect of such a static diffuse charge. Although it was claimed to be the actual cause of the polarization response of highly conductive particles in the conceptual models proposed by Gurin et al. (2015) and Placencia-Gómez and Slater (2015), to date no mechanistic polarization model has been developed to describe the effect of a fixed surface charge – independently of whether it is located in the inner Stern layer or the outer diffuse layer.

Depending on the chemical composition and the concentration of the electrolyte, diffuse charges on the surfaces of pure metals and metal-bearing minerals vary over a wide range of positive and negative values. The potential drop across the diffuse layer, which can be approximated by the experimentally determinable ζ-potential at the plane of shear, is often used to parameterize the charge stored in the diffuse layer. The ζ-potential of metallic and metal-bearing surface ranges from values as low as $-50\, \text{mV}$ on stainless steel surfaces at 10
mM NaCl and pH 7 (Boulangé-Petermann et al., 1995) to +20 mV on pyrite at 1 mM KNO₃ and pH 6 (Reyes-Bozo et al., 2015). As these values differ significantly from zero, a possible effect of the corresponding static EDL over the polarization response of metallic particles should not simply be discarded a priori. Reversely, recent laboratory and field studies with metallic nano-particles (e.g. Joyce et al., 2012; Flores Orozco et al., 2015; Aal et al., 2017) indicate that it might be possible to use IP measurements to retrieve information on the in-situ chemical condition and reactivity of the surfaces of metallic particles (Shi et al., 2015), which is strongly correlated with the ζ-potential.

It is the objective of the present study to develop a model, which describes the polarization response due to a static diffuse layer covering the surface of the metallic particles, and study the effect of varying charge densities in this layer. Our theoretical treatment is based on a modification of the system of partial differential equations proposed by Wong (1979) and therefore also permits to include the effect of reaction currents through the metal-electrolyte interface. As to our best knowledge the modified problem, which includes the polarization response of a static diffuse layer, cannot be solved analytically, we adopt a finite-element approach to obtain a numerical solution. Our results comprise the micro-scale perturbations of ion concentrations and electrical potential around the particle as well as the effect of the static diffuse layer on the effective electrical conductivity spectra of the composite system. Here, we focus on the impact of the diffuse charge on relevant descriptive parameters such as direct-current (DC) conductivity, relaxation time, and maximum polarization response. In the discussion section, we further analyze the practical relevance of our findings and implications for the interpretation of IP measurements.
THEORY

The electro-chemical polarization model introduced by Wong (1979) and Wong and Strangeway (1981) describes the IP response of metal-bearing ores based on the frequency-dependent complex conductivity of perfectly conducting particles (e.g., metallic conductors) immersed in an electrolyte solution. As discussed in detail in Bücker et al. (2018), the primary polarization phenomenon inherent to this model is related to the dynamic charging of field-induced diffuse layers at the particle surface (see Bazant et al., 2004, for a comprehensive discussion of diffuse-charge dynamics). This mechanism does not require the presence of electro-active ions to establish. Rather, electro-active ions additionally allow reaction currents to cross the solid-liquid interface and trigger a volume-diffusion mechanism, which largely changes the polarization response particularly around larger particles.

Fundamental equations and extended model

Like Wong (1979), we consider a perfectly conducting sphere immersed in an electrolyte solution that consists of three ionic species. The supporting electrolyte consists of anions (subscript 1) and inactive cations (subscript 2), which do not engage in electrochemical reactions at the particle surface (e.g., Cl\(^-\) and Na\(^+\)). A smaller fraction of active cations (subscript 3), in contrast, does participate in reduction and oxidation reactions at the metallic surface, which allows a net electric current to cross the solid-liquid interface. Upon excitation by the uniform electric field \(\mathbf{E}_{\text{ext}} = E_0 e^{i\omega t}\), where \(\omega\) and \(t\) denote angular frequency and time, respectively, the electric potential \(U\) and the ion concentrations \(n_j\) (in mol/m\(^3\)) around the particle will be perturbed from their equilibrium values. In three-dimensional coordinates, the total ion flux densities caused by the external excitation are
described by the Nernst-Planck equations (Nernst, 1888, 1889; Planck, 1890)

\[
\mathbf{J}_j(\mathbf{r}, t) = -D_j \nabla n_j(\mathbf{r}, t) - \mu_j z_j n_j(\mathbf{r}, t) \nabla U(\mathbf{r}, t),
\]

(1)

where \(D_j\), \(\mu_j\), and \(z_j\) denote diffusion coefficient, mobility, and signed valence of the \(j\)-th ionic species. The first term on the right-hand side of equation 1 describes a diffusion current, while the second term corresponds to a conduction or electro-migration current. For the sake of simplicity, we limit our treatment to monovalent ions of symmetric electrolytes, i.e., \(z_1 = -1\) and \(z_2 = z_3 = 1\). Assuming, furthermore, the conservation of each ionic species expressed by the continuity equation \(\nabla J_j(\mathbf{r}, t) = -\partial_t n_j(\mathbf{r}, t)\), equation 1 becomes

\[
\partial_t n_j(\mathbf{r}, t) = \nabla \left[ D_j \nabla n_j(\mathbf{r}, t) + \mu_j z_j n_j(\mathbf{r}, t) \nabla U(\mathbf{r}, t) \right].
\]

(2)

We use the compact notation \(\partial_x f := \partial f/\partial x\) for partial derivatives with respect to \(x\). The three ion concentrations are coupled amongst each other and to the total electric potential via Poisson’s equation

\[
\nabla^2 U(\mathbf{r}, t) = -\frac{F}{\varepsilon_0 \varepsilon_r} \sum_{j=1}^{3} z_j n_j(\mathbf{r}, t),
\]

(3)

where \(F = 96,485 \text{ C/mol}\) is Faraday’s constant, \(\varepsilon_0 = 8.85 \cdot 10^{-12} \text{ C/(Vm)}\) the vacuum permittivity, and \(\varepsilon_r\) the constant relative permittivity of the aqueous electrolyte. The system of partial differential equations described by equations 2 and 3 is also known as the Poisson-Nernst-Planck (PNP) system for ion transport.

Following the treatment by Wong (1979), we decompose the concentration of the \(j\)-th ionic species into a static background concentration \(n_j^{(0)}(\mathbf{r})\) and a perturbation \(\delta n_j(\mathbf{r})\) imposed by the oscillating external field.

\[
n_j(\mathbf{r}, t) = n_j^{(0)}(\mathbf{r}) + \delta n_j(\mathbf{r}) \cdot e^{i\omega t}
\]

(4)
In a similar fashion, the total electric potential can be decomposed into the background potential $U^{(0)}(\mathbf{r})$ and a perturbation potential $\delta U(\mathbf{r})$ as follows:

$$U(\mathbf{r}, t) = U^{(0)}(\mathbf{r}) + \delta U(\mathbf{r}) \cdot e^{i\omega t}$$  \hspace{1cm} (5)

Unlike in Wong’s model, the background concentration $n_{j}^{(0)}(\mathbf{r})$ is not equal to the bulk concentration $n_{j}^{\infty}$ but includes the excess and defect concentrations caused by a fixed diffuse charge density at the particle surface. For the same reason, the background potential $U^{(0)}(\mathbf{r})$ can no longer be assumed to be zero as done in Wong’s model.

Besides the differentiation between active and passive cations made here, equations 2 through 5 are essentially the same as used e.g. by Chew and Sen (1982b,a) to describe ion transport through the electrolyte around a charged particle. Although these authors model the polarization response of non-conducting particles, the physics controlling the response of the electrolyte solution is identical. The fundamentally different electrical characteristics of the suspended particles (non-conducting vs. perfectly conducting) are later taken into account by imposing appropriate boundary conditions at the particle surface.

According to these authors, the problem can be decomposed into the solution of a static part of the problem, which essentially yields the equilibrium ion concentrations $n_{j}^{(0)}(\mathbf{r})$ and electric potentials $U^{(0)}(\mathbf{r})$ in the static diffuse layer and the bulk electrolyte (Chew and Sen, 1982b), and the solution of a frequency-dependent part (Chew and Sen, 1982a), which yields the perturbation quantities $\delta n_{j}(\mathbf{r})$ and $\delta U(\mathbf{r})$ caused by the external excitation. While the static part does not depend on the perturbation quantities, the frequency-dependent solution couples to the static solution. Both parts of the solution are introduced in the following two subsections.
Static solution

In a variation of the approach by Chew and Sen (1982b,a), in absence of an external field, i.e for $\delta n_j(r) = 0$ for all $j$ and $\delta U(r) = 0$, we write (from equation 2)

$$0 = \nabla \left[ D_j \nabla n_j^{(0)}(r) + \mu_j z_j n_j^{(0)}(r) \nabla U^{(0)}(r) \right].$$

(6)

We assume that in equilibrium, i.e., without an external excitation, all three ion current densities through the particle surface vanish. This is obvious for the inactive ionic species, which do not penetrate the particle surface by definition, and also sensible for the active cations (see appendix A for more details). Under this condition, equation 6 is solved by the Boltzmann-distributed concentrations (e.g. Chew and Sen, 1982b)

$$n_j^{(0)}(r) = n_j^\infty \exp \left( -\frac{z_j e}{kT} U^{(0)}(r) \right),$$

(7)

where $e$ denotes the elementary charge ($1.602 \cdot 10^{-19}$ C), $k$ Boltzmann's constant ($8.617 \cdot 10^{-5}$ eV/K), and $T$ the absolute temperature. The spatial variation of the static background potential $U^{(0)}(r)$ is coupled to the space charge resulting from equation 7 via Poisson’s equation (from equation 3)

$$\nabla^2 U^{(0)}(r) = -\frac{F}{\varepsilon_0 r} \sum_{j=1}^{3} z_j n_j^{(0)}(r).$$

(8)

Inserting equation 7 into 8 gives the well-known Poisson-Boltzmann equation, which together with the boundary conditions at the particle surface,

$$U^{(0)}(r) \bigg|_{\text{surface}} = \zeta,$$

(9)

and at a far distance from the particle

$$U^{(0)}(r) \xrightarrow{r \to \infty} 0,$$

(10)
determines the static background potential. Note that we placed the origin of our coordinate system \((r = 0)\) in the centre of the metallic particle.

Because the static boundary conditions, i.e., equations 9 and 10, are the same as those used to describe the diffuse layer around a non-conducting particle, an approximate solution of the static potential \(U^{(0)}(r)\) can be looked up in Chew and Sen (1982b) and inserted into equation 7 to obtain the static concentrations \(n^{(0)}_j(r)\). Nevertheless, because the frequency-dependent solution requires the use of numerical methods, in the present study we will solve the static problem numerically, too.

**Frequency-dependent solution**

The static solution can then be used to obtain the perturbation potential \(\delta U(r)\) and the perturbation ion concentrations \(\delta n_j(r)\). Assuming that the amplitude \(E_0 = |E_0|\) of the external field is small (i.e., \(E_0^2 \ll E_0\)), all perturbation quantities are approximately proportional to the external excitation \(E_0\). Extending the approach by Chew and Sen (1982a) to the case of three ionic species, the linearized frequency-dependent part of equation 2 writes

\[
i \omega \delta n_j(r, \omega) = \nabla \left\{ D_j \nabla \delta n_j(r, \omega) \right. \\
+ \mu_j z_j \left[ n^{(0)}_j(r) \nabla \delta U(r, \omega) + \delta n_j(r, \omega) \nabla U^{(0)}(r) \right] \left. \right\} + \mathcal{O}(E_0^2), \quad (11)
\]

where the term \(\mathcal{O}(E_0^2)\) represents the neglected products of two perturbation quantities, and the perturbation potential satisfies Poisson’s equation:

\[
\nabla^2 \delta U(r, \omega) = - \frac{F}{\varepsilon_0 \varepsilon_r} \sum_{j=1}^{3} z_j \delta n_j(r, \omega). \quad (12)
\]
Equations 11 and 12 constitute four coupled differential equation that describe the variation of the perturbation quantities within the electrolyte and it only remains to specify suitable boundary conditions. At a distance far from the particle, the perturbation potential should approach values corresponding to the external electric field, i.e.,

$$\delta U(r, \omega) \underset{r \to \infty}{\longrightarrow} -\mathbf{E}_{ext} \cdot \mathbf{r},$$

(13)

while the ion concentrations should approach the static solution, i.e., the perturbation concentrations should vanish as described by

$$\delta n_j(r, \omega) \underset{r \to \infty}{\longrightarrow} 0.$$  

(14)

We will assume that the particle can be considered a perfect conductor, such that the perturbation potential must be constant along the particle surface (see discussion section for a more detailed analysis of this assumption). If the external excitation is symmetric around the sphere, this constant potential must be zero, i.e.,

$$\delta U(r, \omega) \bigg|_{\text{surface}} = 0.$$  

(15)

As inactive ions are neither produced nor consumed at the particle surface, the normal fluxes of both inactive ionic species through the surface, i.e., equation 1 for \( j = 1, 2 \), must also be zero:

$$\left[ -D_j \nabla \delta n_j(r, \omega) - \mu_j z_j \left( n_j^{(0)}(r, \omega) \nabla U(r, \omega) + \delta n_j(r, \omega) \nabla U^{(0)}(r, \omega) \right) \right] \cdot \mathbf{n} \bigg|_{\text{surface}} = 0,$$

(16)

with \( \mathbf{n} \) denoting the unit normal vector to the surface (pointing into the electrolyte). Only the normal flux of the active cations through the metal surface is non-zero due to the oxidation-reduction reactions. The rate of ion production or consumption at the surface depends on the perturbation concentration of the active ions and the electric field at the
surface as expressed by

\[
\left[ -D_3 \nabla \delta n_3 (r, \omega) - \mu_3 \left( n_3^{(0)} (r, \omega) \nabla \delta U (r, \omega) + \delta n_3 (r, \omega) \nabla U^{(0)} (r, \omega) \right) \right] \cdot n = - \alpha (\zeta) n_3^{(0)} (r, \omega) \nabla \delta U (r, \omega) \cdot n - \beta (\zeta) \delta n_3 (r, \omega),
\]

(17)

where we already made use of the equality \( z_3 = 1 \). As we show in more detail in appendix A, the right-hand side of equation 17 corresponds to the exchange current across the metal electrolyte interface defined by Wong (1979) adapted to our extended model. The two parameters \( \alpha \) (in Cs/kg) and \( \beta \) (in m/s) control the dependence of the reaction current on the overpotential at the particle surface and the perturbation of the active ion concentration, respectively. Details on the exchange current can be found in Appendix A. In the same appendix, we show that — assuming a constant reaction-current density \( i_0 \) — the two reaction-current parameters vary with the \( \zeta \)-potential as follows:

\[
\alpha (\zeta) = \alpha (0) \exp \left( \frac{e \zeta}{kT} \right), \quad \beta (\zeta) = \beta (0) \exp \left( \frac{e \zeta}{kT} \right),
\]

(18)

where \( \alpha (0) \) and \( \beta (0) \) describe the reaction current in absence of a static surface potential as used in the study by Wong (1979). Note that in our case, the reaction current is given in terms of an ion flux density in mol/(m²s), which has to be multiplied by Faraday’s constant \( F \) to obtain the corresponding electric current density in A/m² as defined by Wong (1979) [his equation (28)].

**NUMERICAL IMPLEMENTATION**

To our best knowledge, no closed analytical solution of the problem set up by the partial differential equations 11 and 12 and the boundary conditions expressed in equations 13 through 17 exists in the literature. This is also true for similar systems of partial differential
equations with boundary conditions adjusted to the problem of charged non-conducting particles, for which only approximate analytical (e.g. Chew and Sen, 1982a; Shilov et al., 2001) or numerical solutions (e.g. DeLacey and White, 1981) have been reported.

Here, we use the finite-element software package COMSOL Multiphysics to successively obtain the static and the frequency-dependent solution. Although the numerical solution would also permit to study irregularly shaped particles, here we limit our treatment to spherical particles. This enables us to compare our results for the charged particle with the predictions of the analytical Wong model for an uncharged particle of equal size. Figure 1 illustrates the modelled volume with the particle of radius \(a\) centered at the origin of coordinates. The uniform external field is imposed, such that \(E_0 = E_0 e_x\).

Due to the cylindrical symmetry of the problem, the numerical simulation only needs to be carried out on the two-dimensional model domain of length \(2L\) (in \(x\)-direction) and height \(L\) (in \(y\)-direction) marked in red in Figure 1. This approach, which helps to solve the numerical problem efficiently, is based on taking the \(x\)-coordinate of the Cartesian space as the \(z\)-coordinate of the cylindrical coordinate system and the \(y\)-coordinate as the radial coordinate \(r\). As the problem is completely symmetric around the \(x\)- or \(z\)-axis, there is no variation in azimuthal direction. Additionally, this approach requires a suitable coordinate transformation, which accounts for the different form of the differential operators in cylindrical coordinates (see Appendix B for details).

As we saw earlier, in the case of vanishing equilibrium reaction current densities, the static problem reduces to the solution of the Poisson-Boltzmann equation, which contains \(U^{(0)}(r)\) as only unknown variable. The boundary conditions, equations 9 and 10, are translated into the following boundary conditions for the numerical simulation: \(U^{(0)} = \zeta\) on
the particle surface; \( U(0) = 0 \) on the left, right, and top boundary (see Figure 1); and \( \partial_y U(0) = 0 \) on the axis of symmetry. For technical details on the implementation in COMSOL Multiphysics, see appendix B.

Because bulk values are imposed as boundary conditions on the left, right, and top boundary, these should be placed sufficiently far away from the static diffuse layer and the frequency-dependent induced perturbations around the particle. As a trade-off between computational cost and accuracy, we use a standard domain size \( L \) of four times the particle radius, i.e. \( L = 4a \). We checked the suitability of this length scale by comparing the modelled perturbation potential at the boundary (for \( \zeta = 0 \)) with the corresponding values of the analytical solution (Wong, 1979; Bücker et al., 2018). As our modelling results do not yield a longer-scale perturbation caused by the effect of the static diffuse layer (see next section), this criterion will turn out to be sufficient.

Furthermore, the discretization of the two-dimensional modelling domain should account for the expected small-scale variation of the solution within the diffuse layer at the particle surface. While particle sizes of at least 1 mm may be of interest, the thickness of the diffuse layer is only of the order of one Debye length

\[
\lambda_D = \left( \frac{\varepsilon_0 \varepsilon_r kT}{2n_1^\infty eF} \right)^{1/2},
\]

which for typical ionic strengths of the electrolyte is as small as \( 10^{-8} \) m. In order to be able to resolve the diffuse layer, we therefore discretize the electrolyte next to the surface with a special boundary-layer mesh consisting of rectangular elements with a size of \( \pi a/400 \) along the boundary (tangential direction). In radial direction this boundary-layer mesh is much finer and consists of a fixed number of 8 elements with sizes increasing from \( \lambda_D/2 \) at the surface to \( \approx 1.8\lambda_D \) at the outer limit of the boundary layer. The remaining volume is filled
with triangular elements, the maximum sizes of which increase from $\lambda_D/2$ at the outer limit of the boundary-layer mesh to $L/20$ at the remote boundaries. Resulting meshes consist of $\approx 9,250$ elements for particle sizes between 0.1 $\mu$m and 10 mm, of which the constant number of 3,200 elements corresponds to the boundary-layer mesh.

After having solved the static problem, the frequency-dependent solution is obtained using the same mesh. The static background ion concentrations needed for the frequency-dependent solution, are computed by inserting $U^{(0)}(r)$ into equation 7. For the detailed implementation of the partial differential equations 11 through 12 in COMSOL Multiphysics, see appendix B. The analytical boundary conditions for the frequency-dependent problem, equations 13 through 17, merge into the following numerical formulation: Unchanged on the particle surface; $\delta n_j = 0$ for all $j$ and $\delta U = \pm E_0 L$ on the left and right boundary, respectively; $J_j = 0$ for all $j$ and $\partial_y \delta U$ on the top boundary and the axis of symmetry. While the static solution only needs to be computed once for each set of model parameters (i.e., $a$, $\zeta$, $n^\infty_j$, etc.), the frequency-dependent problem has to be solved for each value of the angular frequency $\omega$ separately.

Further below, we will display the modelling results either directly, i.e., the actual solutions for the four perturbation quantities, or in terms of the effective conductivity of the modelled volume. The latter can be obtained from a numerical integration of the total ionic fluxes through the left (or right) boundary, i.e.,

$$\sigma_{\text{mod}} = \frac{2}{E_0 L^2} \int_0^L \sum_{j=1}^3 J_j(x = L, y)e_x ydy,$$

(20)

where the term $ydy$ accounts for the area element of the circular surface of the boundary and the factor $2/L^2$ stems from the normalization to its total area.

As mentioned above, the standard domain size is $L = 4a$ to ensure that the boundaries
are located far enough from the polarized particle. However, this corresponds to a rather small particle volume fraction of \( \nu_{\text{mod}} \approx 0.01 \). In order to facilitate the comparison with the spectral responses discussed in Part 1 of this series (Bücker et al., 2018), the modelled effective conductivities \( \sigma_{\text{mod}} \) are scaled to the volumetric content of \( \nu = 0.12 \) using the Maxwell-Garnett mixing rule (e.g. Wong, 1979)

\[
\frac{\sigma_{\text{eff}}}{\sigma_0} = \frac{1 + 2\nu f}{1 - \nu f},
\]

(21)

where \( \sigma_0 = 2\mu n_1^\infty F \) is the bulk conductivity of the electrolyte and

\[
f = \frac{1}{\nu_{\text{mod}}} \frac{\sigma_{\text{mod}} - \sigma_0}{\sigma_{\text{mod}} + 2\sigma_0}
\]

(22)

the modelled frequency-dependent reflection coefficient of the spherical particle.

Due to the lack of an appropriate analytical model, the numerical solution around the charged particle itself cannot be validated rigorously. However, for the limiting case of a particle without diffuse charge, i.e., \( \zeta = 0 \), the numerical solution can be compared to the analytical solutions provided by Wong (1979) and Bücker et al. (2018) in order to detect possible problems due to an inappropriate discretization or other issues arising from the numerical implementation. In the results section, all numerical results are therefore presented along with the corresponding analytical solutions for an uncharged particle.

RESULTS

Unless otherwise stated, the standard model parameters listed in Table 1 are used to obtain the results presented in this section. As mentioned above, all numerical results are scaled to a standard volumetric content of 12\%, which ensures a significant spectral variation of the effective conductivity. The \( \zeta \)-potential on the surface of the charged particle is
set to $\zeta = -50 \text{ mV}$, which is a typical value for stainless steel surfaces at neutral pH (Boulangé-Petermann et al., 1995) and high enough to render the small changes of the spectral response induced by the static diffuse layer visible. In a similar fashion, we use a relatively high bulk concentration of the active cations of $n_3^\infty = 0.12 \text{ mol/m}^3$ to also highlight the effect of the reaction current. The values of the reaction current parameters $\alpha(0)$ and $\beta(0)$ for the uncharged particle are taken over from Wong (1979). A uniform ion mobility of $\mu_1 = \mu_2 = \mu_3 = \mu = 5 \cdot 10^{-8} \text{ m}^2/(\text{Vs})$, which is approximately the mobility of the sodium cation at room temperature (e.g. Atkins and De Paula, 2013), is assumed for all three ionic species.

**Polarization mechanism**

In part 1 (Bücker et al., 2018), we analyzed the two main relaxation processes inherent to Wong’s electro-chemical polarization model: The first is related to the accumulation and relaxation of electrical charges in thin diffuse layers induced next to the two hemispheres of the particle. This dynamic charging relaxes on a characteristic time scale that increases linearly with the particle radius as $\tau_{dl} = a\lambda_D/(2D)$. The second is a volume-diffusion process related to the build-up of an electrically neutral concentration gradient around the particle. This gradient is required to balance reaction currents through the particle and is therefore only observed in the presence of active cations (i.e., $n_3^\infty > 0$) and a non-zero exchange current (i.e., $\alpha(0), \beta(0) > 0$) at the particle surface. The relaxation of the concentration gradient occurs on a time scale $\tau_{vd} \propto a^2/D$ and becomes dominant around particles with radius $8\lambda_D(n_1^\infty/n_3^\infty)^2$ or larger (see Bücker et al., 2018).

Figures 2 to 5 give an insight into the micro-scale manifestations of both mechanisms and
Table 1: Standard parameter values for numerical modelling studies.

<table>
<thead>
<tr>
<th>Parameter (unit)</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute temperature (K)</td>
<td>$T$</td>
<td>293</td>
</tr>
<tr>
<td>Volumetric metal content (-)</td>
<td>$\nu$</td>
<td>0.12</td>
</tr>
<tr>
<td>Particle radius ($\mu$m)</td>
<td>$a$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\zeta$-Potential (mV)</td>
<td>$\zeta$</td>
<td>$-50$</td>
</tr>
<tr>
<td>Relative permittivity of the fluid (-)</td>
<td>$\varepsilon_r$</td>
<td>80</td>
</tr>
<tr>
<td>Ion mobility $[\text{m}^2/(\text{Vs})]$</td>
<td>$\mu$</td>
<td>$5 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>Signed ion valences (-)</td>
<td>$z_1, z_2, z_3$</td>
<td>1, 1, 1</td>
</tr>
<tr>
<td>Bulk anion concentration (mol/m$^3$)</td>
<td>$n_1^\infty$</td>
<td>1</td>
</tr>
<tr>
<td>Bulk concentration of active cations (mol/m$^3$)</td>
<td>$n_3^\infty$</td>
<td>0.12</td>
</tr>
<tr>
<td>Reaction-current parameter $[\text{m}^2/(\text{Vs})]$</td>
<td>$\alpha(0)$</td>
<td>$10^{-10}$</td>
</tr>
<tr>
<td>Reaction-current parameter (m/s)</td>
<td>$\beta(0)$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>Magnitude of external field (V/m)</td>
<td>$E_0$</td>
<td>1</td>
</tr>
</tbody>
</table>

The changes produced by adding a static diffuse layer. The first row of Figure 2 shows the (purely radial) variation of the background ion concentrations $n_j^{(0)}(r)$ and the background potential $U^{(0)}(r)$ within such a static diffuse layer around a charged sub-micron particle with a radius of 0.1 $\mu$m and a $\zeta$-potential of $-50$ mV. The dashed line indicates the approximate thickness $\lambda_D \approx 10$ nm of the diffuse layer. While the negative charges at the particle surface deplete anions (co-ions) almost completely from the diffuse layer, they increase both cation concentrations (counter-ions) at the surface by a factor of $\approx 7.2$. Because the excess of
counter-ions outnumbers the deficit of co-ions, the effective conductivity of the interfacial layer is larger than the one of the bulk electrolyte. Outside the diffuse layer, all three ion concentrations approach their respective bulk concentrations and the static potential decays to 0 mV.

The other four rows of Figure 2 show particles of the same size (0.1 μm) but with different surface characteristics under the influence of an external field. The selected angular frequency of ω = 3 · 10^4 rad/s of the external excitation is well below the characteristic frequencies of all relaxations of interest, such that the corresponding perturbations can fully develop. Figure 2 displays the real parts of the complex-valued perturbation quantities. The corresponding imaginary parts are not displayed because they are much (at least by a factor of 10) smaller at the selected low angular frequency.

Complex-valued concentrations and potentials might be less familiar to some readers. But in the mathematical formalism used here, which describes harmonic oscillations by complex numbers, the occurrence of non-zero imaginary parts simply indicates that these quantities are out-of-phase compared to the external electrical field, the phase of which is given by the product ωt.

Upon excitation by the external field, the perfectly conducting sphere always responds with an quasi-instantaneous redistribution of charges along its surface. The resulting induced surface charges Σ∞ ∝ ε₀ε₉E₀ (see e.g. Bucker et al., 2018) ensure that the external field is cancelled out within the particle, which is being accounted for by the boundary condition 15. This early-time or high-frequency behaviour of the particle itself is the same, regardless of reaction currents through the particle surface or the assumption of a fixed diffuse surface charge. However, due to slower processes the variation of the late-time or
low-frequency perturbations of ion concentrations and electric potentials within the electrolyte next to the particle depends largely on the particular set of surface properties. In the following we will discuss the different effects of ζ-potential and reaction currents in detail.

The second row of Figure 2 and the solid grey curves in Figures 3 and 4 illustrate the low-frequency polarization of the uncharged conducting particle, i.e., ζ = 0, with no reaction currents through the solid-liquid interface, here realized by setting α(0), β(0) = 0. Under these conditions, only the effect of the diffuse-layer polarization can be observed, the fundamental polarization of the perfect conductor. As discussed in more detail in Büber et al. (2018), normal electro-migration currents around the poles of the particle charge the electrolyte next to the particle surface until they are balanced by opposed diffusion currents driven by the resulting concentration gradients. At sufficiently small frequencies or after sufficiently long times, the total charge stored in the diffuse layer and mirrored on the particle is by a factor aκ (where κ = 1/λD) larger than the quasi-instantaneously induced surface charge Σ∞ (Büber et al., 2018). The perturbation concentrations in the diffuse layer decay approximately exponentially with the distance from the surface, i.e., ∝ exp[−κ(r − a)] (Wong, 1979; Büber et al., 2018). The inner dashed lines in Figures 2 to 4 mark the distance at which the perturbations decay to 1/e of their respective values at the particle surface indicating the spatial extension of the field-induced diffuse layers.

From the third row of Figure 2 and the dashed grey curves in Figures 3 and 4 it is evident that the situation changes if a fixed surface potential of ζ = −50 mV is considered: Here, we observe a significant reduction of the anion perturbation concentrations within the diffuse layer (first panel), while the resulting lack of charge is compensated by an amplification of the cation perturbation concentrations in the diffuse layer (second and third panel, better recognizable from the radial sections in Figures 3 and 4). Beyond the diffuse
layer covering the sub-micron particle (Figures 2 and 3), all ion concentrations increase (or respectively decrease) uniformly on the two opposite sides of the particle resulting in an electrically neutral salinity gradient around the particle. The development of this relatively long-range concentration gradient can be understood as a direct consequence of the unequal contributions of anions and cations to the conductivity of the static diffuse layer.

Tangentially to the surface, electro-migration currents transport much more cations than anions, which in Figure 2 depletes cations to the left of the particle and accumulates them to the right. At the same time, more anions arrive at (are pulled away from) the right (left) side of the particle than can be transported through the diffuse layer, which explains the net electro-neutrality of the perturbation. The concentrations increase until the resulting opposite diffusion currents can balance the effect of the electro-migration currents, leading to the quasi-equilibrium situation seen in Figure 2. The process described in this paragraph is a volume-diffusion mechanism, which is similar to but should not be confused with the one arising from the reaction currents discussed in the next paragraph. Obviously, this mechanism is much weaker around the larger particle (Figure 4), where the presence of a static diffuse layer does not result in recognizable changes of the ion concentration in the zone marked as volume-diffusion layer.

The fourth row of Figure 2 and the black solid curves in Figures 3 and 4 show the influence of non-zero reaction currents, i.e., \( \alpha, \beta > 0 \), on the perturbations around an uncharged particle, i.e., \( \zeta = 0 \) mV. Here, not the unequal population of the static diffuse layer with anions and cations but the exclusive release and absorption of active cations at the surface causes an imbalance of electro-migration fluxes between the electrolyte far away and in the vicinity of the particle. As discussed in more detail previously (Bücker et al., 2018), the result is a coupling of the diffuse-layer polarization and the volume-diffusion process.
While the perturbations caused by the volume-diffusion process around charged particles (previous paragraph) appear clearly and have the same sign in all three ion concentrations; the reaction currents mainly affect the concentration of the active ions (see $\delta n_3$) and electro-neutrality in the volume-diffusion region is ensured by a small reduction of $\delta n_2$ and a small increase of $\delta n_1$. The radial profiles in Figures 3 and 4 illustrate these distinct effects clearly.

The radial profiles in Figure 4 also show a second important difference between the concentration gradients due to the two different volume-diffusion mechanisms, which cannot be distinguished around the small particle: Only the reaction currents produce the plateaus observed in the region marked as volume-diffusion layer (black lines and symbols), which together with the decay at larger distances represent the $1/r^2$-dependence of the corresponding perturbation concentrations. The absence of these plateaus in the perturbation concentrations related to the asymmetric transport in the static diffuse layer (grey lines and symbols in Figure 4) indicates a much faster – probably exponential – decay with the distance from the particle surface and thus a much smaller thickness of the volume affected by the concentration gradient.

The last row of Figure 2 and the dashed black curves in Figures 3 and 4 show the coupling of all three polarization processes. From a direct comparison among the different maps and profiles, it can be seen that in this case, (1) the perturbation concentrations within the diffuse layer around small and large particles are largely controlled by the static diffuse layer, (2) those in the volume-diffusion region around the large particle only by the reaction current through the particle surface, and (3) those in the volume-diffusion region around the small particle by the reaction current through the particle surface and the static diffuse layer.
While effects of and interactions between the different polarization mechanisms are clearly reflected in the perturbation concentrations around the sub-micron particle, the resulting electric perturbation potentials (last column in Figure 2) hardly show any noticeable variation. The radial profiles of the perturbation potentials presented in Figure 5 show only subtle differences. In both cases, the perturbation potential primarily shows the steep exponential decrease due to the space charge stored in the diffuse layer followed by a plateau due to the $1/r^2$ decay of the effective dipole moment of the particle. If no reaction currents are considered, i.e., for $\alpha, \beta = 0$, the charges of the diffuse layer fully screen the electric field. In this case, the potential profile outside the diffuse layer is equal to the one around a perfectly insulating sphere, the reflection coefficient of which can be obtained as $f = -1/2$ from potential theory\textsuperscript{1}. Reaction currents through the interface (i.e., $\alpha, \beta > 0$) leak charges from the diffuse layer into the particle (and vice versa), which reduces the effective dipole moment of the particle and thus the perturbation potential along the plateau in Figure 5. The almost identical variations of the potential around charged (open symbols) and uncharged (filled symbols) particles suggest that the static diffuse layer has hardly any effect on the macroscopic response of the particle.

As mentioned in the previous section, Figures 3 to 5 show a good agreement of numerical (solid lines) and analytical (filled circles) results for the case of the uncharged particle, i.e., $\zeta = 0$ mV. The full analytical solution for all four perturbation quantities can be looked up in Bücke et al. (2018). Slight deviations between numerical and analytical solutions only become visible very close to the particle surface. As an explanation, we recall that the

\textsuperscript{1}The reflection coefficient $f$ of a sphere with conductivity $\sigma_s$ embedded in a medium with homogeneous conductivity $\sigma_m$ is $(\sigma_s - \sigma_m) / (\sigma_s + 2\sigma_m)$ (e.g. Maxwell, 1891).
smallest radial element size of our finite-element mesh is $\lambda_D/2$, which is a factor of 50 larger than the smallest radial distance displayed in the radial profiles in Figures 3 to 5. Thus the observed misfit does not indicate a systematic error but could be reduced by increasing the resolution of the mesh.

**Spectral response**

Figure 6 displays the effective conductivity spectra obtained for the sub-micron particle, i.e., $a = 0.1$ μm, in terms of the respective real ($\sigma'(\omega)$) and imaginary ($\sigma''(\omega)$) parts. The diffuse-layer relaxation, which dominates around such small particles, leads to a steep transition between the low and high-frequency limits of $\sigma'$ and a narrow peak in the $\sigma''$ spectra. The small overshots of $\sigma'$ at the angular frequency $1/\tau_{el} = \sigma_0/(\varepsilon_0\varepsilon_r) \approx 10^{-7}$ rad/s can be attributed to the relaxation of the electrolyte solution (Bücker et al., 2018) and obey the Kramers-Kronig relations with the corresponding imaginary spectra (not shown here for brevity). The effect of a non-zero $\zeta$-potential on the spectra in Figure 6 can be summarized under the following three main changes: The presence of a static diffuse layer (1) increases the direct-current limit of $\sigma'$ (subsequently denominated by $\sigma_{\text{DC}}$), (2) reduces the maximum of $\sigma''$ (subsequently $\sigma''_{\text{max}}$), and (3) shifts the characteristic angular frequency, at which $\sigma''_{\text{max}}$ is encountered, towards lower frequencies (subsequently $\omega_c$).

Figure 7 shows that the effect of a non-zero $\zeta$-potential on the spectral response of the large particle with $a = 10$ mm is different. For vanishing reaction currents, i.e., $\alpha(0), \beta(0) = 0$, we still observe the steep transition of $\sigma'$ and the narrow peak of $\sigma''$ related to the diffuse-layer polarization. However, here $\sigma_{\text{DC}}$ and $\sigma''_{\text{max}}$ remain unaffected by the static diffuse layer and only the shift of $\omega_c$ to lower frequencies can be observed. If non-zero reaction currents
through the surface of the large particle are taken into account, i.e., for \( \alpha(0), \beta(0) > 0 \), the volume-diffusion process becomes dominant resulting in a broadening of the transition region, a broadening and reduction of the \( \sigma'' \)-peak, and a substantial reduction of the characteristic angular frequency \( \omega_c \). In this regime no effect of the static diffuse layer on the spectral response can be detected.

In the following, we will study the dependency of the three spectral parameters \( \sigma_{DC} \), \( \sigma''_{\text{max}} \), and \( \omega_c \) on the \( \zeta \)-potential in more detail and provide some possible explanations for the observed changes.

The left panel of Figure 8 shows the variation of \( \sigma_{DC} \) with the \( \zeta \)-potential for two different particle radii \((a = 0.1 \text{ and } 31.6 \text{ \mu m})\). As we know, an increasing magnitude of the (negative) \( \zeta \)-potential results in an increase of cation and a decrease of anion concentrations in the static diffuse layer. Because the increase of the cation concentrations with \( \zeta \) is much larger than the decrease of the anion concentration, the surface conductivity increases with the magnitude of the \( \zeta \)-potential, which results in the increase of \( \sigma_{DC} \) observed in Figure 8. As the total volume fraction occupied by the static diffuse layer of fixed thickness \( \lambda_D \) decreases with increasing particle size, the increase of \( \sigma_{DC} \) with \( \zeta \) is most pronounced around the smaller particle (0.1 \mu m) and becomes almost negligible around the larger (31.6 \mu m) particle.

Above we saw that – provided that no reaction currents are allowed to cross the surface – a fully developed induced diffuse layer lets the perfectly conducting particle effectively (i.e., outside the diffuse layer) behave like a non-conducting particle (see Figure 5). At the same time, the static diffuse layer partly compensates the effect of the induced diffuse layer and slightly increases the effective conductivity. In order to understand the contribution of the
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diffuse layer, we can try to describe the variation of $\sigma_{DC}$ with $\zeta$ by the corresponding expressions known from the classical theory for non-conducting particles. According to O’Konski (1960), the effect of the surface conductivity $K$ can be taken into account by adding the conductivity $2K/a$ to the conductivity of the particle. If the particle is non-conducting, which in our case is true in the low-frequency limit and outside the induced diffuse layer, the effective conductivity of the particle is given by

$$\sigma_p = \frac{2K}{a}. \quad (23)$$

As our model does not include a Stern layer, $K$ only considers the conductivity increment due to the static diffuse layer. For a thin static diffuse layer, i.e., $a\kappa \gg 1$, the surface conductivity $K$ can be approximated using Bikerman’s formula (e.g. Shilov et al., 2001).

Because we do not consider electro-osmotic coupling, we evaluate this formula in the high-viscosity limit, where

$$K \approx 2\sigma_0 \lambda_D \left[ \cosh \left( \frac{e\zeta}{2kT} \right) - 1 \right]. \quad (24)$$

The effective DC conductivity of a particle with conductivity $\sigma_p$ immersed in a medium of conductivity $\sigma_0$ can be obtained from inserting the effective reflection or dipole coefficient (e.g. from Shilov et al., 2001)

$$f_{DC} = \frac{\sigma_p - \sigma_0}{\sigma_p + 2\sigma_0}, \quad (25)$$

into the Maxwell-Garnett mixing rule, equation 21. The predicted variation of $\sigma_{DC}$ with $\zeta$ is illustrated in the left panel of Figure 8 (solid lines) along with the corresponding numerical results (black open symbols).

Particularly for the smaller particle, this analytical approximation overestimates the conductivity increment produced by the static diffuse layer. There are various reasons for the observed deviation: Equations 23 through 25 are only valid in the thin double layer limit, i.e.,
$a \gg \lambda_D$. Furthermore, the Bikerman model of surface conductivity does not consider the volume-diffusion polarization of the static diffuse layer observed in our simulation results, which is expected to reduce the effective conductivity increment, nor the coupling with the induced diffuse layer. Despite these shortcomings, the qualitative agreement with the modelled response is relatively good and provides an additional plausibility check of our numerical implementation.

Note that the comparison with the response of a non-conducting particle is only sensible in the low-frequency limit, where the perfectly conducting particle behaves like an insulator. At higher frequencies, the different natures of the particles lead to fundamentally different frequency dependencies of the effective conductivity (see the Discussion section for more detail).

The right panel of Figure 8 shows the variation of $\sigma''_{\text{max}}$ (i.e., the value of $\sigma''$ at the characteristic frequency of each individual spectral response), which is often taken as a measure of the magnitude of the polarization. If no reaction currents are considered (grey diamonds), $\sigma''_{\text{max}}$ decreases with the magnitude of $\zeta$. This decrease is most pronounced for the smallest particle, i.e., $a = 0.1 \ \mu\text{m}$, and hardly noticeable for the largest, i.e., $a = 10 \ \text{mm}$. For the smallest particle, the variation of $\sigma''_{\text{max}}$ with $\zeta$ does almost not change when reaction currents are added to the model (black circles). All responses discussed so far are dominated by the relaxation of the diffuse layer, such that we can conclude that the magnitude of this polarization process generally decreases with increasing diffuse charge density at the particle surface. The opposite is the case when the volume-diffusion process becomes dominant, $\sigma''_{\text{max}}$ increases with the magnitude of $\zeta$. We observe this around the intermediate particle, i.e., $a = 31.6 \ \mu\text{m}$, if reaction currents are considered. Also in the case of non-zero reaction currents, the effect of $\zeta$ becomes almost imperceptible around the
largest particle, i.e., $a = 10$ mm.

**Relaxation time**

Due to its strong dependence on geometrical parameters, the relaxation time $\tau$, here defined as the inverse of the characteristic angular frequency $\omega_c$, is often used as a proxy for the size of the conducting particles. Hence, a good understanding of the effect of the $\zeta$-potential on this important spectral parameter would be desirable. Figure 9 illustrates the variation of $\tau$ with the particle radius $a$ for different surface characteristics. The response of uncharged particles shows the typical division into two regimes (e.g., Bücker et al., 2018): The $\tau \propto \lambda_D a$ increase can be attributed to the diffuse-layer relaxation, while the much steeper $\tau \propto a^2$ variation is related to the volume-diffusion mechanism, which dominates around larger particles if reaction currents through the particle surface are taken into account. This division into two regimes is also valid for charged particles, i.e., $\zeta = -50$ mV. The only effect of the static diffuse layer around the particles is a slight increase of of the relaxation times of the diffuse layer ($\propto \lambda_D a$) for radii $a \gtrsim 1$ µm. The relaxation times of the volume-diffusion polarization ($\propto a^2$), in contrast, remain practically unaffected.

Figure 10, which illustrates the variation of the relaxation times with the $\zeta$-potential for three differently sized particles, confirms this general observation. We also see that the variation of the relaxation time of the diffuse layer, i.e., $\alpha(0), \beta(0) = 0$, with $\zeta$ is relatively flat around 0 mV, becomes steepest around $\pm 25$ to $\pm 75$ mV and then again flattens out towards higher magnitudes of $\zeta$. This behavior is symmetric with respect to $\zeta = 0$ mV and thus not affected by the sign of the diffuse surface charge. In contrast, the practically constant relaxation time of the volume-diffusion mechanism (black lines and symbols in...
Figure 10) presents a slightly asymmetric behaviour, which becomes most noticeable at large magnitudes of the \( \zeta \)-potential.

At first glance, the increase of the relaxation time of the diffuse layer with \( \zeta \) seems counter-intuitive: The static diffuse layer increases the conductivity in the vicinity of the particle as described by the surface conductivity \( K \). At the same time, the relaxation time is proportional to the Debye length and thus to the square root of the inverse of the conductivity of the electrolyte around the particle, i.e., \( \tau \propto 1/\sqrt{\sigma_0} \) (e.g. from Bücke et al., 2018), which would rather imply a decrease of \( \tau \) with \( \zeta \). However, the concentration polarization produced by the unequal anion and cation fluxes through the static diffuse layer rather seems to delay charging and relaxation of the induced diffuse layers related to the observed increase of \( \tau \) with \( \zeta \).

The relative insensitivity of the relaxation time of the volume-diffusion process (the one produced by the reaction currents) to changes in \( \zeta \) is in accordance to the fact that the corresponding volume-diffusion layer is practically unaffected by the presence of the static diffuse layer (see e.g. Figure 4). Obviously, this process does not respond to changes in the (surface) conductivity, which is plausible for a purely diffusion-controlled mechanism.

**DISCUSSION**

**Perfectly conducting vs. non-conducting particles**

Treatments of the low-frequency polarization response of charged (non-conducting) dielectric particles can be roughly classified into two groups; models of the first group stress the polarization response of the Stern or Helmholtz layer of counter-ions tightly bound to the particle surface (e.g. Schwarz, 1962; Schurr, 1964; Leroy et al., 2008). Under the influence
of an external electric field, these charges rearrange along the surface but cannot leave (or enter) the Stern layer. The maximum polarization is assumed to be controlled by an equilibrium between tangential electro-migration and diffusion currents resulting in the typical relaxation time scale of the Stern layer \( \tau = a^2/(2D) \). The influence of the outer diffuse layer is only considered in terms of the real-valued conductivity increment \( 2K/a \) proposed by O’Konski (1960), which does not actively contribute to the polarization. Models of the second group, in contrast, only study the polarization response of the diffuse layer. While most treatments neglect the polarization response of the Stern layer (e.g. Chew and Sen, 1982a; DeLacey and White, 1981), there are also approaches attempting to incorporate its effect (e.g. Shilov et al., 2001). The polarization of the static diffuse layer arises due to the unequal cation and anion transport by electro-migration currents along the surface and usually also relaxes on a time scale \( \tau \propto a^2/D \). In absence of a fixed diffuse surface charge and thus for a vanishing \( \zeta \)-potential, the models of both groups do not predict any polarization response, except for the Maxwell-Wagner polarization at high frequencies (i.e., \( \approx 1/\tau_{el} \)).

In comparison to these polarization mechanisms around non-conducting particles, the case of perfectly conducting particles is fundamentally different. Here, the main mechanism responsible for the large low-frequency dispersion of the effective conductivity of the suspension is the dynamic charging of the field-induced (and not the static) diffuse layer, which is a direct consequence of the high conductivity contrast between particle and electrolyte. In contrast to both mechanisms observed for non-conducting particles, the pure polarization of the field-induced diffuse layer relaxes on a time scale \( \tau = \lambda_D a/(2D) \). Only if reaction currents, which have not been addressed in the theories for non-conducting particles, are taken into account the coupling with the resulting volume-diffusion mechanism yields a
relaxation time $\tau \propto a^2$.

The present numerical study indicates that the effect of $\zeta$-potential and static diffuse layer should be considered of secondary importance for the effective conductivity of suspensions of perfectly conducting particles – at least for typical parameter values. Interestingly, the corresponding surface conductivity rather decreases the polarization magnitude, i.e., $\sigma''_{\text{max}}$, and thus its effect is exactly opposite to the one it has in the case of non-conducting particles.

In the case of non-conducting particles, the Stern layer usually plays an even more important role for the observed polarization phenomena (e.g. Schwarz, 1962; Schurr, 1964; Leroy et al., 2008) than the diffuse layer. However, our model does not include any polarization effect due to the Stern layer. We justify this simplification based on the assumed infinite conductivity of the particle, which results in a vanishing tangential electric field along the particle surface (and at small distances from the surface). This is due to an immediate redistribution of charges, which cancels out any electric field within the particle volume and along its surface. Thus, tangential electromigration currents within a thin Stern layer, which cause a large polarization around non-conducting particles, should either be zero or very small.

In summary, the role of surface conductivity around perfectly conducting particles is completely different to the one it plays for the polarization of non-conducting particles. Therefore, the polarization of the static diffuse layer around perfectly conducting particles should by no means be confused with the main polarization mechanisms due to the dynamic charging of the diffuse layer and the volume-diffusion process driven by reaction currents.
Potential for nano-particle characterization

To date only few studies have investigated the particular IP response of metallic nano-particles (Joyce et al., 2012; Shi et al., 2015; Aal et al., 2017), but the obtained results encourage further research to advance this exciting new application. The strong response of metallic particles and the well-known fact that the polarization magnitude scales with the volumetric metal content (e.g. Wong, 1979; Misra et al., 2017) make it a suitable method to monitor nano-particle injection experiments (Flores Orozco et al., 2015). Besides the mere localization and quantification, some researchers have even suggested that IP measurements could aid in the characterization of the in-situ chemical condition and reactivity of the particle surfaces (e.g. Shi et al., 2015). The strong correlation between the $\zeta$-potential (i.e., the fixed diffuse surface charge) on both surface reactivity (e.g. Sund et al., 2011) and IP response of non-conducting particles (e.g. Leroy et al., 2008) justified this hope.

Generally speaking, our modelling results also indicate that the sheer size of nano-particles favours such applications of the IP method: From Figure 8 we see that the smaller the particle is, the more sensitive both $\sigma_{\text{DC}}$ and $\sigma''_{\text{max}}$ become with respect to variations of the $\zeta$-potential. For the 0.1 $\mu$m particle, the maximum relative changes of both spectral parameters are approximately 15% over the studied range of $\zeta$-potentials from 0 to $-125$ mV. These variations are small but detectable. With increasing particle size, the sensitivity of both parameters to changes in $\zeta$ decreases rapidly. Already for micro-scale particles, here 31.6 $\mu$m, they are expected to be almost insensitive – except for $\sigma''_{\text{max}}$ in the case of non-zero reaction currents.

The situation is very different with regard to the sensitivity of the relaxation time to variations of the $\zeta$-potential. Figures 9 and 10 show that here, in contrast to $\sigma_{\text{DC}}$ and $\sigma''_{\text{max}}$, a
significant increase of the relaxation time can only be observed for micro-particles or larger, i.e., $a \gtrsim 1 \mu$m, and in absence of reaction currents. Under these conditions, the relaxation time of the pure diffuse-layer polarization increases by a factor 5 from 0 mV to ±125 mV, with the highest sensitivity in the range between ±25 through ±75 mV. As the same two Figures show the relaxation time of the volume-diffusion process, which dominates for larger particles sizes and non-zero reaction currents, is expected to be practically insensitive to changes of the $\zeta$-potential. However, in this regime the relaxation time is highly sensitive to the reaction current through the particle surface, which in turn is a direct measure for the reactivity of the particle surface. This effect can be of interest to monitor particle-injection experiments, where particle-surface properties change over time (e.g., engineered particle coatings, Flores Orozco et al., 2015), or conditions with varying availability of active ionic species, e.g. due to biogeochemical processes (e.g., Flores Orozco et al., 2011).

Despite of the theoretical potential of the IP method to characterize surface properties such as $\zeta$-potential and reactivity, the high characteristic frequencies of the relaxation processes around nano-particles impose a practical limit: Typical laboratory set-ups only permit to determine the complex conductivity response of material samples up to frequencies of 1 to 40 kHz, and can therefore only resolve the increasing flank of the relaxation peak (e.g. Aal et al., 2017). In this case, the determination of the characteristic frequency might become too imprecise to detect the small variations of $\tau$ with $\zeta$. Other researchers, in contrast, were able to observe the relaxation peak of sub-micron silver and zero-valent iron particles at sufficiently low frequencies (Joyce et al., 2012). In field experiments with array lengths in the meter to dekameter range, electromagnetic induction usually masks the IP response at frequencies $> 10 – 100$ Hz (e.g. Flores Orozco et al., 2011, 2012), which further reduces the detectability of nano-particles in larger-scale applications.
Limitations of the model

In part 1 of this series (Bücker et al., 2018), we discussed the limitations inherent to the model by Wong (1979) including our own extensions. Obviously, the numerical model presented in this second part suffers from the same set of shortcomings inherited from the base model. To mention some of the remaining issues, (1) it ignores the fact that most metal-bearing minerals are rather semiconductors than metallic conductors, (2) it does not consider dynamic charging of the Stern layer (e.g. Merriam, 2007), (3) it neglects particle-particle interactions between adjacent grains, which is inherent to the mixing rule used for the up-scaling, (4) it does not treat effects of non-spherical geometries or surface roughness, and (5) having even more model parameters, its application to real data is expected to be even more tedious (e.g. Placencia-Gómez and Slater, 2014).

In the light of recently developed semiconductor-polarization models (e.g., Revil et al., 2015b; Misra et al., 2016a,b; Abdulsamad et al., 2017), it is worth reconsidering the assumption of an infinite conductivity of the metallic particle. In his analysis, Wong (1979) argued that if "the conductivity [...] of the mineral is a hundred or a thousand times the conductivity [...] of the surrounding medium" (i.e. the electrolyte), the particle could be considered a perfect conductor. However, this argumentation only assesses the (direct-current) conductivity of the involved materials, which is not sufficient in the context of a frequency-dependent model.

The situation described by the zero-potential boundary condition (15) requires the charges on the particle to relax much faster than the variation of the external excitation. In metallic conductors, the charge relaxation time can be roughly approximated by twice the collision time of the free electrons (e.g., Ashby, 1975). At room temperature, typical
collision times in elemental metals are in the order of $10^{-15}$ s to $10^{-14}$ s, such that the characteristic frequency of charge relaxation is well beyond the relevant frequency range and the assumption of a perfect conductor remains justified. The analysis by Revil et al. (2015b) and Revil et al. (2015a) suggests that the situation changes fundamentally if semiconducting minerals, such as pyrite or magnetite, are considered. Here, the diffusion-controlled relaxation of the charge carriers insight the semiconducting particle not only leads to a much slower response of the solid particle but seems to be the main polarization mechanism in the typical IP frequency range. With this in mind, the application of the present polarization model (as well as any model that rests on the assumption of a perfectly conductive solid phase) should clearly be limited to the case of metallic conductors.

In addition to the known limitations (1) through (5), the assumption of a constant $\zeta$-potential used in this study might also be unrealistic. In particular, the large field-induced variations of the ion concentrations close to the particle surface rise doubts whether the constant-$\zeta$-potential boundary condition, i.e., equation 15, can be adequate. This limitation is also inherited from the Wong model, which – from our new perspective – simply describes the special case of $\zeta = 0$, i.e., at the point of zero charge of the metal surface. Determining the $\zeta$-potential self-consistently from a speciation model for the particle-electrolyte interface might result in a more realistic boundary condition, which can account for the complex mutual dependency between the diffuse layer and the surface (including the Stern layer).

**CONCLUSION**

We have developed a numerical approach to study the effect of a static diffuse layer on the electro-chemical polarization of a perfectly conducting particle. In comparison to the response of a particle without such a static diffuse layer, the observed changes are relatively
small, which implies that the effect of surface conductivity is of secondary importance for
the polarization of perfectly conducting or metallic particles. In particular around relatively
large particles (compared to the Debye length), the diffuse surface charge on the particle is
practically not expected to influence the macroscopic response at all.

For nano- and small micro-scale particles, however, the three important spectral param-
eters – the low-frequency limit of the effective conductivity $\sigma_{DC}$, the polarization magnitude
$\sigma''_{\text{max}}$, and the relaxation time $\tau$ – do reveal measurable responses to variations of the $\zeta$-
potential (or the constant diffuse surface charge). Therefore, our findings are of particular
interest for the interpretation of IP experiments designed to find a link between complex
conductivity response and chemical surface conditions of metallic nano- and micro-scale
particles.

The present study advances the basic understanding of the polarization mechanism
around perfectly conducting particles, quantifies the previously completely disregarded ef-
fed of diffuse surface charge on the polarization response, and opens the possibility for an
application of the IP method for the improved characterization of the chemical state of
metallic nano- and microscale particles.

APPENDIX A

ADAPTATION OF THE EXCHANGE CURRENT

Our description of the exchange current strictly adheres to the one proposed by Wong
(1979). However, while Wong can assume the bulk concentration of the active cations $n_3^\infty$
at the particle surface, according to equation 7, the equilibrium concentration at a charged
surface is given by $n_3^{(0)}(\zeta) = n_3^\infty \exp[-e\zeta/(kT)]$, which requires some adaptions of the
known expressions.

The fundamental metal deposition-dissolution reaction

\[ \text{M}^+ + \text{e}^- \rightleftharpoons \text{M}_{\text{(ads)}} \]  \hspace{1cm} (A-1)

remains unchanged. Here, \( \text{M}^+ \) denotes the metal cation in solution, \( \text{e}^- \) an electron and \( \text{M}_{\text{(ads)}} \) a metal atom adsorbed to the particle surface. The net exchange current density due to the above reaction writes [equation (23) in Wong (1979)]

\[ i = k_- [\text{M}_{\text{(ads)}}] e^{\eta/(2kT)} - k_+ [\text{M}^+] e^{-\eta/(2kT)}, \]  \hspace{1cm} (A-2)

where we have already assumed a symmetry factor of 1/2. The parameters \( k_+ \) and \( k_- \) are rate constants, \( [\text{M}_{\text{(ads)}}] \) and \( [\text{M}^+] \) are concentrations of active cations and adsorbed atoms (in ions/m\(^3\)), and \( \eta \) is the current-producing overpotential.

Under undisturbed conditions, i.e., without any external excitation, the overpotential \( \eta \) is zero by definition and the modified concentration of active cations at the particle surface is given by \( n_3^{(0)}(\zeta) \), which includes the cation excess in the static diffuse layer caused by the non-vanishing surface potential \( \zeta \). Wong’s expression for the equilibrium exchange current, his equation (24), therefore becomes

\[ i_0 = k_- [\text{M}_{\text{(ads)}}] e = k_+ n_3^{(0)}(\zeta) N_A e, \]  \hspace{1cm} (A-3)

where \( N_A \) is Avogadro’s constant \( (6.0221 \cdot 10^{23} \text{ mol}^{-1}) \).

As Wong (1979) discusses in more detail, for small overpotentials \( \eta \ll e/(2kT) \) the non-equilibrium exchange current due to a non-zero overpotential can be linearized resulting in

\[ i \approx i_0 \eta/(kT) \text{ or } i \approx i_0 e/(kT) \cdot \mathbf{E} \cdot \mathbf{n} \cdot l, \]  \hspace{1cm} (A-4)
where \( \mathbf{E} \cdot \mathbf{n} \) is the component of the electrical field normal to the particle surface (\( \mathbf{n} \) is the unit normal vector pointing into the electrolyte) and \( l \) is the characteristic distance of closest approach by the active cations to the surface.

Even in absence of a current-producing overpotential, a perturbation \( \delta n_3(\zeta) \) of the active cation concentration from the equilibrium value \( n_3^{(0)}(\zeta) \) can generate the net exchange current

\[
i = k_- [M_{\text{ads}}] e - k_+ [n_3^{(0)}(\zeta) + \delta n_3(\zeta)] N_A e
\]

\[
= i_0 - k_+ \delta n_3(\zeta) N_A e
\]

\[
= -k_+ \delta n_3(\zeta) N_A e. \tag{A-5}
\]

Note that the net current density due to a positive \( \delta n_3(\zeta) \) is negative (toward the center of the particle).

The total exchange current density is then obtained as the sum of the one caused by a non-zero overpotential and a perturbation of the active cation concentration from the equilibrium and writes

\[
i \approx \alpha(\zeta) n_3^{(0)}(\zeta) N_A e \mathbf{E} \cdot \mathbf{n} - \beta(\zeta) \delta n_3(\zeta) N_A e, \tag{A-6}
\]

where \( \alpha(\zeta) = i_0 l/(n_3^{(0)}(\zeta) N_A kT) \) and \( \beta = k_+ = i_0/(n_3^{(0)}(\zeta) N_A e) \) are functions of the \( \zeta \)-potential. Wong (1979) estimates his values of \( \alpha(0) = i_0 l/(n_3^{\infty} N_A kT) \) and \( \beta(0) = i_0/(en_3^{\infty} N_A) \) from experimentally determined values of the equilibrium reaction current density \( i_0 \). If we use the same experimental values as starting point and assume that the particles used also had a non-vanishing static surface potential, we find \( \alpha(\zeta) = \alpha(0) \exp [e\zeta/(kT)] \) and \( \beta(\zeta) = \beta(0) \exp [e\zeta/(kT)] \) (by comparison with the expressions by Wong). Note that Equation A-6 defines an electrical current density in A/m², i.e. the corresponding current densities in mol/(m²s) as needed for the corresponding boundary condition, equation 17,
APPENDIX B

IMPLEMENTATION INTO THE COMSOL COEFFICIENT FORM

PDE

The COMSOL partial differential equation (PDE) interface in coefficient form allows the specification of PDEs and systems of PDEs of the general type

\[
e_a \frac{\partial^2 u}{\partial t^2} + d_a \frac{\partial u}{\partial t} + \nabla \cdot (-c \nabla u - \alpha u + \gamma) + \beta \cdot \nabla u + au = f \quad (B-1)
\]

with general boundary conditions

\[
-\mathbf{n} \cdot (-c \nabla u - \alpha u + \gamma) = g - qu \quad \text{and} \quad (B-2)
\]

\[
u = s, \quad (B-3)
\]

where \(u\) denotes the dependent variable and \(\mathbf{n}\) is the inward-pointing unit normal vector (i.e., into the electrolyte) on the respective boundary. Note that actually COMSOL defines the normal vector reversely (outward-pointing) and consequently it appears with reversed sign in equation B-2. The coefficients \(e_a, d_a, c, \alpha, \gamma, \beta, a, f, q, g\), and \(s\) are used to describe the specific problem to be modelled. Equation B-2 is a generalized Neumann boundary condition and equation B-3 a Dirichlet boundary condition.

Static solution

With these definitions, the numerical implementation of the static problem from equations 7 and 8 with boundary conditions 9 and 10 is straightforward. If we define the dependent
variable \( u_1 = U^{(0)}(r) \), the PDE coefficients must be

\[ c = 1 \quad \text{and} \quad f = \frac{F}{\varepsilon_0 \varepsilon_r} \sum_{j=1}^{3} z_j n^\infty_j \exp \left( -\frac{z_j e}{kT} u \right). \]  

(B-4)  

(B-5)

Note that throughout this step-by-step instruction we will use the convention that all coefficients that are not mentioned specifically are assumed to be zero. Assuming mono-valent ions \( |z_j| = 1 \) and making use of the electro-neutrality condition in the bulk electrolyte \( n^\infty_1 = n^\infty_2 + n^\infty_3 \), the coefficient \( f \) can be simplified to

\[ f = -\frac{2n^\infty_1 F}{\varepsilon_0 \varepsilon_r} \sinh \left( \frac{e}{kT} u \right). \]  

(B-6)

On the top boundary (at \( y = L \)), on the left (\( x = -L \)), and on the right (\( x = L \)) boundary, we define

\[ s = 0, \]  

(B-7)

while on for the metal surface (at \( x^2 + y^2 = a^2 \) for the spherical particle) we set

\[ s = \zeta \]  

(B-8)

to implement the Dirichlet boundary conditions 10 and 9, respectively. Defining the axis \( y = 0 \) as symmetry axis (selecting rotational symmetry in the model setup), no specific boundary conditions must be defined on this boundary.

**Frequency-dependent solution**

For the solution of the frequency-dependent case, we need to implement the system of four coupled PDEs described in equations 11 and 12. In the system case, the dependent variable
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$u$ in equation B-1 becomes a column vector of length 4. We define

$$
\mathbf{u}_2 = \begin{bmatrix}
    u_{21} \\
    u_{22} \\
    u_{23} \\
    u_{24}
\end{bmatrix} = \begin{bmatrix}
    \delta n_1(r, \omega) \\
    \delta n_2(r, \omega) \\
    \delta n_3(r, \omega) \\
    \delta U(r, \omega)
\end{bmatrix}.
$$  \hspace{1cm} (B-9)

Assuming isotropy of all of its elements, the coefficient $c$ becomes a 4-by-4 coefficient matrix. In our case, $c$ writes

$$
c = \begin{bmatrix}
    D & 0 & 0 & -\mu_1 n_1^\infty \exp\left(\frac{e}{kT} u_1\right) \\
    0 & D & 0 & \mu_2 n_2^\infty \exp\left(-\frac{e}{kT} u_1\right) \\
    0 & 0 & D & \mu_3 n_3^\infty \exp\left(-\frac{e}{kT} u_1\right) \\
    0 & 0 & 0 & 1
\end{bmatrix},
$$  \hspace{1cm} (B-10)

where $u_1$ denotes the scalar static solution (for the electrical potential only). The coefficient matrices

$$
\alpha = \begin{bmatrix}
    -\mu_1 \nabla u_1 & 0 & 0 & 0 \\
    0 & \mu_2 \nabla u_1 & 0 & 0 \\
    0 & 0 & \mu_3 \nabla u_1 & 0 \\
    0 & 0 & 0 & 0
\end{bmatrix},
$$  \hspace{1cm} (B-11)

and

$$
a = \begin{bmatrix}
    i\omega & 0 & 0 & 0 \\
    0 & i\omega & 0 & 0 \\
    0 & 0 & i\omega & 0 \\
    \frac{F}{\varepsilon_0 \varepsilon_r} & -\frac{F}{\varepsilon_0 \varepsilon_r} & -\frac{F}{\varepsilon_0 \varepsilon_r} & 0
\end{bmatrix}.
$$  \hspace{1cm} (B-12)

complete the description of our system of PDEs in coefficient form. Note that each element

$\alpha_{i,j} = [\alpha_{i,j,1}, \alpha_{i,j,2}]^T$ is a two-element column vector where the third indices correspond to the spatial coordinates $x$ and $y$. 
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As mentioned in the main text, because of the cylindrical symmetry, the solution of the system of PDEs can be carried out on a two-dimensional modelling domain with coordinates $x$ and $y$ (see Figure 1). Thus, the position vector and the gradient operator become

$$
\mathbf{r} = \begin{bmatrix} x \\ y \end{bmatrix} \quad \text{and} \quad \nabla = \begin{bmatrix} \partial_x \\ \partial_y \end{bmatrix},
$$

(B-13)

respectively. Although we are actually interested in solving the system of PDEs in cylindrical coordinates, we will first proceed with the formulation of the system in the two Cartesian coordinates $x$ and $y$ and further below provide a simple conversion to cylindrical coordinates.

The problem description for the numerical modelling is completed by the following boundary conditions. Far from the particle surface (i.e., for $r \to \infty$), we requested the perturbation potential to approximate the exciting potential $-\mathbf{E} \cdot \mathbf{r}$ and the perturbation ion concentrations to vanish. Therefore, on the left and right boundary, we define Dirichlet boundary conditions by setting

$$
\mathbf{s} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ E_0L \end{bmatrix} \quad \text{and} \quad \mathbf{s} = \begin{bmatrix} 0 \\ 0 \\ 0 \\ -E_0L \end{bmatrix},
$$

(B-14)

respectively.

On the top boundary, we implement a zero-flux boundary condition for all four dependent variables. This results in vanishing normal fluxes for all three ionic species and a vanishing normal electrical field. Again, due to the rotational symmetry, no boundary conditions must be defined on the symmetry axis (i.e., along $y = 0$).

On the particle surface, we implement mixed boundary conditions consisting of one
Dirichlet condition for the electric potential, equation 15, and generalized Neumann conditions for the three ion fluxes, equations 16 through 17. To define the boundary conditions on the ion fluxes, we set

\[
q = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \beta(\zeta) & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]  
\text{(B-15)}

and

\[
g = \begin{bmatrix}
0 \\
0 \\
\alpha(\zeta)n_3^\infty \exp\left(-\frac{e}{kT}u_1\right)n \cdot \nabla u_{24} \\
0
\end{bmatrix},
\]  
\text{(B-16)}

where \(n \cdot \nabla u_{24} = n_x \partial_x u_{24} + n_y \partial_y u_{24}\). A Dirichlet boundary condition component is specified for the fourth component by setting

\[
s = 0,
\]  
\text{(B-17)}

which overwrites the above no-flux boundary condition (only for the perturbation potential).

The Dirichlet boundary condition for the first three components are deactivated and the generalized Neumann boundary conditions described by \(q\) and \(g\) remain valid for the first three components.

**Conversion to cylindrical coordinates**

As mentioned above, the software expects the equations to be defined in a Cartesian system with two space dimensions. That means, that if we assume isotropic media (i.e., \(c\) is a 4-by-4
matrix) the $i$-th equation of our system is given by

$$
\sum_j \left[ -(\partial_x c_{i,j} \partial_x + \partial_y c_{i,j} \partial_y) u_j - (\partial_x \alpha_{i,j,1} + \partial_y \alpha_{i,j,2}) u_j + a_{i,j} u_j \right] = 0,
$$

(B-18)

where we have already dropped all vanishing coefficients (i.e., $e_a$, $d_a$, $\gamma$, etc.). However, we actually seek to solve a system in cylindrical coordinates, the $i$-th component of which should write

$$
\sum_j \left[ -\left( \frac{1}{r} \partial_r c_{i,j} \partial_r + \partial_z c_{i,j} \partial_z \right) u_j - \left( \frac{1}{r} \partial_r \alpha_{i,j,1} + \partial_z \alpha_{i,j,2} \right) u_j + a_{i,j} u_j \right] = 0
$$

(B-19)

instead. If we simply multiply the entire system by $r$, we get

$$
\sum_j \left[ -(\partial_r r c_{i,j,1}) \partial_r + \partial_z r c_{i,j,2} \partial_z \right) u_j - (\partial_r r \alpha_{i,j,1} + \partial_z r \alpha_{i,j,2}) u_j + r a_{i,j} u_j \right] = 0,
$$

(B-20)

which can be converted to the form supported by software. Defining $r$ as $y$ and $z$ as $x$ yields the modified system

$$
\nabla \cdot (-yc \nabla u - y\alpha u) + yg u = 0
$$

(B-21)

Thus, it is sufficient to multiply the three coefficient matrices $c$, $\alpha$, and $a$ by $y$ to transform the problem to cylindrical coordinates. Note that the boundary coefficients $q$ and $g$ have to be multiplied by $y$, too, while $r$ remains unchanged.
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1 Three-dimensional sketch of the modelled volume. The spherical particle of radius $a$ is enclosed by a cylinder of radius $L$ and height $2L$ representing the surrounding electrolyte solution. Red lines mark the actual two-dimensional model domain discretized for the numerical simulation. Due to the particular set of boundary conditions on the surface of the particle, it is not necessary to model any of the perturbation quantities in its interior.

2 Static diffuse layer (first row) and field-induced perturbations around a sub-micron particle with $a = 0.1 \mu m$ at the low-frequency limit $\omega = 3 \cdot 10^4$ rad/s (other four rows). Only the real parts of the complex-valued perturbation quantities are illustrated; the respective imaginary parts are much smaller at the low-frequency limit displayed here. The inner dashed line indicates the diffuse layer, the outer the volume-diffusion layer. All remaining parameters as listed in Table 1.

3 Radial profiles ($y = 0$, $x > 0$) of the real parts of the perturbation concentrations of (a) anions, (b) active, and (c) passive cations at $\omega = 3 \cdot 10^4$ rad/s. For $\zeta = 0$, numerical results (filled circles) are plotted along with the respective analytical solutions (solid lines) from Bücke et al. (2018). For $\zeta < 0$, only numerical results (open symbols, dashed lines) exist. For both cases, results without (grey) and with (black) reaction current are displayed. The vertical dashed lines indicate the extensions of the diffuse layer (DL, left line) and of the volume-diffusion layer (right line). All other parameter values as in Table 1.
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The vertical dashed lines indicate the extensions of the diffuse layer (DL, left line) and the volume-diffusion layer (right line). All other parameter values as in Table 1.

6 Variation of real \((\sigma', \, \text{top})\) and imaginary \((\sigma''\), bottom\) part of the effective normalized conductivity with angular frequency. For the uncharged particle \((\zeta = 0)\), numerical spectra (filled circles) can be compared to the analytical solution (solid lines) from Wong (1979). For the charged particle \((\zeta < 0)\), only numerical spectra (open symbols, dashed lines) exist. For both uncharged and charged particles, spectra without (grey) and with (black) reaction currents are displayed. All other parameter values as in Table 1.

7 As Figure 6 but for larger particle with \(a = 10 \, \text{mm}\).

8 Variation of the low-frequency limit of the effective conductivity \(\sigma_{\text{DC}}\) (left panel) and the maximum imaginary conductivity \(\sigma''_{\text{max}}\) (right panel) with the \(\zeta\)-potential for radii \(a = 0.1 \, \mu\text{m}, 31.6 \, \mu\text{m}\) (left and right panel), and 10 mm (right panel only). Conductivity variations are displayed for simulations with (black circles) and without (grey diamonds).
reaction currents. The black solid lines illustrate the analytical approximation of \( \sigma_{\text{DC}} \) based
on the surface conductivity according to O’Konski (1960). Besides \( a \) and \( \zeta \), all parameter
values as in Table 1.

Variation of relaxation times \( \tau \) with particle radius \( a \) for three different concentra-
tions of active anions \( n_3^\infty = 0, 0.03, \) and 0.12 mol/m\(^3\) (light grey, dark grey, and black,
respectively). For the uncharged particle (\( \zeta = 0 \)), numerical results (filled circles) can be
compared to the analytical solution (solid lines) from Wong (1979). For the charged particle
(\( \zeta < 0 \)), only numerical results (open symbols, dashed lines) can be displayed. Beside \( a \), \( \zeta \),
and \( n_3^\infty \), all other parameters as in Table 1.

Variation of relaxation times \( \tau \) with the \( \zeta \)-potential for three different particle radii
\( a = 10^{-7}, 3.16 \cdot 10^{-5}, \) and \( 10^{-2} \) m with (black) and without (grey) reaction currents. All
other parameter values are equal to those given in Table 1.
Figure 1: Three-dimensional sketch of the modelled volume. The spherical particle of radius $a$ is enclosed by a cylinder of radius $L$ and height $2L$ representing the surrounding electrolyte solution. Red lines mark the actual two-dimensional model domain discretized for the numerical simulation. Due to the particular set of boundary conditions on the surface of the particle, it is not necessary to model any of the perturbation quantities in its interior.
Figure 2: Static diffuse layer (first row) and field-induced perturbations around a sub-micron particle with \( a = 0.1 \ \mu m \) at the low-frequency limit \( \omega = 3 \cdot 10^4 \ \text{rad/s} \) (other four rows). Only the real parts of the complex-valued perturbation quantities are illustrated; the respective imaginary parts are much smaller at the low-frequency limit displayed here. The inner dashed line indicates the diffuse layer, the outer the volume-diffusion layer. All remaining parameters as listed in Table 1.
Figure 3: Radial profiles ($y = 0, x > 0$) of the real parts of the perturbation concentrations of (a) anions, (b) active, and (c) passive cations at $\omega = 3 \cdot 10^4$ rad/s. For $\zeta = 0$, numerical results (filled circles) are plotted along with the respective analytical solutions (solid lines) from Bücker et al. (2018). For $\zeta < 0$, only numerical results (open symbols, dashed lines) exist. For both cases, results without (grey) and with (black) reaction current are displayed. The vertical dashed lines indicate the extensions of the diffuse layer (DL, left line) and of the volume-diffusion layer (right line). All other parameter values as in Table 1.
Figure 4: Radial profiles \((y = 0, x > 0)\) of the real parts of the perturbation concentrations of (a) anions, (b) active, and (c) passive cations in the vicinity of a conducting sphere of radius \(a = 10\) mm at \(\omega = 10^{-4}\) rad/s. For \(\zeta = 0\), numerical results (filled circles) are plotted along with the respective analytical solutions (solid lines) from Bücker et al. (2018). For \(\zeta < 0\), only numerical results (open symbols, dashed lines) exist. For both cases, results without (grey) and with (black) reaction current are displayed. The vertical dashed lines indicate the extensions of the diffuse layer (DL, left line) and of the volume-diffusion layer (right line). All other parameter values as in Table 1.
Figure 5: Radial profiles \((y = 0, \ x > 0)\) of the real part of the perturbation potential in the vicinity of conducting spheres (a) of radius \(a = 0.1 \ \mu\text{m}\) at \(\omega = 3 \cdot 10^4 \ \text{rad/s}\) and (b) of radius \(a = 10 \ \text{mm}\) at \(\omega = 10^{-4} \ \text{rad/s}\). For \(\zeta = 0\), numerical results (filled circles) are plotted along with the respective analytical solutions (solid lines) from Bücker et al. (2018). For \(\zeta < 0\), only numerical results (open symbols, dashed lines) exist. For both cases, results without (grey) and with (black) reaction current are displayed. The potential \(-E_0x\) associated with the uniform external field \(\mathbf{E}_{\text{ext}}\) as well as the potentials around a non-conducting \((f = -1/2)\) and a perfectly conducting \((f = 1)\) sphere are also included. The vertical dashed lines indicate the extensions of the diffuse layer (DL, left line) and the volume-diffusion layer (right line). All other parameter values as in Table 1.
Figure 6: Variation of real ($\sigma'$, top) and imaginary ($\sigma''$, bottom) part of the effective normalized conductivity with angular frequency. For the uncharged particle ($\zeta = 0$), numerical spectra (filled circles) can be compared to the analytical solution (solid lines) from Wong (1979). For the charged particle ($\zeta = 0$), only numerical spectra (open symbols, dashed lines) exist. For both uncharged and charged particles, spectra without (grey) and with (black) reaction currents are displayed. All other parameter values as in Table 1.
Figure 7: As Figure 6 but for larger particle with $a = 10$ mm.
Figure 8: Variation of the low-frequency limit of the effective conductivity $\sigma_{\text{DC}}$ (left panel) and the maximum imaginary conductivity $\sigma''_{\text{max}}$ (right panel) with the $\zeta$-potential for radii $a = 0.1 \, \mu\text{m}, 31.6 \, \mu\text{m}$ (left and right panel), and $10 \, \text{mm}$ (right panel only). Conductivity variations are displayed for simulations with (black circles) and without (grey diamonds) reaction currents. The black solid lines illustrate the analytical approximation of $\sigma_{\text{DC}}$ based on the surface conductivity according to O’Konski (1960). Besides $a$ and $\zeta$, all parameter values as in Table 1.
Figure 9: Variation of relaxation times $\tau$ with particle radius $a$ for three different concentrations of active anions $n_3^\infty = 0, 0.03,$ and $0.12 \text{ mol/m}^3$ (light grey, dark grey, and black, respectively). For the uncharged particle ($\zeta = 0$), numerical results (filled circles) can be compared to the analytical solution (solid lines) from Wong (1979). For the charged particle ($\zeta < 0$), only numerical results (open symbols, dashed lines) can be displayed. Beside $a$, $\zeta$, and $n_3^\infty$, all other parameters as in Table 1.
Figure 10: Variation of relaxation times $\tau$ with the $\zeta$-potential for three different particle radii $a = 10^{-7}, 3.16 \cdot 10^{-5},$ and $10^{-2}$ m with (black) and without (grey) reaction currents.

All other parameter values are equal to those given in Table 1.