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ABSTRACT

The LOFAR Two-metre Sky Survey (LoTSS) is a sensitive, high-resolution 120-168 MHz survey of the Northern sky. The LoTSS First Data Release (DR1) presents 424 square degrees of radio continuum observations over the HETDEX Spring Field (10h45m00s < right ascension < 15h30m00s and 45’’00’’ < declination < 57’’00’’) with a median sensitivity of 71µJy/beam and a resolution of 6’. In this paper we present photometric redshifts (photo-ζ) for 94.4% of optical sources over this region that are detected in the Panoramic Survey Telescope and Rapid Response System (Pan-STARRS) 3’’ steradian survey. Combining the Pan-STARRS optical data with mid-infrared photometry from the Wide-field Infrared Survey Explorer, we estimate photo-ζ using a novel hybrid photometric redshift methodology optimised to produce the best possible performance for the diverse sample of radio continuum selected sources. For the radio-continuum detected population, we find an overall scatter in the photo-ζ of 3.9% and an outlier fraction ([|z_{photo} - z_{spec}|/(1 + z_{spec}) > 0.15] of 7.9%. We also find that, at a given redshift, there is no strong trend in photo-ζ quality as a function of radio luminosity. However there are strong trends as a function of redshift for a given radio luminosity, a result of selection effects in the spectroscopic sample and/or intrinsic evolution within the radio source population. Additionally, for the sample of sources in the LoTSS First Data Release with optical counterparts, we present rest-frame optical and mid-infrared magnitudes based on template fits to the consensus photometric (or spectroscopic when available) redshift.
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1. Introduction

With its exquisite sensitivity and excellent field-of-view, the Low Frequency Array (LOFAR; [van Haarlem et al. 2013]) is a powerful new tool for deep radio continuum surveys. The LOFAR Two-metre Sky Survey (LoTSS) is currently undertaking a survey of the northern sky at 120-168 MHz. In the first release of data to the full intended depth and angular resolution, the first paper in this series [Shimwell et al. (2019) DR1-I hereafter] present observations of over 400 square degrees of the Hobby-Eberly Telescope Dark Energy Experiment (HETDEX) Spring Field (over the region 10h45m00s < right ascension < 15h30m00s and 45’’00’’ < declination < 57’’00’’) with a median sensitivity of 71µJy/beam and a resolution of ~6’. The resulting radio continuum catalog consists of over 318,000 sources.

Extracting the maximum scientific data from the LoTSS data firstly requires robust identification of the host-galaxies of radio sources. Secondly, we require knowledge of the source redshifts to extract intrinsic physical properties for both the radio sources (e.g. physical size, luminosity) and their host galaxies. In the second paper in this series, [Williams et al. (2019) DR1-II hereafter] present details of the extensive optical cross-matching procedure used to identify counterparts within the available all-sky optical (and mid-infrared) photometric surveys. In this paper, we present redshift estimates for both the corresponding optical and radio sources as well as estimates of the radio host-galaxy rest-frame optical properties - providing the community with a value-added catalog that can enable a wide variety of radio continuum science.

Future spectroscopic surveys such as WEAVE-LOFAR [Smith et al. (2016)] will provide precise redshift estimates and robust source classification for large numbers of the LoTSS source population. Using the WHT Enhanced Area Velocity Explorer (WEAVE; [Dalton et al. 2012]) ~ 1000 fibre multi-object spectrograph, WEAVE-LOFAR will obtain > 10^6 spectra for radio sources from the LOFAR 150 MHz survey. However, WEAVE-LOFAR will only target a small fraction (~5%) of the ≥ 15 million radio sources LoTSS is expected to detect. Accurate and unbiased photometric redshift estimates for the remaining radio sources will therefore be essential for maximising the scientific potential of LoTSS.

A potential difficulty in estimating photo-ζs for the radio continuum population is that it is extremely diverse - with synchrotron radio emission tracing both a range of phases of black hole accretion in AGN and star formation activity. Photo-ζ techniques optimised for one subset of the radio population (e.g. for star-forming galaxies or for lumi-
nous quasars with problematic high equivalent width (EW) emission lines will produce poor results for the other populations. Furthermore, in many cases we do not necessarily know a priori the nature of a given radio source and therefore the optimum method to apply. In two recent works, Duncan et al. (2018a, hereafter D18a) and Duncan et al. (2018b, hereafter D18b) we have developed and tested a novel photo-z method designed to produce the best possible photo-z estimates for all galaxy types. By combining multiple estimates, including both traditional template fitting and empirical training based (or ‘machine learning’) methods, it is possible to produce a consensus redshift estimate that combines the strengths of the different techniques. In this paper we detail how this method was applied to the optical data in the LoTSS Data Release region, explore the accuracy of the resulting estimates with respect to key optical and radio properties and present rest-frame optical properties derived from these redshifts. This paper is organized as follows: In Section 2 we summarise the data used for estimating photo-zs, including the input photometry, multi-wavelength classifications using external optical and X-ray information and details of the spectroscopic training and test sample. In Section 3 we outline the photo-z methodology as implemented for this specific work, detailing key differences from the deep field analysis presented in D18a and D18b. In Section 4 we analyse the precision and accuracy of the resulting photo-z as a function of key properties - particularly for the LOFAR radio continuum selected population. In Section 5 we present details of additional rest-frame properties calculated using the derived photo-zs. In Section 6 we provide a description of the final photo-z catalog and the columns it includes. Finally in Section 7 we present a summary of our work.

Throughout this paper, all magnitudes are quoted in the AB system (Oke & Gunn 1983) unless otherwise stated. We also assume a ΛCDM cosmology with \(H_0 = 70\) \(\text{km}\,\text{s}^{-1}\,\text{Mpc}^{-1}\), \(\Omega_m = 0.3\) and \(\Omega_{\Lambda} = 0.7\).

2. Data

2.1. Photometry

In this work we estimate photo-zs using the catalogs presented in DR1-II for the optical cross-identification. Here we outline specific reasons for the choice of photometry used and details of additional processing that was done before photo-z analysis. To maximise the available information for faint sources, we make use of the forced photometry columns in the PanSTARRS database - specifically the forced aperture photometry columns (FAPFlux and FApFluxErr). The key benefit of the forced photometry values over the default PS1 photometry is that flux information is available in the case of non-detections. When estimating photo-zs for high redshift sources, flux measurements of such non-detections are crucial in accurately constraining, for example, the Lyman break feature.

Mid-infrared photometry is taken from the Wide-field Infrared Survey Explorer mission (WISE; Wright et al. 2010). Specifically we use the AllWISE photometry that combines data from the cryogenic and post-cryogenic (NEOWISE; Mainzer et al. 2011) missions. The WISE profile-fitting magnitudes and corresponding uncertainties are converted to AB magnitudes and \(\mu\)Jy flux units consistent with the optical photometry following the prescription outlined in the All-Sky Data Release Explanatory Supplement.\(^2\) An additional flux uncertainty of 10% is also added in quadrature to the W3 and W4 flux uncertainties following the recommendations in the Explanatory Supplement (this uncertainty is mainly due to discrepancies in calibrators used for WISE).

Finally, before any training or template-fitting, we correct all optical/mid-infrared photometry values for galactic extinction. Estimates of \(E(B-V)\) for each source position are from Schlegel et al. (1998), queried through the Argonaut API [Green et al. 2015].\(^3\) Filter-dependent extinction factors are then calculated by convolving the respective filter response curves with the Milky Way dust extinction law of Fitzpatrick (1999).

Additional details on optical catalogs, including the cross-matching procedure used to join the PanSTARRSs and WISE catalogs, are outlined in the companion paper, DR1-II.

2.2. Multi-wavelength Classifications

As in D18a and D18b, for the purposes of optimising photo-z estimates for different subsets of the optical (and radio) population we identify known optical, X-ray and infrared AGN candidates within the optical source catalog.

- Optical AGN are identified primarily through cross-matching of the optical catalogs with the Million Quasar Catalog compilation of optical AGN, primarily based on SDSS (Alam et al. 2015) and other literature catalogs (Fisch et al. 2015). Sources which have been spectroscopically classified as AGN are also flagged. In the million quasar catalog were cross-matched to the photometric catalogs using a simple nearest neighbour match in RA and declination and allowing a maximum separation of 1″.

- Bright X-ray sources in the HETDEX field were identified based on the second Rosat all-sky survey (2RXS; Boer et al. 2016) and the XMM-Newton slew survey (XMMSL2).\(^4\) X-ray sources were matched to their optical counterparts using the published AllWISE cross-matches of Salvato et al. (2017). Details of the novel statistical cross-matching code, NWAY, used to identify counterparts for the imprecise X-ray source positions are presented in Salvato et al. (2017). Matching from the published AllWISE counterparts to the combined HETDEX photometric dataset was done using the corresponding AllWISE source positions. Following the additional X-ray to WISE colour criteria presented in Salvato et al. (2017), we additionally separate the AGN and star-forming (or stellar) X-ray source populations such that for AGN:

\[
[W1] > -1.625 \times \log_{10}(F_{0.5-2\text{keV}}) - 8.8, \tag{1}
\]

where \([W1]\) is the AllWISE W1 magnitude in Vega magnitudes and \(F_{0.5-2\text{keV}}\) the 2RXS or XMMSL2 flux in units of \(\text{erg}^{-1}\ \text{s}^{-1} \text{cm}^{-2}\). Based on this classification, we define the ‘XrayClass’ as 0 for sources with no X-ray detection, 1 for X-ray sources classified as AGN and 2 for X-ray sources classified as galaxies or stars.
Fig. 1. Subsets of the full HETDEX PS1+WISE photometric sample identified as optically, X-ray selected, or infrared selected AGN. Details of the different selection criteria are outlined in the main text. The labelled sample sizes corresponding to a given region do not include subsets of that class, for example 99746 corresponds to the sources are selected as IR AGN but do no pass any other criteria (rather than all IR selected sources).

Infrared AGN are identified using the WISE mid-infrared photometry. Assef et al. (2013) present a range of colour (and magnitude) based selection criteria using the W1 and W2 bands that are designed to select mid-infrared AGN at 75 and 90% completeness and ‘reliability’, labelled $C_{75}/C_{90}$ and $R_{75}/R_{90}$ respectively. For every WISE-detected source in the full photometric catalog, we apply all four selections in order of increasing strictness to produce a binary flag, ‘IRClass’, that enables easy selection of the desired criteria. The order and corresponding flag values are: $C_{90}$ (1) > $C_{75}$ (2) > $R_{75}$ (4) > $R_{90}$ (8). For example, a source which satisfies both completeness criteria and the ‘75% reliability’ criteria, $R_{75}$, would have an IRClass = 7. For the purposes of the photo-z training and estimation, we use the $R_{75}$ criteria (IRClass > 4). This selection yields a total of $\sim 10^5$ sources in the full photometric sample classified as IR AGN.

In Fig. 1 and 2, we illustrate the relative size of each of these subsets within the full photometric and spectroscopic training samples respectively. As seen in previous work, there is significant overlap between sources selected by each of these criteria. In comparison with similar criteria applied in fields with significantly deeper targeted X-ray surveys, the relative number of X-ray selected AGN in our sample is very small. Nevertheless, the scientific potential offered by the deep LOFAR observations of these bright X-ray sources merits their continued inclusion and separate treatment in the rest of our analysis. All of the AGN selection classes are included within the value-added catalog for convenience. We note however, that these classifications are not intended to be complete or exhaustive classifications of AGN source types.

2.3. Spectroscopic Training and Test Sample

The majority of spectroscopic redshifts used for training and testing the photo-z in this work are taken from the Sloan Digital Sky Survey Data SDSS Release 14. For any source in SDSS DR14 classified as a QSO, we use the separate QSO redshift catalog published in Paris et al. (2017).

In addition to the SDSS sources across the full HETDEX field, we include two additional deep spectroscopic training samples. Firstly, we include additional spectroscopic data from the Extended Groth Strip deep field within the wider HETDEX field. Redshifts in this field are compiled for a range of deep optical surveys within the literature.

Secondly, we include an additional training sample from the $\sim 9$ deg$^2$ NOAO Deep Wide Field Survey in Boötes (NDWFS; Lanzuisi & Dey 1999) outside the HETDEX footprint. PanSTARRS and WISE optical catalogs were produced for the field following the same matching procedure as used for the main data sample. The additional Boötes optical sources were then matched to the available literature spectroscopic redshifts in the field. In Boötes the bulk of the spectroscopic redshifts are taken from the AGN and Galaxy Evolution Survey (AGES; Kochanek et al. 2012) spectroscopy campaign, with additional samples provided by numerous follow-up surveys in the field including Lee et al. (2012), 2013, 2014, Stanford et al. (2012), Zeimann et al. (2012, 2013) and Dey et al. (2016).

In total the combined spectroscopic training sample consists of 336,499 sources, of which 83,617 satisfy one or
more of the AGN selection criteria. For the LOFAR detected sources in this field presented in LoTSS DR1, 29535 sources have spectroscopic redshifts in our current compilation. Figs. 3 and 4 show histograms of the spectroscopic redshift distribution for the various subsets of the spectroscopic sample. We note that while the ‘Deep’ sample does increase the available range of redshifts, between 0.5 ≤ z ≤ 1 the training sample falls away very rapidly. Similarly for the AGN sample, the number of $z_{\text{spec}}$ available above $z > 3$ is proportionally very small.

3. Photometric Redshift Methodology

To estimate photometric redshifts for the complete HETDEX region whilst optimising the performance for the LOFAR detected population, we make use of the hybrid photo-z method that is presented in [38a] and [38b]. The method is ‘hybrid’ in the sense that it combines both machine learning and template-fitting based photo-z estimates together to produce a combined consensus estimate designed to combine the strengths of each method. In this section we present a summary of the method and how it was applied to the combined PS1 + WISE photometric dataset within HETDEX. In Section 3.1 we describe the derivation of our machine learning based redshift estimates, while Section 3.2 describes our template photo-z methodology. Section 3.3 describes our method of combining these methods to produce an optimised consensus redshift estimate.

3.1. Gaussian Process Estimates

The ‘machine learning’ aspect of the hybrid photo-zs are produced using the Gaussian process redshift code, GPz [Almosallam et al. 2016b]. GPz models the distribution of functions that map a given set of input vectors, in this case a training set of magnitudes and corresponding uncertainties, onto the desired output, i.e. the spectroscopic redshift. The trained model can then be used to predict the redshift for a new set of input magnitudes and uncertainties.

Three advantages of GPz over other implementations of Gaussian processes or alternative empirical methods in the literature are firstly, lower computational requirements without significantly affecting accuracy by introducing a sparse GP framework [Almosallam et al. 2016b]. Secondly, by modelling both the intrinsic noise within the photometric data and model uncertainties due to limited training data, GPz is able to account for non-uniform and variable noise (heteroscedastic) within the input data. Finally, by incorporating so-called ‘cost-sensitive learning’, GPz can optimise the analysis for a specific science goal by giving different weights to different parts of the training sample parameter space. Further details of the theoretical background and methodology of GPz and their specific implementation can be found in [Almosallam et al. 2016b] and [Almosallam et al. 2016a].

3.1.1. Main galaxy population

In our current implementation of GPz within the hybrid photo-z framework, we use magnitudes and magnitude errors as the input data. Sources that have no measurement or negative flux will therefore have no measurements and cannot be included in the training or have redshift predictions. However, we still wish to maximise the number of sources for which we can produce a GPz estimate whilst also obtaining the best estimate available for a given source. Therefore, for the sources that do not satisfy any of the multi-wavelength AGN criteria we train three different GPz classifiers on subsets of the data with an increasing number of bands (with a decreasing number of sources then detected in all bands). We use:

- PS1 $r$, $i$ and $z$ - For the PS1 dataset, this combination of bands maximises the number of sources with magnitude measurements in three bands. After restricting the catalogs to sources with magnitudes in these three bands we are left with 98.7% of the training sample and 74.3% of the full optical catalog
- PS1 $g$, $r$, $i$, $z$ and $y$ - Magnitudes are available for all optical bands in 97% of the training sample and 66.3% of the full catalog
- PS1 $g$, $r$, $i$, $z$, $y$ and WISE W1 - When including the additional criteria of a WISE detection, there are significantly fewer sources, with 84.2% of the training sample and just 27.9% of the full sample. However, as will be
three magnitudes used in the weighting scheme, we show for each of the galaxy training samples listed above. For the calculations or not.

regardless of whether they were included in the weight calculation with better spectroscopic coverage.

Finally for the $g-riz$ only training sample the additional colours used are $r-i$ and $i-z$, while for the $grizy$ sample we use $g-r$ and $r-i$. Finally for the $grizy + W1$ sample we use $r-i$ and $i-W1$ colours. We note however that the specific choice of colours are not critical and the weighting scheme is typically able to closely reproduce the magnitude distribution in all bands regardless of whether they were included in the weight calculations or not.

In Fig. 5 we illustrate the results of the weighting scheme for each of the galaxy training samples listed above. For the three magnitudes used in the weighting scheme, we show the magnitude distribution of the full photometric sample compared to that of the training sample both before and after the weighting scheme has been applied.

As in D18a we train GPz using 25 basis functions and allowing variable covariances for each basis function (i.e. the ‘GPVC’ of Almosallam et al. 2016). Finally, we also follow the practices outlined in Section 6.2 of Almosallam et al. (2016) and allow pre-processing of the input data to normalise or de-correlate the features (also known as ‘sphering’ or ‘whitening’).

Fig. 5 presents the resulting photo-z quality of the GPz spectroscopic test sample (10% of the training sample subset not included in the GPz training or validation in any way) for each of the training samples. Based on the density contours it is evident that the GPz photo-z performance for galaxies is excellent in all of the training samples out to redshifts of $z = 0.8$. Above this redshift, the training sample becomes particularly sparse (see Fig. 3) and the estimates become increasingly biased. Quantitatively, the overall scatter for the GPz redshifts ranges from 4% ($riz$) to 2.5% for sources with WISE W1 detections. More detailed quantitative analysis of the photo-z quality is reserved for the final hybrid estimates.

3.1.2. Optical, X-ray and Infrared selected AGN subsets

GPz photo-z estimates for sources that satisfy any of the additional multi-wavelength AGN criteria are produced for training samples based on the optically (quasar), X-ray and infrared subsets. For all three subsets, we make use of full set of PS1 optical bands ($g, r, i, z$ and $y$) as well as WISE W1 $3.6\mu m$ band.

As with the galaxy GPz estimates, we calculate colour and magnitude dependent weights that are incorporated during training through cost-sensitive learning. When calculating the training sample weights for the AGN subsets, we make use of the $g-r$ and $i-W1$ colours combined with the $i$-band magnitude. The results of the training sample weights for the AGN subsets are presented in Fig. 7.

Compared to the ‘normal’ optical galaxy population, the training sample for the AGN selected subsets are significantly less biased. Nevertheless, we find that our weighting scheme still helps to bring the training sample into much closer agreement with the full photometric sample.

In Fig. 8 we show the resulting photometric vs spectroscopic redshift distributions for each of the AGN subset-specific GPz estimates. For both the optical and infrared selected AGN samples (for which there is extensive overlap within the training sample; Fig. 2), the spectroscopic training sample extends out to higher redshift. In line with expectations for the AGN population selected by these criteria (D18a), the robust scatter with respect to the spectroscopic sample is worse than for the galaxy population. However, the overall performance is very good for the AGN population and competitive with studies in the literature with similar or better datasets (e.g. Richards et al. 2006; Maddox et al. 2012; Chung et al. 2014). Due to the relatively small number of spectroscopic sources at the very highest redshifts ($z > 2.5$), the panels in Fig. 8 do not clearly illustrate the poorer performance of the GPz estimates in this regime; where the estimates become increasingly biased (towards spuriously low photo-zs). This is a well known limitation of empirical photo-z methods due to the sparser training samples available at
Fig. 6. Distribution of GPz photometric redshift estimates vs spectroscopic redshift for the galaxy test sample (not included in training in any way) for the three different detection criteria. The number of training sources used \( (N_{\text{train}}) \) and the corresponding robust scatter for the test sample (\( \sigma_{\text{NMAD}} \)) are shown in the the upper left corner of each panel. The plotted contours are linearly spaced in source density.

from template fitting methods - hence the motivation for the hybrid methodology employed in this work.

3.2. Template-fitting Estimates

The template-fitting photometric redshifts are estimated following the method outlined in [D18a]. For the purposes of this paper we present a brief summary of the method and outline key changes in its application to the HETDEX dataset.

We calculate photometric redshifts using three different galaxy template sets from the literature that are either commonly used in photometric redshift estimates within the literature and/or designed to cover the broad range of SEDs observed in local galaxies.

The three template sets used in this analysis are as follows:

1. Brammer et al. (2008) default EAZY reduced template set (‘EAZY’) - The first set used are the updated optimised EAZY template set that includes galaxy templates with stellar emission only.

2. Salvato et al. (2008) ‘XMM-COSMOS’ templates - Our second set of templates is that presented by Salvato et al. (2008, 2011), including 30 SEDs that cover a wide range of galaxy spectral types in addition to both AGN and QSO templates. The XMM-COSMOS templates include both dust continuum and PAH features as well as power-law continuum emission for the appropriate AGN templates.


As the EAZY templates include only stellar emission we fit only to the PS1 optical and WISE W1/W2 bands; excluding the WISE mid-IR photometry that may be contaminated by sources of non-stellar radiation in low redshift sources. When fitting the XMM-COSMOS and Atlas templates, the WISE W3 (12µm) band is allowed in the redshift fitting. Due to the extensive problems with source
Duncan et al.: LoTSS DR1-IV

3.3. Hierarchical Bayesian combination

To produce the final consensus redshift prediction for a given source, we use the Hierarchical Bayesian (HB) combination method outlined in D18a (based on the method presented in Dahlen et al. 2013) and subsequently extended to hybrid GPZ + template estimates in D18b. In summary, hierarchical Bayesian combination produces a consensus redshift prediction, \( P(z) \), from a set of individual predictions while accounting that for the possibility that any individual measured redshift posterior distribution \( p_i(z) \) is incorrect. The possibility that an individual \( P(z) \) is incorrect is introduced as a nuisance parameter, \( f_{\text{bad}} \), and in the case where a measurement is incorrect, a prior on the redshift distribution is assumed. The final consensus redshift is then obtained by marginalising over the nuisance parameter. The plausible range of \( f_{\text{bad}} \) and the relative covariance between the different estimates, \( \beta (\ll n) \), are hyper-parameters that can be optimised using training data such that the posterior redshift distributions more accurately represent the redshift uncertainties.

During the HB procedure, GPZ estimates are converted to the same redshift grid as used during the template fitting procedure by evaluating normal distributions based on GPZ predicted centre \( z_{\text{GPZ}} \) and corrected variance estimate. As in D18b, if a source does not have a photo-z estimate for a given GPZ estimator (either through not satisfying the selection criteria for a given subset or lack of observations in a required band) it is assumed to have a flat redshift posterior. GPZ therefore contributes no additional information to the consensus HB estimates for these sources.
For the application in this work, based on the outlier fractions in trial runs of the consensus redshift estimates we assume $0 \leq f_{\text{bad}} \leq 0.05$ and $0 \leq f_{\text{bad}} \leq 0.2$ for the galaxy and AGN subsets respectively. Using the spectroscopic training sample the optimum choices for the hyper-parameter, $\beta$, were found to be $\beta = 4.2$ for galaxies and $\beta = 1$ for AGN. After testing the Bayesian combination with a flat, volume-element and magnitude-dependent prior assumption for ‘bad’ estimates (see D18a), a flat prior on the redshift distribution for the HETDEX sample was found to produce better results.

3.4. Calibration of Photo-$z$ uncertainty

Correctly calibrating the uncertainties on photo-$z$ (Dahlen et al. 2013; Wittman et al. 2016) is crucial, both scientifically and for the Bayesian combination procedure. To quantify the over- or under-confidence of our photometric redshift estimates, we follow the method outlined in Section 3.3.1 of D18b (and originally proposed in Wittman et al. 2016) and calculate the distribution of threshold credible intervals, $c$, where the spectroscopic redshift intersects the redshift posterior. For a set of redshift posterior predictions which perfectly represent the redshift uncertainty (e.g. 10% of galaxies have the true redshift within the 10% credible interval, 20% within their 20% credible interval, etc.), the expected distribution of $c$ values should be constant between 0 and 1. The cumulative distribution, $\tilde{F}(c)$, should therefore follow a straight 1:1 relation, i.e. a Q-Q plot. Curves which fall below this expected 1:1 relation therefore indicate that there is overconfidence in the photometric redshift errors; the $P(z)$s are too sharp.

3.4.1. Uncertainty calibration for GPz estimates

As in D18b we calculate the threshold credible interval for the GPz estimates analytically as:

$$c_i = \Phi(n_i) - \Phi(-n_i) = \text{erf}\left(\frac{n_i}{\sqrt{2}}\right),$$

where $\Phi(n_i)$ is the normal cumulative distribution function and $n_i$ can be simply calculated as $|z_i,\text{spec} - z_i,\text{phot}|/\sigma_i$. We then scale the uncertainties, $\sigma_i$, as a function of magnitude, $m_i$, such that

$$\sigma_{\text{new},i} = \sigma_{\text{old},i} \times \alpha(m_i).$$

The magnitude dependence assumes the relation

$$\alpha(m) = \begin{cases} \alpha_\eta & m \leq m_\eta \\ \alpha_\eta + \kappa \times (m - m_\eta) & m > m_\eta \end{cases},$$

where $\alpha(m)$ is a constant value, $\eta$, below some characteristic apparent magnitude, $m_\eta$. $\eta$ follows a simple linear relation above this magnitude (Ilbert et al. 2009). We use
the PS1 $i$-band optical magnitude for calculating the magnitude dependence of the error scaling and assume a characteristic magnitude of $i = 16$. The parameters $\eta$ and $\kappa$ are then fit using the EMCEE Markov Chain Monte Carlo fitting tool (MCMC, Foreman-Mackey et al. 2013) to minimise the Euclidean distance between the measured and ideal distributions.

After calibrating using the training and validation subsets, we find that the calibrated uncertainties for the test sample for each subset (optical/X-ray/AGN/galaxies) are significantly improved and lie close to the desired 1:1 relation. However, even after calibration we find that the very wings of the posterior distribution are slightly underestimated. At the very faintest magnitudes the uncertainties become significantly overestimated (we are underestimated. At the very faintest magnitudes the uncertainties become significantly overestimated (we are underestimated. At the very faintest magnitudes the uncertainties become significantly overestimated (we are underestimated. At the very faintest magnitudes the uncertainties become significantly overestimated (we are underestimated.

3.4.2. Uncertainty calibration for the template estimates

Calibration of the template uncertainties is performed in a similar manner, using a modified version of the procedure outlined in [D15a]. Due to the inclusion of the magnitude dependent redshift prior in this work ($P(z|m_i)$), we define the optimised posterior redshift for a given source, $i$, as

$$P(z_{\text{new},i} \propto P(z)^{1/(\alpha(m))} \times P(z|m_i),$$

where $\alpha(m)$ follows the relation described in Equation 3.4.1 and the parameters $\eta$ and $\kappa$ are optimised in the same way as described above.

Due to the prohibitively long computation time required to use the full spectroscopic sample, we use only a subset for the purposes of template error calibration. For both the AGN and galaxy samples separately, a subset of each training sample is created by randomly selecting up to 3000 sources in each of 6 magnitude bins over the range covered by the spectroscopic redshift subset ($16 < i < 22$). Calibration of the uncertainties is then done on 2/3 of this subsample, with the other 1/3 retained for testing. Tests of the error calibration using a range of smaller sub-samples suggest that the accuracy of the uncertainties after calibration is likely not affected by the sample size. Specifically, we find that accuracy of the uncertainties, as quantified by the Euclidean distance between the measured $\hat{F}(c)$ distribution after calibration and the desired 1:1 relation, is not a strong function of the size of the sample for subsets of between 100 and 750 sources per magnitude bin. We note however that these tests (and the final calibrated estimates) are still limited by how representative the available spectroscopic training and test sample is of the full photometric sample – with this bias likely representing the major systematic limitation on the accuracy of the uncertainties.

3.5. Accuracy of the photo-$z$ uncertainties

After calibration of the individual input estimates, the final stage of the uncertainty calibration comes as part of the tuning of the hierarchical Bayesian combination hyperparameters, specifically $\beta$ (see Section 3.3).

In Fig. [11] we illustrate the accuracy of the final calibrated redshift posteriors for the AGN and galaxy subsets. Shown in both plots are the cumulative distribution ($\hat{F}(c)$) of threshold credible intervals, $c$, both for the full spectroscopic sample (thick black lines) and within bins of apparent magnitude (coloured lines).

For both subsets, the uncertainties for the whole spectroscopic sample are well calibrated, lying close to the desired 1:1 relation. However, we can see that there are still some residual trends as a function of apparent magnitude. For the galaxy population, the accuracy trend is relatively small with all but the very faintest magnitudes close to ideal trend. For the AGN population this trend is more stark, with a rapid evolution as a function of $m_{\text{PS1}}$ magnitude leading to significant under-confidence in the uncertainties for the faint sources.

4. Photometric Redshift Properties

After the error calibration for all input estimates and the tuning of the Bayesian combination hyper-parameters, we calculate consensus estimates for the entire photometric catalog. In Fig. [12] we present a qualitative illustration of the final consensus redshifts for the spectroscopic training sample. We show the stacked redshift posteriors as a function of spectroscopic redshift for both the multi-wavelength AGN subset (top) and for the remaining galaxy population (bottom). For the AGN subset, the plot clearly shows the significant improvements offered by the hybrid methodology, with posteriors for the $z_{\text{spec}} \lesssim 2.5$ matching those of the GPZ estimates seen in Fig [8]. At higher redshifts where the GPZ estimates become significantly biased, the hybrid estimates are able to key into the strong Lyman-break feature and provide better estimates.

We can see, however, that the redshift estimates are not perfect. At $3.5 \lesssim z_{\text{spec}} \lesssim 4.5$ there is a cluster of sources for which there is a catastrophic failure in the redshift estimates with posterior predictions of $z \sim 0.3$. These sources represent a minority of the spectroscopic sample at high redshift: of the sources that have $z_{\text{spec}} > 3.5$ (1019), we find that only $\approx 10\%$ (116) of sources are truly catastrophic outliers with neither primary nor secondary redshift solutions within $z_{\text{spec}} \pm 0.3 \times (1 + z_{\text{spec}})$. Of these catastrophic failures, 73 have $z_{\text{median}} < 1$ and contribute to the cluster seen at $z \sim 0.3$, representing 7.2% of the $z_{\text{spec}} > 3.5$ sample.

Investigating the properties of these outliers with respect to the sources that have accurate predictions reveals no clear single origin for the poor predictions. Their overall colour distribution does not differ significantly from the sources that are well fitted. However, we find that these sources are disproportionately brighter than the majority of the spectroscopic QSOs at these redshifts – with apparent magnitudes of $i < 20$.

Between $2.5 \lesssim z_{\text{spec}} \lesssim 4$ the redshifts that are well fitted still become noticeably more biased and have large uncertainty (as illustrated by the broad $z_{\text{phot}}$ distribution). The increased uncertainty in this redshift range likely results from the lack of $u$-band photometry in the PanSTARRS data - whereby the Lyman break is not probed until $z \sim 4$. The relative sparsity of training sources available at the redshift mean that GPZ is not able to compensate in this regime. Significantly greater numbers of training sources
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in this regime may allow future implementations to overcome this by improving the GPz estimates. Alternatively, additional $u$-band photometry could be included within the dataset to improve the precision of both methods. The strict non-detection in $u$-band for $z > 3$ sources may also help to break any colour degeneracies causing the catastrophic failures at $z_{\text{1 median}} \sim 0.3$.

For the ‘Galaxy’ sample (Fig. 12 lower panel) we see that the consensus redshift estimates are excellent over the redshift range $0.1 \leq z_{\text{spec}} \leq 0.8$, with very low scatter and very little bias. Beyond $z_{\text{spec}} \leq 0.8$ the posteriors become increasingly broad. As illustrated by Fig. 8 this transition redshift represents the limits of the spectroscopic training (and test) sample and also potentially the limits of the optical photometry itself. In the following section we explore these limitations in more detail with a more quantitative analysis of the photo-$z$ estimates.

### 4.1 Overall photo-$z$ statistics

While the $z_{\text{spec}}$ vs $z_{\text{phot}}$ plots are helpful in qualitatively assessing the quality of the $z_{\text{phot}}$ estimates and identifying any major problems, a more quantitative analysis is required to enable both comparison with other estimates (if available) and for the user to judge reasonable selection criteria for their science samples.

It is common within the literature to judge the quality of photo-$z$s by comparing a single valued ‘best’ estimate for the photo-$z$. Reducing the full posterior redshift prediction to a single value has inherent problems because it can potentially present a biased view of that posterior prediction and is effectively throwing away information.

Nevertheless, to enable the comparison we must first choose a way to represent the redshift posteriors in a format suitable for catalogs and single-value based quality statistics. Common practice is to take either the maximum a posteriori value for the redshift prediction, the median of the redshift posterior or the expected value of the posterior (these can differ significantly in the case of skewed posteriors or secondary redshift solutions).

In the catalogs and the subsequent analysis, we take an approach motivated by the discussion of Wittman et al. (2016) and aimed at providing an accurate representation of the redshift posteriors. For each calibrated redshift prediction, we first calculate the 80% highest probability density (HPD) credible interval (CI) by starting at the redshift peak probability and lowering a threshold until 80% of the integrated probability is included. Next, we identify the primary peak (and secondary peak if present) by identifying the points where the $P(z)$ cross this threshold. For each peak, we then calculate the median redshift within the boundaries of the 80% HPD CI to produce our point-estimate of the photo-$z$ (hereafter $z_{\text{1 median}}$ or $z_{\text{2 median}}$). As a measure of the redshift uncertainty, in the catalog we also then present the lower and upper boundaries of the 80% HPD CI peaks (i.e. where the $P(z)$ crosses the threshold).

We refer the interested reader to Fig. 1 of Wittman et al. (2016) for a more detailed explanation and illustration of the concept as well as an excellent discussion on the motivation behind such a treatment of redshift posteriors.

For our measure of robust scatter, we use the normalised median absolute deviation, $\sigma_{\text{NMAD}}$, defined as:

$$\sigma_{\text{NMAD}} = 1.48 \times \text{median}(\Delta z / (1 + z_{\text{spec}})),$$

where $\Delta z = z_{\text{1 median}} - z_{\text{spec}}$. Similarly, we define outliers as $|\Delta z | / (1 + z_{\text{spec}}) > 0.15$, as is common for the literature (e.g. Dahlen et al. 2013).

In Table 1 we present the $\sigma_{\text{NMAD}}$ and the outlier fraction (OLF) for the full spectroscopic redshift sample and the various subsets defined by our broad multi-wavelength selection criteria from Section 2.2. Statistically we see confirmation of the qualitative picture discussed above. Photo-$z$s for the non-AGN selected population are excellent, with very low scatter and a low outlier fraction. Both scatter and outlier fraction for the AGN selected subsets are significantly

---

Fig. 11. Q-Q ($\hat{F}(c)$, see text in Section 3.3) plots for the final calibrated consensus redshift predictions for the galaxy population (left) and the optical/infrared and X-ray selected AGN population (right). Coloured lines represent the distributions in bins of apparent optical magnitude while the thick black line corresponds to the complete spectroscopic training sample. Lines that fall above the 1:1 relation illustrate under-confidence in the photo-$z$ uncertainties (uncertainties overestimated) while lines under illustrate over-confidence (uncertainties underestimated).
worse, with the overall outlier fraction being $\sim 30\%$ for this sample.

When restricting the analysis to sources that are detected in the LoTSS radio catalog (Table 1), the picture is very similar but performance is generally better. Scatter for the non-AGN selected population is unchanged and there is significant improvement in OLF with a reduction to 1.3%. Across the AGN subsets there is a significant improvement in both metrics, although we note the infrared selected AGN performance is slightly worse for the radio detected sample. The improved performance for radio-detected sources (at least at lower redshifts, e.g. $z \lesssim 1$) mirrors that observed in [D18a] and can partly be attributed to the fact that radio sources are typically hosted by the most massive (and hence brightest) galaxies [Heckman & Best 2014] and will typically have higher signal-to-noise than the general galaxy population at the same redshift.

### 4.2. Photometric redshift statistics as a function of redshift and magnitude

In the upper panels of Fig. 13 we show the measured robust scatter for the AGN and galaxy subsets in bins of both $z_{\text{spec}}$ and apparent optical magnitude ($i_{\text{PS1}}$). The lower panels of Fig. 13 presents the corresponding OLF over the same parameter space. Additionally, for all four of the diagnostic plots we also present the relative density of the spectroscopic sample within this parameter space for reference.

From these figures we can see that the photo-$z$ estimates are in general very good within the regime for which a large number of spectroscopic sources exist. Typical scatter for the AGN population is $\sigma_{\text{NMAD}} \approx 0.1$, comparable to or better than other estimates for similar populations in the literature (e.g. Richards et al. 2001; Brodwin et al. 2006; Maddox et al. 2012; Chung et al. 2014). Furthermore these estimates are also better at $1 < z < 3$ than photo-$z$ estimates calculated using the same method on deeper photometric samples [D18a] (D18b). We attribute this performance to the larger training sample for these source types used in this work, leading to excellent GPz performance in this regime.

Outlier fractions for the AGN population follow a similar trend but with generally slightly poorer performance. In the regions of parameter space that are sparsely sampled by the spectroscopic sample, the outlier fraction rapidly deteriorates. However, between $0 < z < 2.5$ the outlier fraction averaged over the whole AGN population remains good enough for many science cases - especially when taking into account the reduced training sample.
account the larger samples that are now available compared to studies that only make use of the spectroscopic sample.

For the galaxy population, we find the outlier fraction for the bulk of the parameter space between $0 < z < 0.8$ to be exceptional - with outlier fractions at the sub-percent level for some redshifts and magnitudes. We can also now see more quantitatively the previously observed fall-off in photo-z accuracy (Fig. 13 upper panels) and reliability (Fig. 13 lower panels) at $z > 0.8$.

4.3. Photo-z properties for the LOFAR detected population

Finally, we explore the quality of the consensus photo-z estimates as a function of their radio properties. In D18a, we found that for the template-only estimates there was a weak trend such that more luminous radio sources typically had poorer photo-z performance. However, the available spectroscopic sample for radio-detected sources was too small to provide robust conclusions on what was responsible for this trend. In D18b, we illustrated how the inclusion of GPz estimates for the AGN population results in significant improvements for the most luminous radio sources.

The unprecedented sample of radio sources presented in DRI-II and their reliable optical counterparts DRI-II means that we are now able to explore these trends with much greater precision. In DRI-II, Pan-STARRS or WISE cross-identifications were found for 71% of the LoTSS radio sources. Following the method described in this work and the additional selection criteria required for photo-z estimation (i.e. PS1 g, r and i detections at a minimum), we
Within a given spectroscopic redshift bin, we see no evidence for any significant trend with radio luminosity in either the scatter or outlier fraction. Instead, it is clear that the previously observed trends can be attributed solely to the trends as a function of redshift. For both metrics we see a clear evolution with $z_{\text{spec}}$, such that the scatter and outlier fractions for the highest redshift sources are significantly worse than for sources with similar radio luminosity at low redshift. This trend may be driven by either selection effects within the spectroscopic sample or evolution in the radio population itself (or likely some combination of the two). However, we leave that question for subsequent studies to investigate.

5. Rest-frame Properties

Ultimately, for all sources within the LoTSS HETDEX field we would like to know the physical properties of the host galaxies, including constraints on the relative contributions to the optical spectral energy distribution (SED) from stellar or accretion emission processes. While full panchromatic SED fitting codes such as AGNfitter (Calistro Rivera et al. 2016) mean that it is possible to disentangle these different components and characterise radio sources (e.g. Calistro Rivera et al. 2017; Williams et al. 2018), the scale of the LoTSS DR1 sample and the more limited multi-wavelength data available mean that such measurements are beyond the scope of this data release. However, while such detailed fits and the corresponding physical properties are desirable, much can be learned from the rest-frame colours and magnitudes of sources. For the full sample of LOFAR selected sources with optical counterparts and photometric (or spectroscopic) redshifts, we therefore estimate a broad range of rest-frame magnitudes.

We estimate rest-frame magnitudes using the template interpolation feature of the EAZY photometric redshift code (Brammer et al. 2008). Fixing the redshift to the best available redshift estimate ($z_{\text{spec}}$ where available, $z_{\text{median}}$ otherwise) we re-fit all radio sources using all three template libraries. Rest-frame magnitudes can then be calculated based on the flux in a given filter for the best-fitting template observed at $z=0$. When re-fitting the SEDs for rest-frame magnitudes, we make use of the forced Kron fluxes for the PanSTARRs $g, r, i, z, y$ optical bands and the profile-fitting magnitudes for WISE $W1$-$3$ bands.

In addition to the observed bands used in the photo-$z$ fitting, rest-frame magnitudes were also estimated in additional filters common in the literature. Specifically, we calculate magnitudes for SDSS $u, g, r, i, z$, Johnson-Cousins $U, B, V$ and $I$, and the 2MASS $J$ and $K_s$ near-infrared filters.

For any source that satisfies one or more of the AGN selection criteria, we use the rest-frame optical and near-infrared magnitudes from the XMM-COSMOS (Salvato et al. 2008) fits and the mid-infrared rest-frame magnitudes from the ‘Atlas of Galaxy SEDs’ (Brown et al. 2014) fits. For the remaining sources, values are taken from the fits to the EAZY templates - with the exception of theWISE filters that we take from the ‘Atlas’ estimates.

In Fig. 15 we plot the estimated $i$ and $K_s$ magnitudes as a function of redshift (spectroscopic where available, photometric otherwise) for two subsets of the radio population to illustrate the typical range and distribution of rest-frame magnitudes within the sample.
Fig. 15. Estimated rest-frame $i$ (left panel) and $K_s$ (right panel) magnitudes as a function of redshift for two subsets of the LOFAR detected population - optically selected QSOs (red distribution) and sources that are not selected as optical, X-ray or infrared AGN.

Fig. 16. Left: Observed colour-magnitude distribution, $u-g$ vs $M_{K_s}$ of the $0.1 < z < 0.8$ in three bins of radio luminosity for the LOFAR selected sources that are not classified as optical, IR or X-ray AGN. The most luminous radio sources are hosted in galaxies that are red and bright in the near-IR (a strong proxy for stellar mass). Right: Rest-frame $U-V$ vs $V-J$ optical colours for the LOFAR detected population for the same bins in radio luminosity. The black dashed line shows the typical boundary used to separate star-forming and quiescent stellar populations (e.g. Williams et al. 2009).

Additionally, to provide further validation of the rest-frame magnitudes and illustrate their scientific potential, in Fig 16 we show two optical diagnostic plots used commonly in the literature. The left-panel of Fig 16 shows the observed colour-magnitude distribution of the $0.1 < z < 0.8$ LOFAR selected population in bins of radio luminosity. In addition to the selection in redshift range, a simple redshift quality cut based on the posterior uncertainties is applied such that in Fig 16 we plot only sources where $(0.5 \times (z_{\text{max}} - z_{\text{min}})/(1 + z_{\text{median}})) < 0.2$, or a spectroscopic redshift is available (yielding a sample of 78735 radio sources). We can clearly see that the most luminous radio sources tend to reside in galaxies that are more luminous in the near-IR (with $M_{K_s}$ a good proxy for stellar mass) and have very red optical colours; consistent with expectations for radio-loud AGN (Heckman & Best 2014). In contrast, the lower luminosity radio population is hosted in galaxies that are typically bluer and lower mass.

In the right-panel of Fig 16 we show the distribution of the same sources in the widely used $UVJ$ colour diagram (Williams et al. 2009). This plot illustrates that not only are the most luminous radio sources found in red galaxies,
but those galaxies are likely red due to having old quiescent stellar populations. Conversely, lower luminosity radio sources have optical colours more consistent with star-forming galaxies. As mentioned above, these trends are well established for the low-redshift radio populations. However, the unprecedented depth, sensitivity and size of the LoTSS DR1 catalog mean that such trends can now be explored in much greater detail, extending to higher redshifts or lower radio luminosities than previously possible for such a large statistical sample. The redshifts and rest-frame properties presented in this paper are intended to enable such studies and many others besides.

6. Final catalog

The catalog presented in this work builds upon both the radio and optical identification LoTSS DR1 catalogs described in DR1-II. The contents of the catalog added by this work are as follows:

- The best available redshift for a given source, \( z_{\text{rest}} \), where spectroscopic redshift is used if available and the best available photo-z \( z_{\text{photo}} \) used otherwise.
- The source of the best available redshift, \( z_{\text{rest}} \), where 1 corresponds to spectroscopic redshift and 0 corresponds to the photo-z presented in this work.
- Median of the primary redshift peak, \( z_{\text{median}} \). This is the best estimate of the photo-z from this work.
- Lower \( z_{\text{min}} \) and upper \( z_{\text{max}} \) bounds of the primary 80% HPD CI peak (where the redshift \( P(z) \) crossed the credible interval).
- Fraction of the integrated probability included in the primary peak contained within the 80% HPD CI, \( \chi_{\text{area}} \), (\( \leq 0.8 \) by definition).
- Properties of the secondary 80% HPD CI peak if it exists: \( z_{\text{2median}}, z_{\text{2min}}, z_{\text{2max}} \) and \( \chi_{\text{2area}} \).

Also included for all sources are the multi-wavelength AGN classifications used during photo-z estimation.

- ‘specAGN’: Flag indicating spectroscopically identified AGN (1 = AGN).
- ‘noqAGN’: Flag indicating whether source is included in Million Quasar Catalog compilation (Flesch 2015), where 1 means a source is included.
- ‘XrayClass’: 2RXS or XMMSL2 X-ray source class - 0 = WISE source, but no X-ray match, 1 = AGN, 2 = Galaxy/Star (Salvato et al. 2017), based on criteria in).
- ‘2RXS_ID’: ID in 2RXS catalog (if available)
- ‘XMMSL2_ID’: ID in XMMSL2 catalog (if available)
- ‘IRClass’: Bit-flag indicating AGN. The catalog based on Assef et al. (2013) selection criteria, where 1 = 90% completeness criteria, 2 = 75% completeness criteria, 4 = 75% reliability criteria and 8 = 90% reliability criteria.

Finally, for all sources for which a redshift estimate exists (either spectroscopic or photometric), we include the additional rest-frame magnitudes presented in Section 5.

5. Due to the conservative selection used to define the spectroscopic training sample, the included \( z_{\text{photo}} \) included in the sample are not explicitly intended to be complete. Additional spectroscopic redshifts may therefore be available within the wider literature.

7. Future prospects

The photo-z estimates presented in this work make use of the best all-sky photometric datasets and the latest techniques to provide the best estimates practical for the large area. However, future data releases of the LoTSS survey will be able to exploit both improved photometric datasets and greatly enhanced photo-z techniques and training samples; resulting in greater fraction of optical cross-identifications for LoTSS sources and more accurate photo-z and physical parameter estimates.

Under the umbrella of the NOAO Legacy Surveys program, new photometry reaching depths \( \sim 1 \) magnitude deeper than the PanSTARRS 3\( \sigma \) survey in the \( g, r \) and \( z \) bands will soon be available. At declinations of \( \geq 30^\circ \) these observations are provided by the combination of the Beijing-Arizona Sky Survey (BASS; Zou et al. 2017) and the Mayall \( z \)-band Legacy Survey (MzLS; Silva et al. 2016). At lower declination, the corresponding \( g, r \) and \( z \) is provided by the Dark Energy Camera Legacy Survey (DeCALS; PI: D. Schlegel and A. Dey).

A key advantage of the catalogs provided by these surveys is the inclusion of optical prior driven deconfusion of the unWISE data release of WISE photometry. The unWISE processing maintains the native resolution of the shorter wavelength WISE bands and incorporating the additional W1 and W2 observations provided by the post-cryogenic WISE mission (NEOWISE). For the input optical prior sources, the model fitting photometry is able to provide robust measurements to significantly deeper magnitudes than reached by the AllWISE catalogs used in this work. Although there are fewer optical bands available from BASS+MzLS or DeCALS (compared to PS1) for photo-z estimation or physical modelling, the improvement to the GPz estimates shown when W1 is included in the fitting (e.g. see Fig. 6) suggests that the availability of WISE constraints for all optical sources will result in improved photo-z estimates.

Furthermore, ongoing photometric surveys at complementary wavelengths will likely greatly enhance the available datasets over the LoTSS regions. For example, the Canada France Hawaii Telescope ‘Legacy for the \( u \)-band all-sky universe’ survey (CFHT-Luau; PI: McConnachie) aims to reach a depth of \( \sim 24.2 \) over \( > 4000 \) sq.deg in the northern hemisphere. Additionally, the UKIRT Hemisphere Survey (UHS; Dye et al. 2018) can fill the significant gap in wavelength coverage in the near-infrared by providing \( J \) band observations over a similar area in the northern sky.

Commencing in 2019, the WAVE-LOFAR spectroscopic survey (Smith et al. 2016) will obtain \( \gtrsim 10^6 \) spectra of LOFAR selected radio sources over the northern hemisphere. In addition to providing robust spectroscopic redshifts for a significant number of the most luminous radio sources for which photo-zs are particularly difficult (see...
Fig. [14]. WEAVE-LOFAR will provide an unprecedented spectroscopic training sample for the LoTSS radio population.

Specifically, the deepest tier of WEAVE-LOFAR aims to provide spectroscopic observations for radio sources down to flux densities of \( S_{\nu,150} \text{ MHz} = 100 \mu\text{Jy} \) over \( \sim 50\text{sq.deg} \) in deep fields – the detection limit of the LoTSS survey. The nature of the radio selection (as compared to optical selection of most available spectroscopic surveys) means that the WEAVE-LOFAR data will provide extensive training samples in regions of magnitude/colour/redshift space that are currently not well sampled. As illustrated in Fig. [13] it is in these regions of parameter space, where few training sources are present, that the GPz estimates are poorest.

Furthermore, within the region of sky presented in this work, the HETDEX survey itself will provide large numbers of additional spectroscopic sources for blind detections of both redshift Lyman-alpha emitters (radio-loud/quiet quasars etc.) and \( O_{\text{III}}/O_{\text{II}} \) emitters at low-redshift. It is not currently known what fraction of emission line selected galaxies will be detected by the LoTSS survey. But if even only a small fraction \((< 1-5)\) of the line-emitters are also LOFAR sources, the number of spectroscopic redshifts provided by the HETDEX survey will be substantial. By leveraging these improved training samples and the deeper photometry available, the photo-z precision and reliability for future LoTSS data releases will greatly improved.

Finally, in light of the photometric redshift quality achieved for a new generation of radio continuum survey (LoTSS), it is worth exploring what these results may mean for future radio continuum surveys such as the Square Kilometre Array (SKA). Given the anticipated depths of the SKA continuum surveys and the rapid rise in continuum source counts, the majority of SKA sources will be fainter radio sources than those presented in this data release [Prandoni & Seymour 2015; Jarvis et al. 2015]. In [Duncan et al. 2018a], we illustrated that the typical photo-z accuracy (for template estimates) improves as one probes fainter radio sources. Improvements to the photo-z estimates for bright source populations yielded by the suggestions presented above will yield comparable results for future SKA observations.

As a southern hemisphere survey, the SKA stands to benefit from substantially deeper all-sky optical photometry than will be available in the north thanks to the Large Synoptic Survey Telescope (LSST; [LSST Collaboration 2012]). The combination of deep LSST optical photometry and complementary near-infrared observations from the Euclid survey mission [Laureijs et al. 2011] will likely yield dramatically improved results when combined with methods such as that presented in this study. As illustrated by previous studies such as [Maddox et al. 2012], the inclusion of multiple near-infrared bands in photo-z estimates can yield significant improvements for difficult source types such as quasars.

Although the SKA will not benefit from the full extent of spectroscopy provided by WEAVE-LOFAR, photo-z estimates for SKA sources will be able to exploit the WEAVE-LOFAR DEEP and WIDE samples in equatorial regions to provide representative training samples for machine learning estimates (see [Smith et al. 2016] for further details). Additional spectroscopy for large numbers of SKA detected sources will likely also be provided by optical and X-ray selected spectroscopic campaigns with instruments such as 4MOST (Seifert et al. 2016; Boel et al. 2017). Given these available photometric and spectroscopic training samples, the prospects for attaining photo-z precision and reliability suitable for tackling the science goals of the SKA look promising.

8. Summary

In this paper we present details of photometric redshift (photo-z) estimates produced for the LOFAR Two-meter Sky Survey (LoTSS) First Data Release. Photo-z are estimated for the full \( \sim 400 \text{deg}^2 \) of the HETDEX Spring Field using optical photometry from the PanSTARRS 3\( \sigma \) Survey and mid-infrared photometry from the Wide-field Infrared Survey Explorer mission (WISE; [Wright et al. 2010]). Our photo-z method combines multiple traditional template fitting and empirical training based estimates to produce an optimised consensus redshift prediction and includes explicit efforts to calibrate the photo-z uncertainties.

Averaged over all 514,625 sources in the spectroscopic training and test sample, the resulting consensus photo-zs have a robust scatter of \( \sigma_{\text{NMAD}} = 0.041 \) and an outlier fraction of 0.104. However, there is strong variation in photo-z quality as a function of optical source type, with sources that satisfy one or more AGN selection criteria (optical, X-ray or infrared) having a significantly worse performance \( \sigma_{\text{NMAD}} = 0.123 \) and \( \sigma_{\text{OLF}} = 0.306 \) than those that do not \((0.031 \text{ and } 0.034 \text{ respectively})\). Additionally, as a function of both optical magnitude and spectroscopic redshift there are strong trends for both subsets of the population.

For the LoTSS DR1 radio detected sample, we find that at a given redshift, there is no strong trend in photo-z quality as a function of radio luminosity. However there is clear deterioration in photo-z quality as function of redshift for a given radio luminosity that we attribute to selection effects in the spectroscopic sample and/or intrinsic evolution within the radio population. Finally we present details of rest-frame optical and mid-infrared magnitudes for the LoTSS DR1 sample estimated using our consensus photometric redshift estimates (or spectroscopic redshift when available).
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