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Abstract. We present efficient algorithms to reduce the size of nondeterministic Büchi word automata (NBA) and nondeterministic finite word automata (NFA), while retaining their languages. Additionally, we describe methods to solve PSPACE-complete automata problems like language universality, equivalence, and inclusion for much larger instances than was previously possible ($\geq 1000$ states instead of 10-100). This can be used to scale up applications of automata in formal verification tools and decision procedures for logical theories.

The algorithms are based on new techniques for removing transitions (pruning) and adding transitions (saturation), as well as extensions of classic quotienting of the state space. These techniques use criteria based on combinations of backward and forward trace inclusions and simulation relations. Since trace inclusion relations are themselves PSPACE-complete, we introduce lookahead simulations as good polynomial time computable approximations thereof.

Extensive experiments show that the average-case time complexity of our algorithms scales slightly above quadratically. (The space complexity is worst-case quadratic.) The size reduction of the automata depends very much on the class of instances, but our algorithm consistently reduces the size far more than all previous techniques. We tested our algorithms on NBA derived from LTL-formulae, NBA derived from mutual exclusion protocols and many classes of random NBA and NFA, and compared their performance to the well-known automata tool GOAL [68].

1. INTRODUCTION

Nondeterministic Büchi automata (NBA) are a fundamental data structure to represent and manipulate $\omega$-regular languages [67]. They appear in many automata-based formal software verification methods, as well as in decision procedures for logical theories. For example, in LTL software model checking [40, 25], temporal logic specifications are converted into NBA. In other cases, different versions of a program (obtained by abstraction or refinement of the original) are translated into automata whose languages are then compared. Testing the conformance of an implementation with its requirements specification thus reduces to a language inclusion problem. Another application of NBA in software engineering is program...
termination analysis by the size-change termination method [51, 28]. Via an abstraction of the effect of program operations on data, the termination problem can often be reduced to a language inclusion problem between two derived NBA.

Our goal is to improve the efficiency and scalability of automata-based formal software verification methods. Our contribution is threefold: We describe a very effective automata reduction algorithm, which is based on novel, efficiently computable lookahead simulations, and we conduct an extensive experimental evaluation of our reduction algorithm.

This paper is partly based on results presented at POPL’13 [19], but contains several large parts that have not appeared previously. While [19] only considered nondeterministic Büchi automata (NBA), we additionally present corresponding results on nondeterministic finite automata (NFA). We also present more extensive empirical results for both NBA and NFA (cf. Sec. 9). Moreover, we added a section on the new saturation technique (cf. Sec. 10). Finally, we added some notes on the implementation (cf. Sec. 11).

1.1. Automata reduction. We propose a novel, efficient, practical, and very effective algorithm to reduce the size of automata, in terms of both states and transitions. It is well-known that, in general, there are several non-isomorphic nondeterministic automata of minimal size recognizing a given language, and even testing the minimality of the number of states of a given automaton is PSPACE-complete [45]. Instead, our algorithm produces a smaller automaton recognizing the same language, though not necessarily one with the absolute minimal possible number of states, thus avoiding the complexity bottleneck. The reason to perform reduction is that smaller automata are in general more efficient to handle in a subsequent computation. Thus, there is an algorithmic tradeoff between the effort for the reduction and the complexity of the problem later considered for this automaton. If only computationally easy algorithmic problems are considered, like reachability or emptiness (which are solvable in NLOGSPACE), then extensive reduction does not pay off since in these cases it is faster to solve the initial problem directly. Instead, the main applications are the following.

(1) PSPACE-complete automata problems like language universality, equivalence, and inclusion [49]. Since exact algorithms are exponential for these problems, one should first reduce the automata as much as possible before applying them.

(2) LTL model checking [40], where one searches for loops in a graph that is the product of a large system specification with an NBA derived from an LTL-formula. Smaller automata often make this easier, though in practice it also depends on the degree of nondeterminism [63]. Our reduction algorithm, based on transition pruning techniques, yields automata that are not only smaller, but also sparser (fewer transitions per state, on average), and thus contain less nondeterministic branching.

(3) Procedures that combine and modify automata repeatedly. Model checking algorithms and automata-based decision procedures for logical theories (cf. the TaPAS tool [53]) compute automata products, unions, complements, projections, etc., and thus the sizes of automata grow rapidly. Another example is in the use of automata for the reachability analysis of safe Petri nets [61]. Thus, it is important to intermittently reduce the automata to keep their size manageable.

Our reduction algorithm combines the following techniques:

• The removal of dead states. These are states that trivially do not contribute to the language of the automaton, either because they cannot be reached from any initial state or
because no accepting loop in the NBA (resp. no accepting state in the NFA) is reachable from them.

- **Quotienting.** Here one finds a suitable equivalence relation on the set of states and quotients w.r.t. it, i.e., one merges each equivalence class into a single state.

- **Transition pruning** (i.e., removing transitions) and **transition saturation** (i.e., adding transitions), using suitable criteria such that the language of the automaton is preserved.

The first technique is trivial and the second one is well-understood \[26, 16\]. Here, we investigate thoroughly transition pruning and transition saturation.

For pruning, the idea is that certain transitions can be removed, because other ‘better’ transitions remain. The ‘better’ criterion compares the source and target states of transitions w.r.t. certain semantic preorders, e.g., forward and backward simulations and trace inclusions. We provide a complete picture of which combinations of relations are correct to use for pruning. Pruning transitions reduces not only the number of transitions, but also, indirectly, the number of states. By removing transitions, some states may become dead, and can thus be removed from the automaton without changing its language. The reduced automata are generally much sparser than the originals (i.e., use fewer transitions per state and less nondeterministic branching), which yields additional performance advantages in subsequent computations.

Dually, for saturation, the idea is that certain transitions can be added, because other ‘better’ transitions are already present. Again, the ‘better’ criterion relies on comparing the source/target states of the transitions w.r.t. semantic preorders like forward and backward simulations and trace inclusions. We provide a complete picture of which combinations of relations are correct to use for saturation. Adding transitions does not change the number of states, but it may pave the way for further quotienting that does. Moreover, adding some transitions might allow the subsequent pruning of other transitions, and the final result might even have fewer transitions than before. It often happens, however, that there is a tradeoff between the numbers of states and transitions.

Finally, it is worth mentioning that the minimization problem can sometimes be solved efficiently if one considers minimization within a restricted class of languages. For instance, for the class of **weak deterministic Büchi languages** (a strict subclass of the \(\omega\)-regular languages) it is well-known that given a weak deterministic Büchi automaton (WDBA) one can find in time \(O(n \log n)\) a minimal equivalent automaton in the same class \[54\] (essentially by applying Hopcroft’s DFA minimization algorithm \[41\]). However, it is possible that a weak deterministic language admits only large WDBA, but succinct NBA; cf. Fig. 1 (this is similar to what happens for DFA vs. NFA over finite words). Thus, minimizing a WDBA in the class of WDBA and minimizing a WDBA in the larger class of NBA are two distinct problems. Since in this paper we consider size reduction of NBA (and thus WDBA) in the larger class of all NBA, our method and the one of \[54\] are incomparable.
1.2. **Lookahead simulations.** Simulation preorders play a central role in automata reduction via pruning, saturation and quotienting, because they provide PTIME-computable under-approximations of the PSPACE-hard trace inclusions. However, the quality of the approximation is insufficient in many practical examples. Multipebble simulations [24] yield better under-approximations of trace inclusions; while theoretically they can be computed in PTIME for a fixed number of pebbles, in practice they are not easily computed.

We introduce **lookahead simulations** as an efficient and practical method to compute good under-approximations of trace inclusions and multipebble simulations. For a fixed lookahead, lookahead simulations are computable in PTIME, and it is correct to use them instead of the more expensive trace inclusions and multipebble simulations. Lookahead itself is a classic concept, which has been used in parsing and many other areas of computer science, like in the uniformization problem of regular relations [42], in the composition of e-services (under the name of lookahead delegators [34, 62, 13, 55]), and in infinite games [39, 30, 47, 48]. However, lookahead can be defined in many different variants. Our contribution is to identify and formally describe the lookahead-variant for simulation preorders that gives the optimal compromise between efficient computability and maximizing the sizes of the relations; cf. Sec. 6. From a practical point of view, we use degrees of lookahead ranging from 4 to 25 steps, depending on the size and shape of the automata. Our experiments show that even a moderate lookahead often yields much larger approximations of trace-inclusions and multipebble simulations than normal simulation preorder. Notions very similar to the ones we introduce are discussed in [43] under the name of multi-letter simulations and buffered simulations [44]; cf. Remark 6.6 for a comparison of multi-letter and buffered simulations w.r.t. lookahead simulations.

1.3. **Experimental results.** We performed an extensive experimental evaluation of our techniques based on lookahead simulations on tasks of automata reduction and language universality/inclusion testing. (The raw data of the experiments is stored together with the arXiv version of this paper [20].)

*Automata reduction.* We applied our reduction algorithm on automata of up-to 20000 states. These included 1) random automata according to the Tabakov-Vardi model [66], 2) automata obtained from LTL formulae, and 3) real-world mutual exclusion protocols. The empirically determined average-case time complexity on random automata is slightly above quadratic, while the (never observed) worst-case complexity is $O(n^4)$. The worst-case space complexity is quadratic. Our algorithm reduces the size of automata much more strongly, on average, than previously available practical methods as implemented in the popular GOAL automata tool [68]. However, the exact advantage varies, depending on the type of instances; cf. Sec. 9. For example, consider random automata with 100–1000 states, binary alphabet and varying transition density $td$. Random automata with $td = 1.4$ cannot be reduced much by any method. The only substantial effect is achieved by the trivial removal of dead states which, on average, yields automata of 78% of the original size. On the other hand, for $td = 1.8, \ldots, 2.2$, the best previous reduction methods yielded automata of 85%–90% of the original size on average, while our algorithm yielded automata of 3%–15% of the original size on average.
Language universality/inclusion. Language universality and inclusion of NBA/NFA are PSPACE-complete problems [49], but many practically efficient methods have been developed [22, 23, 60, 4, 28, 29, 2, 3]. Still, these all have exponential worst-case time complexity and do not scale well. Typically they are applied to automata with 15–100 states (unless the automaton has a particularly simple structure), and therefore one should first reduce the automata before applying these exact exponential-time methods.

Even better, already the polynomial time reduction algorithm alone can solve many instances of the PSPACE-complete universality, equivalence, and inclusion problems. E.g., an automaton might be reduced to the trivial universal automaton, thus witnessing language universality, or when one checks inclusion of two automata, it may compute a small (polynomial size) certificate for language inclusion in the form of a (lookahead-)simulation. Thus, the complete exponential time methods above need only be invoked in a minority of the cases, and on much smaller instances. This allows to scale language inclusion testing to much larger instances (e.g., automata with ≥ 1000 states) which are beyond previous methods.

1.4. Nondeterministic finite automata. We present our methods mostly in the framework of nondeterministic Büchi automata (NBA), but they directly carry over to the simpler case of nondeterministic finite-word automata (NFA). The main differences are the following:

- Since NFA accept finite words, it matters in exactly which step an accepting state is reached (unlike for NBA where the acceptance criterion is to visit accepting states infinitely often). Therefore, lookahead-simulations for NFA need to treat accepting states in a way which is more restrictive than for NBA. Thus, in NFA, one is limited to a smaller range of semantic preorders/equivalences, namely direct and backward simulations (and the corresponding multipebble simulations, lookahead simulations and trace inclusions), while more relaxed notions (like delayed and fair simulations) can be used for NBA.

- On the other hand, unlike NBA, an NFA can always be transformed into an equivalent NFA with just one accepting state without any outgoing transitions (unless the language contains the empty word). This special form makes it much easier to compute good approximations of direct and backward trace inclusion, which greatly helps in the NFA reduction algorithm.

Outline of the paper. A summary of old and new results about simulation-like preorders as used in inclusion checking, quotienting, and pruning transitions can be found in Table 1.

The rest of the paper is organized as follows. In Sec. 2, we define basic notation for automata and languages. Sec. 3 introduces basic semantic preorders and equivalences between states of automata and considers quotienting methods, while Sec. 4 shows which preorders witness language inclusion. In Sec. 5, we present the main results on transition pruning. Lookahead simulations are introduced in Sec. 6 and used in the algorithms for automata reduction and language inclusion testing in Sections 7 and 8, respectively. These algorithms are empirically evaluated in Sec. 9. In Sec. 10 we describe and evaluate an extended reduction algorithm that additionally uses transition saturation methods. Sec. 11 describes some algorithmic optimizations in the implementation, and Sec. 12 contains a summary and directions for future work.
Table 1. Summary of old and new results for simulation-like relations on NBA and NFA. (1) For pruning, cf. also Table 2 in Sec. 5.1 for NBA, and Sec. 5.2 for NFA. (2) PTIME for fixed lookahead.

<table>
<thead>
<tr>
<th>relations on NBA</th>
<th>complexity</th>
<th>quotienting</th>
<th>inclusion</th>
<th>pruning(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>direct simulation $\subseteq^d$</td>
<td>PTIME</td>
<td>✓</td>
<td>Thm. 4.4</td>
<td>Thm. 5.10, 5.11</td>
</tr>
<tr>
<td>delayed simulation $\subseteq^d$</td>
<td>PTIME</td>
<td>✓</td>
<td>Thm. 4.4</td>
<td>✓</td>
</tr>
<tr>
<td>fair simulation $\subseteq^f$</td>
<td>PTIME</td>
<td>✓</td>
<td>Thm. 4.3</td>
<td>Thm. 5.5</td>
</tr>
<tr>
<td>backward direct sim. $\subseteq^b$</td>
<td>PTIME</td>
<td>✓</td>
<td>Thm. 4.3</td>
<td>Thm. 5.5</td>
</tr>
<tr>
<td>direct trace inclusion $\subseteq^d$</td>
<td>PSPACE</td>
<td>✓</td>
<td>Thm. 4.3</td>
<td>Thm. 5.5</td>
</tr>
<tr>
<td>delayed trace inclusion $\subseteq^d$</td>
<td>PSPACE</td>
<td>✓</td>
<td>obvious</td>
<td>✓</td>
</tr>
<tr>
<td>fair trace inclusion $\subseteq^f$</td>
<td>PSPACE</td>
<td>✓</td>
<td>obvious</td>
<td>✓</td>
</tr>
<tr>
<td>direct fixed-word sim. $\subseteq^{f,di}$</td>
<td>PSPACE</td>
<td>✓</td>
<td>obvious</td>
<td>✓</td>
</tr>
<tr>
<td>delayed fixed-word sim. $\subseteq^{f,di}$</td>
<td>PSPACE</td>
<td>✓</td>
<td>obvious</td>
<td>✓</td>
</tr>
<tr>
<td>fair fixed-word sim. $\subseteq^{f,di}$</td>
<td>PSPACE</td>
<td>✓</td>
<td>obvious</td>
<td>✓</td>
</tr>
<tr>
<td>bwd. direct trace incl. $\subseteq^b$</td>
<td>PSPACE</td>
<td>✓</td>
<td>Thm. 3.3</td>
<td>Thm. 5.4, 5.6</td>
</tr>
<tr>
<td>direct lookahead sim. $\preceq^d$</td>
<td>PTIME(2)</td>
<td>✓</td>
<td>Lemma 6.3</td>
<td>✓</td>
</tr>
<tr>
<td>delayed lookahead sim. $\preceq^d$</td>
<td>PTIME(2)</td>
<td>✓</td>
<td>Lemma 6.3</td>
<td>✓</td>
</tr>
<tr>
<td>fair lookahead sim. $\preceq^f$</td>
<td>PTIME(2)</td>
<td>✓</td>
<td>Lemma 6.3</td>
<td>✓</td>
</tr>
<tr>
<td>bwd. di. lookahead sim. $\preceq^{d,b}$</td>
<td>PTIME(2)</td>
<td>✓</td>
<td>by fair sim.</td>
<td>Sec. 7.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>relations on NFA</th>
<th>complexity</th>
<th>quotienting</th>
<th>inclusion</th>
<th>pruning(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>forward direct sim. $\subseteq^d$</td>
<td>PTIME</td>
<td>✓</td>
<td>Thm. 4.4</td>
<td>✓</td>
</tr>
<tr>
<td>bwd. finite-word sim. $\subseteq^b$</td>
<td>PTIME</td>
<td>✓</td>
<td>Thm. 4.4</td>
<td>✓</td>
</tr>
<tr>
<td>fwd. finite trace incl. $\subseteq^f$</td>
<td>PSPACE</td>
<td>✓</td>
<td>Thm. 4.4</td>
<td>✓</td>
</tr>
<tr>
<td>bwd. finite trace incl. $\subseteq^b$</td>
<td>PSPACE</td>
<td>✓</td>
<td>Thm. 4.4</td>
<td>✓</td>
</tr>
<tr>
<td>fwd. di. lookahead sim. $\preceq^d$</td>
<td>PTIME(2)</td>
<td>✓</td>
<td>Sec. 7.2</td>
<td>✓</td>
</tr>
<tr>
<td>bwd. di. lookahead sim. $\preceq^{b,d}$</td>
<td>PTIME(2)</td>
<td>✓</td>
<td>Sec. 7.2</td>
<td>✓</td>
</tr>
</tbody>
</table>

2. Preliminaries

A preorder $R$ is a reflexive and transitive relation, a partial order is a preorder which is antisymmetric ($xRy \land yRx \Rightarrow x = y$), and a strict partial order is an irreflexive ($\neg xRx$), asymmetric ($xRy \Rightarrow \neg yRx$), and transitive relation. We often denote preorders by $\subseteq$, and when we do so, with $\subseteq$ we denote its strict version, i.e., $x \subsetneq y$ if $x \subseteq y$ and $y \not\subseteq x$; we follow a similar convention for $\preceq$.

A nondeterministic B"uchi automaton (NBA) $\mathcal{A}$ is a tuple $(\Sigma, Q, I, F, \delta)$ where $\Sigma$ is a finite alphabet, $Q$ is a finite set of states, $I \subseteq Q$ is the set of initial states, $F \subseteq Q$ is the set of accepting states, and $\delta \subseteq Q \times \Sigma \times Q$ is the transition relation. We write $p \xrightarrow{\sigma} q$ for $(p, \sigma, q) \in \delta$. A state of a B"uchi automaton is dead if either it is not reachable from any initial state, or it cannot reach any accepting loop (i.e., a loop that contains at least one accepting state). In our simplification techniques, we always remove dead states, since this does not affect the language of the automaton. To simplify the presentation, we assume that automata are forward and backward complete, i.e., for any state $p \in Q$ and symbol $\sigma \in \Sigma$, there exist states $q_0, q_1 \in Q$ s.t. $q_0 \xrightarrow{\sigma} p \xrightarrow{\sigma} q_1$. Every automaton can be converted into an equivalent complete one by adding at most two states and at most $2 \cdot (|Q| + 2) \cdot |\Sigma|$ transitions.\footnote{For efficiency reasons, our implementation works directly on incomplete automata. Completeness is only assumed to simplify the technical development.} A B"uchi
An interesting problem is how to simplify an automaton while preserving its semantics, initial language of an NBA (Sec. 3.1) and forward trace inclusions (Sec. 3.3), which are well known GFQ preorders. We are interested in finding coarse and efficiently computable preorders, which quotients ‘less’. Consequently, a finite trace over the empty word ε is just a single state π = q (where the trace both starts and ends). For an infinite trace π and index i ≥ 0, we denote by π[0..i] the finite prefix trace π[0..i] = q0 0 q1 1 ⋯ qi, and by π[i..] the infinite suffix trace π[i..] = qi 1 q1+1 1 ⋯. A finite or infinite trace is initial if it starts in an initial state q0 ∈ I, and a finite trace is final if it ends in an accepting state qm ∈ F. A trace is fair if it is infinite and qi ∈ F for infinitely many i’s. A transition is transient if it appears at most once in any trace of the automaton. The language of an NBA A is \( L(A) = \{ w \in \Sigma^\omega \mid \text{A has an initial and final trace on } w \} \).

A nondeterministic finite automaton (NFA) \( A = (\Sigma, Q, I, F, \delta) \) has the same syntax as an NBA, and all definitions from the previous paragraph carry over to NFA. (Sometimes, accepting states in NBA are called final in the context of NFA.) However, since NFA recognize languages of finite words, their semantics is different. The language of an NFA A is thus defined as \( L(A) = \{ w \in \Sigma^* \mid \text{A has an initial and final trace on } w \} \).

When the distinction between NBA and NFA is not important, we just call A an automaton. Given two automata A and B we write \( A \subseteq B \) if \( L(A) \subseteq L(B) \) and \( A \approx B \) if \( L(A) = L(B) \).

3. Quotienting reduction techniques

An interesting problem is how to simplify an automaton while preserving its semantics, i.e., its language. Generally, one tries to reduce the number of states/transitions. This is useful because the complexity of decision procedures usually depends on the size of the input automata. A classical operation for reducing the number of states of an automaton is that of quotienting, where states of the automaton are identified according to a given equivalence, and transitions are projected accordingly. Since in practice we obtain quotienting equivalences from suitable preorders, we directly define quotienting w.r.t. a preorder. In the rest of the section, fix an automaton \( A = (\Sigma, Q, I, F, \delta) \), and let \( \sqsubseteq \) be a preorder on \( Q \), with induced equivalence \( \approx := (\sqsubseteq \cap \sqsubseteq) \). Given a state \( q \in Q \), we denote by \([q]\) its equivalence class w.r.t. \( \approx \) (which is left implicit for simplicity), and, for a set of states \( P \subseteq Q \), \([P]\) is the set of equivalence classes \([P] = \{ [p] \mid p \in P \}\).

**Definition 3.1.** The quotient of A by \( \sqsubseteq \) is \( A/\sqsubseteq = (\Sigma, [Q], [I], [F], \delta') \), where transitions are induced element-wise as \( \delta' = \{ ([q_1], \sigma, [q_2]) \mid \exists q'_1 \in [q_1], q'_2 \in [q_2] : (q'_1, \sigma, q'_2) \in \delta \} \).

Clearly, every trace \( q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots \) in A immediately induces a corresponding trace \([q_0] \xrightarrow{\sigma_0} [q_1] \xrightarrow{\sigma_1} \cdots \) in \( A/\sqsubseteq \), which is fair/initial-final if the former is fair/initial-final, respectively. Consequently, \( A \subseteq (A/\sqsubseteq) \) for any preorder \( \sqsubseteq \). If, additionally, \( (A/\sqsubseteq) \subseteq A \), then we say that the preorder \( \sqsubseteq \) is good for quotienting (GFQ).

**Definition 3.2.** A preorder \( \sqsubseteq \) is good for quotienting (GFQ) if \( A \approx A/\sqsubseteq \).

GFQ preorders are downward closed (since a smaller preorder induces a smaller equivalence, which quotients ‘less’). We are interested in finding coarse and efficiently computable GFQ preorders for NBA and NFA. Classical examples are given by forward simulation relations (Sec. 3.1) and forward trace inclusions (Sec. 3.3), which are well known GFQ preorders.
for NBA. A less known GFQ preorder for NBA is given by their respective backward variants (Sec. 3.5). For completeness, we also consider suitable simulations and trace inclusions for NFA (Sec. 3.6). In Sec. 4, the previous preorders are applied to language inclusion for both NBA and NFA. In Sec. 5, we present novel language-preserving transition pruning techniques based on simulations and trace inclusions. While simulations are efficiently computable, e.g., in PTIME, trace inclusions are PSPACE-complete. In Sec. 6, we present lookahead simulations, which are novel efficiently computable GFQ relations coarser than simulations.

3.1. Forward simulation relations. Forward simulation [59, 57] is a binary relation on the states of \( \mathcal{A} \); it relates states whose behaviors are step-wise related, which allows one to reason about the internal structure of automaton \( \mathcal{A} \)—i.e., how a word is accepted, and not just whether it is accepted. Formally, simulation between two states \( p_0 \) and \( q_0 \) can be described in terms of a game between two players, Spoiler (he) and Duplicator (she), where the latter wants to prove that \( q_0 \) can step-wise mimic any behavior of \( p_0 \), and the former wants to disprove it. The game starts in the initial configuration \( (p_0, q_0) \). Inductively, given a game configuration \( (p_i, q_i) \) at the \( i \)-th round of the game, Spoiler chooses a symbol \( \sigma_i \in \Sigma \) and a transition \( p_i \xrightarrow{\sigma_i} p_{i+1} \). Then, Duplicator responds by choosing a matching transition \( q_i \xrightarrow{\sigma_i} q_{i+1} \), and the next configuration is \( (p_{i+1}, q_{i+1}) \). Since the automaton is assumed to be complete, the game goes on forever, and the two players build two infinite traces \( \pi_0 = p_0 \xrightarrow{\sigma_0} p_1 \xrightarrow{\sigma_1} \cdots \) and \( \pi_1 = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots \). The winning condition for Duplicator is a predicate on the two traces \( \pi_0, \pi_1 \), and it depends on the type of simulation. For our purposes, we consider direct [22], delayed [26] and fair simulation [37]. Let \( x \in \{\text{di, de, f}\} \). Duplicator wins the play if \( C^x(\pi_0, \pi_1) \) holds, where

\[
\begin{align*}
C^{\text{di}}(\pi_0, \pi_1) & \iff \forall (i \geq 0) \cdot p_i \in F \implies q_i \in F \\
C^{\text{de}}(\pi_0, \pi_1) & \iff \forall (i \geq 0) \cdot p_i \in F \implies \exists (j \geq i) \cdot q_j \in F \\
C^f(\pi_0, \pi_1) & \iff \text{if } \pi_0 \text{ is fair, then } \pi_1 \text{ is fair}
\end{align*}
\]

Intuitively, direct simulation requires that accepting states are matched immediately (the strongest condition), while in delayed simulation Duplicator is allowed to accept only after a finite delay. In fair simulation (the weakest condition), Duplicator must visit accepting states infinitely often only if Spoiler does so. Thus, the three conditions are presented in increasing degree of coarseness. We define \( x \)-simulation relation \( \sqsubseteq^x \subseteq Q \times Q \), for \( x \in \{\text{di, de, f}\} \), by stipulating that \( p_0 \sqsubseteq^x q_0 \) holds if Duplicator has a winning strategy in the \( x \)-simulation game, starting from configuration \( (p_0, q_0) \). Thus, \( \sqsubseteq^\text{di} \subseteq \sqsubseteq^\text{de} \subseteq \sqsubseteq^f \). Simulation between states in different automata \( \mathcal{A} \) and \( \mathcal{B} \) can be computed as a simulation on their disjoint union.

**Lemma 3.1** [22, 36, 37, 26]. For \( x \in \{\text{di, de, f}\} \), \( x \)-simulation \( \sqsubseteq^x \) is a PTIME computable preorder. For \( y \in \{\text{di, de}\} \), \( \sqsubseteq^y \) is GFQ on NBA.

Notice that fair simulation \( \sqsubseteq^f \) is not GFQ. A simple counterexample can be found in [26] (even for fair bisimulation); cf. also the automaton from Fig. 2, where all states are fair bisimulation equivalent, and thus the quotient automaton would recognize \( \Sigma^\omega \). However, the interest in fair simulation stems from the fact that it is a PTIME computable under-approximation of fair trace inclusion (introduced in the next Sec. 3.3). Trace inclusions between certain states can be used to establish language inclusion between automata, as discussed in Sec. 4; this is a part of our inclusion testing presented in Sec. 8.
3.2. \textbf{Multipebble simulations.} While simulations are efficiently computable, their use is often limited by their size, which can be much smaller than other GFQ preorders. \textit{Multipebble simulations} [24] offer a generalization of simulations where Duplicator is given several pebbles that she can use to hedge her bets and delay the resolution of nondeterminism. This increased power of Duplicator yields coarser GFQ preorders.

\textbf{Lemma 3.2} [24]. Multipebble direct and delayed simulations are GFQ preorders on NBA coarser than direct and delayed simulations, respectively. They are PTIME computable for a fixed number of pebbles.

However, computing multipebble simulations is PSPACE-hard in general [17], and in practice it is exponential in the number of pebbles. For this reason, we study (cf. Sec. 6) lookahead simulations, which are efficiently computable under-approximations of multipebble simulations, and, more generally, of trace inclusions, which we introduce next.

3.3. \textbf{Forward trace inclusions.} There are other generalizations of simulations (and their multipebble extensions) that are GFQ. One such example of coarser GFQ preorders is given by \textit{trace inclusions}, which are obtained through the following modification of the simulation game. In a simulation game, the players build two paths $\pi_0, \pi_1$ by choosing single transitions in an alternating fashion. That is, Duplicator moves by a single transition by knowing only the next single transition chosen by Spoiler. We can obtain coarser relations by allowing Duplicator a certain amount of \textit{lookahead} on Spoiler’s chosen transitions. In the extremal case of infinite lookahead, i.e., where Spoiler has to reveal his entire path in advance, we obtain trace inclusions. Analogously to simulations, we define direct, delayed, and fair trace inclusion, as binary relations on $Q$. Formally, for $x \in \{\text{di}, \text{de}, \text{f}\}$, $x$-\textit{trace inclusion} holds between $p$ and $q$, written $p \subseteq^x q$ if, for every word $w = \sigma_0\sigma_1\cdots \in \Sigma^\omega$, and for every infinite $w$-trace $\pi_0 = p_0 \xrightarrow{\sigma_0} p_1 \xrightarrow{\sigma_1} \cdots$ starting at $p_0 = p$, there exists an infinite $w$-trace $\pi_1 = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots$ starting at $q_0 = q$, s.t. $C^x(\pi_0, \pi_1)$ holds. (Recall the definition of $C^x(\pi_0, \pi_1)$ from Sec. 3.1).

Like simulations, trace inclusions are preorders. Clearly, direct trace inclusion $\subseteq^{\text{di}}$ is a subset of delayed trace inclusion $\subseteq^{\text{de}}$, which, in turn, is a subset of fair trace inclusion $\subseteq^{\text{f}}$. Moreover, since Duplicator has more power in the trace inclusion game than in the corresponding simulation game, trace inclusions subsume the corresponding simulation (and even the corresponding multipebble simulation$^2$). In particular, fair trace inclusion $\subseteq^{\text{f}}$ is not GFQ, since it subsumes fair simulation $\subseteq^{\text{f}}$ which we have already observed not to be GFQ in Sec. 3.1.

We further observe that even the finer delayed trace inclusion $\subseteq^{\text{de}}$ is not GFQ. Consider the automaton $\mathcal{A}$ on the left in Fig. 2 (taken from [16]). The states $p$ and $q$ are equivalent w.r.t. delayed trace inclusion (and are the only two equivalent states), and thus $[p] = [q]$, but merging them induces the quotient automaton $\mathcal{A}/\subseteq^{\text{de}}$ on the right in the figure, which accepts the new word $a^\omega$ that was not previously accepted.

It thus remains to decide whether direct trace inclusion $\subseteq^{\text{di}}$ is GFQ. This is the case, since $\subseteq^{\text{di}}$ in fact coincides with multipebble direct simulation, which is GFQ by Lemma 3.2.

$^2$It turns out that multipebble direct simulation with the maximal number of pebbles in fact \textit{coincides} with direct trace inclusion, while the other inclusions are strict for the delayed and fair variants [17].
Lemma 3.3 [24, 16]. Forward trace inclusions are PSPACE computable preorders. Moreover, direct trace inclusion $\subseteq_{di}$ is GFQ for NBA, while delayed $\subseteq_{de}$ and fair $\subseteq_f$ trace inclusions are not.

The fact that direct trace inclusion $\subseteq_{di}$ is GFQ also follows from a more general result presented in the next section, where we consider a different way to give lookahead to Duplicator.

3.4. Fixed-word simulations. Fixed-word simulation [16] is a variant of simulation where Duplicator has infinite lookahead only on the input word $w$, but not on Spoiler’s actual $w$-trace $\pi_0$. Formally, for $x \in \{di, de, f\}$, one considers the family of preorders indexed by infinite words $\{\sqsubseteq_{fx}^w\}_{w \in \Sigma^\omega}$, where $\sqsubseteq_{fx}^w$ for a fixed infinite word $w$ is like $x$-simulation, but Spoiler is forced to play the word $w$. Then, $x$-fixed-word simulation $\sqsubseteq_{fx}$ is defined by requiring that Duplicator wins for every infinite word $w$, that is, $\sqsubseteq_{fx} = \bigcap_{w \in \Sigma^\omega} \sqsubseteq_{fx}^w$. Thus, $x$-fixed-word simulation, by definition, falls between $x$-simulation and $x$-trace inclusion. What is surprising is that delayed fixed-word simulation $\sqsubseteq_{fx-de}$ is coarser than multipebble delayed simulation (and thus direct trace inclusion $\subseteq_{di}$, since this one turns out to coincide with direct multipebble simulation $\sqsubseteq_{di}^m$, which is included in $\sqsubseteq_{de}^m$ by definition), and not incomparable as one could have assumed; this fact is non-trivial [16]. Since delayed fixed-word simulation is GFQ for NBA, this completes the classification of GFQ preorders for NBA and makes $\sqsubseteq_{fx-de}$ the coarsest simulation-like GFQ preorder known to date. The reader is referred to [16] for a more exhaustive discussion of the results depicted in Fig. 3.

Lemma 3.4 [16]. Direct/delayed fixed-word simulations $\sqsubseteq_{fx-di}, \sqsubseteq_{fx-de}$ are PSPACE-complete GFQ preorders.

The simulations and trace inclusions considered so far explore the state space of the automaton in a forward manner. Their relationship and GFQ status are summarized in Fig. 3, where an arrow means inclusion and a double arrow means equality. Notice that there is a backward arrow from fixed-word direct simulation to multipebble direct simulation, and not the other way around as one might expect [16]. In a dual fashion, one can exploit the backward behavior of the automaton to recognize structural relationships allowing for quotienting states, which is the topic of the next section.
3.5. **Backward direct simulation and backward direct trace inclusion.** Another way of obtaining GFQ preorders is to consider variants of simulation/trace inclusion which go backwards w.r.t. transitions. Backward direct simulation $\sqsubseteq_{\text{bw-di}}$ (called reverse simulation in [65]) is defined like ordinary simulation, except that transitions are taken backwards: From configuration $(p_i, q_i)$, Spoiler selects a transition $p_{i+1} \xrightarrow{\sigma_i} p_i$, Duplicator replies with a transition $q_{i+1} \xrightarrow{\sigma_i} q_{i} \;$, and the next configuration is $(p_{i+1}, q_{i+1})$. Let $\pi_0 = \cdots \xrightarrow{\sigma_1} p_1 \xrightarrow{\sigma_0} p_0$ and $\pi_1 = \cdots \xrightarrow{\sigma_1} q_1 \xrightarrow{\sigma_0} q_0$ be the two infinite backward traces built in this way. The corresponding winning condition $C_{I,F}^{\text{bw}}$ requires Duplicator to match both accepting and initial states:

$$C_{I,F}^{\text{bw}}(\pi_0, \pi_1) \iff \forall (i \geq 0) \cdot p_i \in F \implies q_i \in F \text{ and } p_i \in I \implies q_i \in I$$

Then, $p \sqsubseteq_{\text{bw-di}} q$ holds if Duplicator has a winning strategy in the backward simulation game starting from $(p, q)$ with winning condition $C_{I,F}^{\text{bw}}$. Backward simulation $\sqsubseteq_{\text{bw-di}}$ is an efficiently computable GFQ preorder [65] on NBA incomparable with forward simulations.

**Lemma 3.5** [65]. Backward simulation $\sqsubseteq_{\text{bw-di}}$ is a PTIME computable GFQ preorder on NBA.

The corresponding notion of backward direct trace inclusion $\sqsubseteq_{\text{bw-di}}$ is defined as follows: $p \sqsubseteq_{\text{bw-di}} q$ if, for every finite word $w = \sigma_0 \sigma_1 \cdots \sigma_{m-1} \in \Sigma^*$, and for every initial, finite $w$-trace $\pi_0 = p_0 \xrightarrow{\sigma_0} p_1 \xrightarrow{\sigma_1} \cdots \xrightarrow{\sigma_{m-1}} p_m$ ending in $p_m = p$, there exists an initial, finite $w$-trace $\pi_1 = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots \xrightarrow{\sigma_{m-1}} q_m$ ending in $q_m = q$, s.t. $C_{I,F}^{\text{bw}}(\pi_0, \pi_1)$ holds, where

$$C_{I,F}^{\text{bw}}(\pi_0, \pi_1) \iff \forall (0 \leq i \leq m) \cdot p_i \in F \implies q_i \in F$$

Note that backward direct trace inclusion deals with finite traces (unlike forward trace inclusions), which is due to the asymmetry between past and future in $\omega$-automata.

As for their forward counterparts, backward direct simulation $\sqsubseteq_{\text{bw-di}}$ is included in backward direct trace inclusion $\sqsubseteq_{\text{bw-di}}$. Notice that there is a slight mismatch between the two notions, since the winning condition of the former is defined over infinite traces, while the latter is on finite ones. In any case, inclusion holds thanks to the automaton being backward complete. Indeed, assume $p \sqsubseteq_{\text{bw-di}} q$, and let $\pi_0$ be an initial, finite $w$-trace starting in some $p_0 \in I$ and ending in $p$. We play the backward direct simulation game from $(p, q)$ by letting Spoiler take transitions according to $\pi_0$ until configuration $(p_0, q_0)$ is reached for some state $q_0$, and from there we let Spoiler play for ever according to any strategy (which is possible since the automaton is backward complete). We obtain a backward infinite path $\pi'_0$ with suffix $\pi_0$ for Spoiler, and a corresponding $\pi'_1$ with suffix $\pi_1$ for Duplicator s.t. $C_{I,F}^{\text{bw}}(\pi'_0, \pi'_1)$. 

![Figure 3. Forward-like preorders on NBA](image-url)
Since \( p_0 \in I \), we obtain \( q_0 \in I \). Similarly, accepting states are matched all along, as required in the winning condition for backward direct trace inclusion. Thus, \( p \sqsubseteq_{bw-di} q \).

In Lemma 3.5 we recalled that backward direct simulation \( \sqsubseteq_{bw-di} \) is GFQ on NBA. We now prove that even backward direct trace inclusion \( \sqsubseteq_{bw-di} \) is GFQ on NBA, thus generalizing the previous result.

**Theorem 3.3.** Backward direct trace inclusion \( \sqsubseteq_{bw-di} \) is a PSPACE-complete GFQ preorder on NBA.

**Proof.** We first show that \( \sqsubseteq_{bw-di} \) is GFQ. Let \( w = \sigma_0\sigma_1 \cdots \in \mathcal{L}(A/\sqsubseteq_{bw-di}) \), and we show \( w \in \mathcal{L}(A) \). There exists an initial and fair \( w \)-trace \( \pi = [q_0] \xrightarrow{\sigma_0} [q_1] \xrightarrow{\sigma_1} \cdots \). For \( i \geq -1 \), let \( w_i = \sigma_0\sigma_1 \cdots \sigma_i \) (with \( w_{-1} = \varepsilon \), and, for \( i \geq 0 \), let \( \pi[i..i] \) be the \( w_{i-1} \)-trace prefix of \( \pi \) ending in \([q_i]\).

For any \( i \geq 0 \), we build by induction an initial and finite \( w_{i-1} \)-trace \( \pi_i \) of \( A \) ending in \( q_i \) and visiting at least as many accepting states as \( \pi[0..i] \) (and at the same time as \( \pi[0..i] \) does). For \( i = 0 \), just take the empty \( \varepsilon \)-trace \( \pi_0 = q_0 \). For \( i > 0 \), assume that an initial \( w_{i-2} \)-trace \( \pi_{i-1} \) of \( A \) ending in \( q_{i-1} \) has already been built. We have the transition \([q_{i-1}] \xrightarrow{\sigma_{i-1}} [q_i]\) in \( A/\sqsubseteq_{bw-di} \). There exist \( \hat{q} \in [q_{i-1}] \) and \( \hat{q}' \in [q_i] \) s.t. we have a transition \( \hat{q} \xrightarrow{\sigma_{i-1}} \hat{q}' \) in \( A \). W.l.o.g. we can assume that \( \hat{q}' = q_i \), since \([\hat{q}'] = [q_i]\). By \( q_{i-1} \sqsubseteq_{bw-di} \hat{q} \), there exists an initial and finite \( w_{i-1} \)-trace \( \pi_i \) of \( A \) ending in \( \hat{q} \). By the definition of backward direct trace inclusion, \( \pi' \) visits at least as many accepting states as \( \pi[0..i] \), which, by inductive hypothesis, visits at least as many accepting states as \( \pi[0..i-1] \). Therefore, \( \pi_i := \pi' \xrightarrow{\sigma_{i-1}} q_i \) is an initial and finite \( w_{i-1} \)-trace of \( A \) ending in \( q_i \). Moreover, if \([q_i] \in F' = [F] \), then, since backward direct trace inclusion respects accepting states, \([q_i] \subseteq F \), hence \( q_i \in F \), and, consequently, \( \pi_i \) visits at least as many accepting states as \( \pi[0..i] \).

Since \( \pi \) is fair, we have thus built a sequence of finite and initial traces \( \pi_0, \pi_1, \cdots \) visiting unboundedly many accepting states. Since \( A \) is finitely branching, by König’s Lemma there exists an initial and fair (infinite) \( w \)-trace \( \pi_\omega \). Therefore, \( w \in \mathcal{L}(A) \).

Regarding complexity, PSPACE-hardness follows from an immediate reduction from language inclusion of NFA, and membership in PSPACE can be shown by reducing to a reachability problem in a finite graph \( G \) of exponential size. Since reachability in graphs is in NLOGSPACE, we get the desired complexity. The finite graph \( G = (V, \rightarrow) \) is obtained by a product construction combined with a backward determinization construction: Vertices are those in

\[
V = \{(p, \hat{p}) \in Q \times 2^Q \mid p \in F \implies \hat{p} \subseteq F\}
\]

and there is an edge \((q, \hat{q}) \rightarrow (p, \hat{p})\) if there exists a symbol \( \sigma \in \Sigma \) s.t. \( p \xrightarrow{\sigma} q \) and for every \( s \in \hat{q} \) there exists \( r \in \hat{p} \) s.t. \( r \xrightarrow{\sigma} s \). Consider the target set of vertices

\[
T = I \times \{\hat{p} \subseteq Q \mid \hat{p} \cap I = \emptyset\}.
\]

We clearly have \( p \not\sqsubseteq_{bw-di} q \) iff from vertex \((p, \{q\})\) we can reach \( T \).

The results on backward-like simulations established in this section are summarized in Fig. 4, where the arrow indicates inclusion. Notice that backward relations are in general incomparable with the corresponding forward notions from Fig. 3. In the next section we explore suitable GFQ relations for NFA.
3.6. Simulations and trace inclusions for NFA. The preorders presented so far were designed for NBA (i.e., infinite words). For NFA (i.e., finite words), the picture is much simpler. Both forward and backward direct simulations \( \succeq^\text{di} \), \( \succeq^\text{bw-di} \) are GFQ also on NFA. However, over finite words one can consider a backward simulation coarser than \( \succeq^\text{bw-di} \) where only initial states have to be matched (but not necessarily final ones). In \textit{backward finite-word simulation} \( \succeq^\text{bw} \) the two players play as in backward direct simulation, except that Duplicator wins the game when the following coarser condition is satisfied

\[
C_i^\text{bw}(\pi_0, \pi_1) \iff \forall (i \geq 0) \cdot p_i \in I \implies q_i \in I
\]

The corresponding trace inclusions are as follows. In \textit{forward finite trace inclusion} \( \subseteq^\text{fw} \) Spoiler plays a finite, final trace, and Duplicator has to match it with a final trace. Dually, in \textit{backward finite trace inclusion} \( \subseteq^\text{bw} \), moves are backward and initial traces must be matched. Clearly, direct simulation \( \succeq^\text{di} \) is included in \( \subseteq^\text{fw} \), and similarly for \( \succeq^\text{bw} \) and \( \subseteq^\text{bw} \). While \( \subseteq^\text{fw} , \subseteq^\text{bw} , \subseteq^\text{bw} \) are not GFQ for NBA (they are not designed to consider the infinitary acceptance condition of NBA, which can be shown with trivial examples) they are for NFA. The following theorem can be considered as folklore and its proof is just an adaptation of similar proofs for NBA in the simpler setting of NFA. The PSPACE-completeness is an immediate consequence of the fact that language inclusion for NFA is also PSPACE-complete [56].

**Theorem 3.4.** \textit{Forward direct simulation} \( \succeq^\text{di} \) and \textit{backward finite-word simulation} \( \succeq^\text{bw} \) are \textit{PTIME GFQ preorders on NFA}. \textit{Forward} \( \subseteq^\text{fw} \) and \textit{backward} \( \subseteq^\text{bw} \) \textit{finite trace inclusions} are \textit{PSPACE-complete GFQ preorders on NFA}.

4. Language inclusion

When automata are viewed as finite representations of languages, it is natural to ask whether two different automata represent the same language, or, more generally, to compare these languages for inclusion. Recall that, for two automata \( \mathcal{A} \) and \( \mathcal{B} \) over the same alphabet \( \Sigma \), we write \( \mathcal{A} \subseteq \mathcal{B} \) iff \( \mathcal{L}(\mathcal{A}) \subseteq \mathcal{L}(\mathcal{B}) \), and \( \mathcal{A} \approx \mathcal{B} \) iff \( \mathcal{L}(\mathcal{A}) = \mathcal{L}(\mathcal{B}) \). The \textit{language inclusion/equivalence problem} consists in determining whether \( \mathcal{A} \subseteq \mathcal{B} \) or \( \mathcal{A} \approx \mathcal{B} \) holds, respectively. For nondeterministic finite and Büchi automata, language inclusion and equivalence are PSPACE-complete [56, 49]. This entails that, under standard complexity theoretic assumptions, there exists no efficient deterministic algorithm for deciding the inclusion/equivalence problem. Therefore, we consider suitable under-approximations thereof.

**Remark 4.1.** A partial approach to NBA language inclusion testing has been described by Kurshan in [50]. Given an NBA \( \mathcal{B} \) with \( n \) states, Kurshan’s construction builds an NBA \( \mathcal{B}' \) with \( 2n \) states such that \( \overline{\mathcal{L}(\mathcal{B})} \subseteq \mathcal{L}(\mathcal{B}') \), i.e., \( \mathcal{B}' \) over-approximates the complement of \( \mathcal{B} \). Moreover, if \( \mathcal{B} \) is deterministic then \( \overline{\mathcal{L}(\mathcal{B})} = \mathcal{L}(\mathcal{B}') \).
This yields a sufficient test for inclusion, since \( \mathcal{L}(A) \cap \mathcal{L}(B') = \emptyset \) implies \( \mathcal{L}(A) \subseteq \mathcal{L}(B) \) (though generally not vice-versa). This condition can be checked in polynomial time.

Of course, for general NBA, this sufficient inclusion test cannot replace a complete test. Depending on the input automaton \( B \), the over-approximation \( \overline{\mathcal{L}(B)} \subseteq \mathcal{L}(B') \) could be rather coarse.

The following definition captures in which sense a preorder on states can be used as a sufficient inclusion test.

**Definition 4.2.** Let \( A = (\Sigma, Q_A, I_A, F_A, \delta_A) \) and \( B = (\Sigma, Q_B, I_B, F_B, \delta_B) \) be two automata. A preorder \( \sqsubseteq \) on \( Q_A \times Q_B \) is *good for inclusion* (GFI) if either one of the following two conditions holds:

1. whenever \( \forall p \in I_A \cdot \exists q \in I_B \cdot p \sqsubseteq q \), then \( A \subseteq B \), or
2. whenever \( \forall p \in F_A \cdot \exists q \in F_B \cdot p \sqsubseteq q \), then \( A \subseteq B \).

In other words, GFI preorders give a sufficient condition for inclusion, by either matching initial states of \( A \) with initial states of \( B \) (case 1), or by matching accepting states of \( A \) with accepting states of \( B \) (case 2). However, a GFI preorder is not necessary for inclusion in general\(^3\). Usually, forward-like simulations are GFI for case 1, and backward-like simulations are GFI for case 2. Moreover, if computing a GFI preorder is efficient, then this leads to a sufficient test for inclusion. Finally, if a preorder is GFI, then all smaller preorders are GFI too, i.e., GFI is \( \subseteq \)-downward closed.

It is obvious that fair trace inclusion is GFI for NBAs (by matching initial states of \( A \) with initial states of \( B \)). Therefore, all variants of direct, delayed, and fair simulation from Sec. 3.1, and the corresponding trace inclusions from Sec. 3.3, are GFI. We notice here that backward direct trace inclusion \( \subseteq^{bw-di} \) is GFI for NBA (by matching accepting states of \( A \) with accepting states of \( B \)), which entails that the finer backward direct simulation is GFI as well.

**Theorem 4.3.** Backward direct simulation \( \subseteq^{bw-di} \) and backward direct trace inclusion \( \subseteq^{bw-di} \) are GFI preorders for NBA.

**Proof.** Every accepting state in \( A \) is in relation with an accepting state in \( B \). Let \( w = \sigma_0 \sigma_1 \cdots \in \mathcal{L}(A) \), and let \( \pi_0 = p_0 \xrightarrow{\sigma_0} p_1 \xrightarrow{\sigma_1} \cdots \) be an initial and fair \( w \)-path in \( A \). Since \( \pi_0 \) visits infinitely many accepting states, and since each such state is \( \subseteq^{bw-di} \)-related to an accepting state in \( B \), by using the definition of \( \subseteq^{bw-di} \) it is possible to build in \( B \) longer and longer finite, initial traces in \( B \) visiting unboundedly many accepting states. Since \( B \) is finitely branching, by König’s Lemma there exists an initial and fair (infinite) \( w \)-trace \( \pi_\omega \) in \( B \). Thus, \( w \in \mathcal{L}(B) \).

For NFA, we observe that forward finite trace inclusion \( \subseteq^f \) is GFI by matching initial states, and backward finite trace inclusion \( \subseteq^b \) is GFI by matching accepting states. The proof of the following theorem is immediate.

**Theorem 4.4.** Forward \( \subseteq^f \) and backward \( \subseteq^b \) finite trace inclusions are GFI preorders on NFA.

---

\(^3\)In the presence of multiple initial \( B \) states it might be the case that inclusion holds but the language of \( A \) is not included in the language of any of the initial states of \( B \), only in their “union”. 
5. Transition Pruning Reduction Techniques

While quotenting-based reduction techniques reduce the number of states by merging them, we explore an alternative method which prunes (i.e., removes) transitions. The intuition is that certain transitions can be removed from an automaton without changing its language when other ‘better’ transitions remain.

Definition 5.1. Let $A = (\Sigma, Q, I, F, \delta)$ be an automaton, let $P \subseteq \delta \times \delta$ be a relation on $\delta$, and let $\max P$ be the set of maximal elements of $P$, i.e.,

$$\max P = \{ (p, \sigma, r) \in \delta \mid \nexists (p', \sigma', r') \in \delta \cdot ((p, \sigma, r), (p', \sigma', r')) \in P \}$$

The pruned automaton is defined as $\text{Prune}(A, P) := (\Sigma, Q, I, F, \delta')$, where $\delta' = \max P$.

In most practical cases, $P$ will be a strict partial order, but this condition is not absolutely required.

While the computation of $P$ depends on $\delta$ in general, all subsumed transitions are removed ‘in parallel’, and thus $P$ is not re-computed even if the removal of a single transition changes $\delta$, and thus $P$ itself. This is important for computational reasons. Computing $P$ may be expensive, and thus it is beneficial to remove at once all transitions that can be witnessed with the $P$ at hand. E.g., one might remove thousands of transitions in a single step without re-computing $P$. On the other hand, removing transitions in parallel makes arguing about correctness much more difficult due to potential mutual dependencies between the involved transitions.

Regarding correctness, note that removing transitions cannot introduce new words in the language, thus $\text{Prune}(A, P) \subseteq A$. When also the converse inclusion holds (so the language is preserved), we say that $P$ is good for pruning (GFP).

Definition 5.2. A relation $P \subseteq \delta \times \delta$ is good for pruning (GFP) if $\text{Prune}(A, P) \approx A$.

Like GFQ, also GFP is $\subseteq$-downward closed in the space of relations. We study specific GFP relations obtained by comparing the endpoints of transitions over the same input symbol. Formally, given two binary state relations $R_b, R_f \subseteq Q \times Q$ for the source and target endpoints, respectively, we define

$$P(R_b, R_f) = \{ ((p, \sigma, r), (p', \sigma, r')) \in \delta \times \delta \mid p R_b p' \text{ and } r R_f r' \}$$

$P(\cdot, \cdot)$ is monotone in both arguments.

In the following section, we explore which state relations $R_b, R_f$ induce GFP relations $P(R_b, R_f)$ for NBA. In Sec. 5.2, we present similar GFP relations for NFA.

5.1. Pruning NBA. Our results are summarized in Table 2. It has long been known that $P(id, \sqsubseteq)$ and $P(\sqsubseteq_{\text{bw-di}}, id)$ are GFP (see [14], where the removed transitions are called ‘little brothers’). However, already slightly relaxing direct simulation to delayed simulation is incorrect, i.e., $P(id, \sqsubseteq_{\text{de}})$ is not GFP. This is shown in the counterexample in Fig. 5(a), where $q \sqsubseteq_{\text{de}} p$, but removing the dashed transition $p \xrightarrow{a} q$ (due to $p \xrightarrow{a} p$) makes the language empty. The essential problem is that $q \sqsubseteq_{\text{de}} p$ holds precisely thanks to the presence of transition $p \xrightarrow{a} q$, without which we would have $q \not\sqsubseteq_{\text{de}} p$, thus creating a cyclical dependency. Consequently, $P(id, \sqsubseteq_{\text{f}})$ and $P(id, \sqsubseteq_{\text{f}})$ are not GFP either.
Table 2. GFP relations $P(R_b, R_f)$ for NBA. ✓ denotes yes, × denotes no, and – denotes the case where GFP does not hold for the trivial reason that the relation is not irreflexive.

Figure 5. Two pruning counterexamples.

Moreover, while $P(id, \sqsubseteq^{di})$ and $P(\sqsubseteq^{bw-di}, id)$ are GFP, their union $P(id, \sqsubseteq^{di}) \cup P(\sqsubseteq^{bw-di}, id)$ (or the transitive closure thereof) is not. A counterexample is shown in Fig. 5(b), where pruning would remove both the transitions $p \xrightarrow{a} r$ (subsumed by $p \xrightarrow{a} q$ with $r \sqsubseteq^{di} q$) and $q \xrightarrow{a} s$ (subsumed by $r \xrightarrow{a} s$ with $q \sqsubseteq^{bw-di} r$), and $aac^\omega$ would no longer be accepted. Again, the essential issue is a cyclical dependency: $r \sqsubseteq^{di} q$ holds only if $q \xrightarrow{a} s$ is not pruned, and symmetrically $q \sqsubseteq^{bw-di} r$ holds only if $p \xrightarrow{a} r$ is not pruned. Therefore, removing any single one of these two transitions is sound, but not removing both.

However, it is possible to relax simulation in $P(id, \sqsubseteq^{di})$ and $P(\sqsubseteq^{bw-di}, id)$ to direct trace inclusion $\sqsubseteq^{di}$, resp., backward trace inclusion $\sqsubseteq^{bw-di}$, and prove that $P(id, \sqsubseteq^{di})$ and $P(\sqsubseteq^{bw-di}, id)$ are GFP. This is shown below in Theorems 5.3 and 5.4.

**Theorem 5.3.** For every strict partial order $R \subseteq \sqsubseteq^{di}$, $P(id, R)$ is GFP on NBA. In particular, $P(id, \sqsubseteq^{di})$ is GFP.

*Proof.* Let $\mathcal{B} = Prune(\mathcal{A}, P(id, R))$. We show $\mathcal{A} \subseteq \mathcal{B}$. If $w = \sigma_0\sigma_1 \cdots \in \mathcal{L}(\mathcal{A})$ then there exists an infinite fair initial trace $\hat{\pi}$ on $w$ in $\mathcal{A}$. We show $w \in \mathcal{L}(\mathcal{B})$.

We call a trace $\pi = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots$ on $w$ in $\mathcal{A}$ $i$-good if it does not contain any transition $q_j \xrightarrow{\sigma_j} q_{j+1}$ for $j < i$ s.t. there exists an $\mathcal{A}$ transition $q_j \xrightarrow{\sigma_j} q_{j+1}'$ with $q_{j+1} R q_{j+1}'$ (i.e., no such transition is used within the first $i$ steps). Since $\mathcal{A}$ is finitely branching, for every state and symbol there exists at least one $R$-maximal successor that is still present in $\mathcal{B}$, because $R$ is asymmetric and transitive. Thus, for every $i$-good trace $\pi$ on $w$ there exists an $(i+1)$-good trace $\pi'$ on $w$ s.t. $\pi$ and $\pi'$ are identical on the first $i$ steps and $\mathcal{C}^{di}(\pi, \pi')$, because $R \subseteq \sqsubseteq^{di}$. Since $\hat{\pi}$ is an infinite fair initial trace on $w$ (which is trivially 0-good), there exists an infinite initial trace $\tilde{\pi}$ on $w$ that is $i$-good for every $i$ and $\mathcal{C}^{di}(\tilde{\pi}, \tilde{\pi})$. Moreover,
\(\bar{\pi}\) is a trace in \(B\). Since \(\bar{\pi}\) is fair and \(C^{di}(\bar{\pi}, \bar{\pi})\), \(\bar{\pi}\) is an infinite fair initial trace on \(w\) that is \(i\)-good for every \(i\). Therefore \(\bar{\pi}\) is a fair initial trace on \(w\) in \(B\) and thus \(w \in \mathcal{L}(B)\).

**Theorem 5.4.** For every strict partial order \(R \subseteq^{bw-di}\), \(P(R, id)\) is GFP on NBA. In particular, \(P(\subseteq^{bw-di}, id)\) is GFP.

**Proof.** Let \(B = \text{Prune}(A, P(R, id))\). We show \(A \subseteq B\). If \(w = \sigma_0\sigma_1 \cdots \in \mathcal{L}(A)\) then there exists an infinite fair initial trace \(\bar{\pi}\) on \(w\) in \(A\). We show \(w \in \mathcal{L}(B)\).

We call a trace \(\pi = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots\) on \(w\) in \(A\) \(i\)-good if it does not contain any transition \(q_j \xrightarrow{\sigma_j} q_{j+1}\) for \(j < i\) s.t. there exists an \(A\) transition \(q'_j \xrightarrow{\sigma_j} q_{j+1}\) with \(q_j R q'_j\) (i.e., no such transition is used within the first \(i\) steps). We show, by induction on \(i\), the following property (P): For every \(i\) and every initial trace \(\pi\) on \(w\) in \(A\) there exists an initial \(i\)-good trace \(\pi'\) on \(w\) in \(A\) s.t. \(\pi\) and \(\pi'\) have identical suffixes from step \(i\) onwards and \(C^{di}(\pi, \pi')\). The base case \(i = 0\) is trivial with \(\pi' = \pi\). For the induction step there are two cases. If \(\pi\) is \((i+1)\)-good then we can take \(\pi' = \pi\). Otherwise there exists a transition \(q'_i \xrightarrow{\sigma_i} q_{i+1}\) with \(q_i R q'_i\). Without restriction (since \(A\) is finite and \(R\) is asymmetric and transitive) we assume that \(q'_i\) is \(R\)-maximal among the \(\sigma_i\)-predecessors of \(q_{i+1}\). In particular, the transition \(q'_i \xrightarrow{\sigma_i} q_{i+1}\) is present in \(B\). Since \(R \subseteq^{bw-di}\), there exists an initial trace \(\pi''\) on \(w\) that has suffix \(q'_i \xrightarrow{\sigma_i} q_{i+1} \xrightarrow{\sigma_{i+1}} q_{i+2} \cdots\) and \(C^{di}(\pi, \pi'')\). Then, by induction hypothesis, there exists an initial \(i\)-good trace \(\pi'\) on \(w\) that has suffix \(q'_i \xrightarrow{\sigma_i} q_{i+1} \xrightarrow{\sigma_{i+1}} q_{i+2} \cdots\) and \(C^{di}(\pi', \pi'')\). Hence \(q'_i\) is \(R\)-maximal among the \(\sigma_i\)-predecessors of \(q_{i+1}\), we obtain that \(\pi'\) is also \((i+1)\)-good. Moreover, \(\pi'\) and \(\pi\) have identical suffixes from step \(i + 1\) onwards. Finally, by \(C^{di}(\pi, \pi'')\) and \(C^{di}(\pi'', \pi')\), we obtain \(C^{di}(\pi, \pi').\)

Given the infinite fair initial trace \(\bar{\pi}\) on \(A\), it follows from property (P) and König’s Lemma that there exists an infinite initial trace \(\bar{\pi}\) on \(A\) that is \(i\)-good for every \(i\) and \(C^{di}(\bar{\pi}, \bar{\pi})\). Therefore \(\bar{\pi}\) is an infinite fair initial trace on \(w\) in \(B\) and thus \(w \in \mathcal{L}(B)\). □

One can also compare both endpoints of transitions, i.e., using relations larger than the identity as in the previous cases. The following Theorems 5.5 and 5.6 prove that \(P(\subseteq^{bw-di}, \subseteq^{di})\), resp., \(P(\subseteq^{bw-di}, \sqcap^{di})\) are GFP. Consequently, \(P(\subseteq^{bw-di}, \sqcap^{di})\) is also GFP. This is already a non-trivial fact. To witness this, notice that while pruning w.r.t. \(P(id, \sqcap^{di})/P(\subseteq^{bw-di}, id)\) preserves forward/backward simulation, respectively, pruning w.r.t. \(P(id, \sqcap^{di})\) disrupts backward simulation, and pruning w.r.t. \(P(\subseteq^{bw-di}, id)\) disrupts forward simulation. Therefore, when pruning simultaneously w.r.t. the coarser \(P(\subseteq^{bw-di}, \sqcap^{di})\) both simulations are disrupted and the structure of the automaton can change radically.

Let us also notice that, while \(P(\subseteq^{bw-di}, \subseteq^{di})\) and \(P(\subseteq^{bw-di}, \sqcap^{di})\) are GFP on NBA, neither \(P(\sqcap^{bw-di}, \subseteq^{di})\) subsuming the first one, nor \(P(\sqcap^{bw-di}, \sqcap^{di})\) subsuming the second one, are GFP on NBA. Indeed, \(P(\sqcap^{bw-di}, \sqcap^{di})\) is already not GFP. A counter-example is shown in Fig. 6, where removing the dashed transitions \(p_0 \xrightarrow{a} q_0\) (due to \(p_1 \xrightarrow{a} q_1\)) and \(r_1 \xrightarrow{a} s_1\) (due to \(r_0 \xrightarrow{a} s_0\)) causes the word \(a^5e\omega\) to be no longer accepted; the extra transitions going up from the initial state to the unnamed state and to \(r_0\), and the extra transitions going down from \(q_1\) to the unnamed state and to the accepting state are used in order to ensure that the trace inclusions are strict, which shows that the two transitions \(p_0 \xrightarrow{a} q_0\) and \(r_1 \xrightarrow{a} s_1\) are even strictly subsumed, and yet they cannot both be removed, lest the
language be altered. Thus, one cannot use trace inclusions on both endpoints, i.e., at least one endpoint must be a simulation.

Moreover, the endpoint using simulation must actually use strict simulation, and not just simulation. In fact, while $P(\sqsubseteq_{\text{bw-di}}, \sqsubseteq_{\text{di}})$ and $P(\sqsubseteq_{\text{bw-di}}, \sqsubseteq_{\text{di}})$ are GFP on NBA, neither $P(\sqsubseteq_{\text{bw-di}}, \sqsubseteq_{\text{di}})$ nor $P(\sqsubseteq_{\text{bw-di}}, \sqsubseteq_{\text{di}})$ is GFP. A counter-example for the second case is shown in Fig. 7 (the first case is symmetric). If both dashed transitions are removed, the automaton stops recognizing $a^\omega$.

**Theorem 5.5.** The relation $P(\sqsubseteq_{\text{bw-di}}, \sqsubseteq_{\text{di}})$ is GFP on NBA.

*Proof.* Let $B = \text{Prune}(A, P(\sqsubseteq_{\text{bw-di}}, \sqsubseteq_{\text{di}}))$. We show $A \subseteq B$. Let $w = \sigma_0\sigma_1\cdots \in L(A)$. There exists an infinite fair initial trace $\hat{\pi}$ on $w$ in $A$. We show $w \in L(B)$.

Let $i \geq 0$. We call a trace $\pi = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots$ in $A$ on $w$ *$i$-good* if there is no $j \leq i$ s.t. there exists a state $q_j'$ with $q_j' \sqsubseteq_{\text{bw-di}} q_j$ and there exists an infinite trace $\pi'[j..]$ from $q_j'$ on the word $\sigma_j\sigma_{j+1}\cdots$ with $C_{\text{di}}(\pi[j..], \pi'[j..])$. First, we show that, for every $i \geq 0$, there are $i$-good traces in $A$. For the base case, it suffices to choose the state $q_0$ to be $\sqsubseteq_{\text{bw-di}}$-maximal amongst the starting points of all infinite initial traces $\pi$ on $w$ s.t. $C_{\text{di}}(\pi, \hat{\pi})$. (This set is non-empty since it contains $\hat{\pi}$.) For the inductive step, let $i \geq 1$ and let $\pi$ be an infinite $(i-1)$-good trace on $w$. If $\pi$ is also $i$-good, then we are done. Otherwise, $\pi$ is not $i$-good, and there exist a state $q_i$ and an infinite path $\pi'[i..]$ from $q_i'$ s.t. $q_i \sqsubseteq_{\text{bw-di}} q_i'$ and $C_{\text{di}}(\pi[i..], \pi'[i..])$.

---

**Figure 6.** $P(\sqsubseteq_{\text{bw-di}}, \sqsubseteq_{\text{di}})$ is not GFP.

**Figure 7.** $P(\sqsubseteq_{\text{bw-di}}, \sqsubseteq_{\text{di}})$ is not GFP.
We further choose \( q'_i \) to be \( \sqsubseteq_{\text{bw-di}} \)-maximal with the former property. By the definition of \( q_i \sqsubseteq_{\text{bw-di}} q'_i \), there exists an initial path \( \pi'[0..i] = q'_0 \xrightarrow{\sigma_0} q'_1 \xrightarrow{\sigma_1} \cdots \xrightarrow{\sigma_{i-1}} q'_i \) ending in \( q'_i \) s.t., for every \( j \leq i \), \( q_j \sqsubseteq_{\text{bw-di}} q'_j \). (This last property uses the fact that \( \sqsubseteq_{\text{bw-di}} \) propagates backward. Backward direct trace inclusion \( \sqsubseteq_{\text{bw-di}} \) does not suffice.) Thus, \( \pi' = q'_0 \xrightarrow{\sigma_0} q'_1 \xrightarrow{\sigma_1} \cdots \) is an initial, infinite, and fair trace on \( w \). Moreover, it is \( i \)-good: By contradiction, let \( q''_j \) be s.t. \( q'_j \sqsubseteq_{\text{bw-di}} q''_j \) with \( j \leq i \). It cannot be the case that \( j = i \) by the maximality of \( q'_i \). Since \( q_j \sqsubseteq_{\text{bw-di}} q''_j \), it also cannot be the case that \( j < i \), since \( \pi \) is \((i - 1)\)-good. Thus, \( \pi' \) is \( i \)-good.

Second, by König’s Lemma it follows that there exists an initial, infinite, trace \( \tilde{\pi} = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots \) on \( w \) that is \( i \)-good for every \( i \) and \( C_{\text{di}}(\tilde{\pi}, \pi) \). In particular, this implies that \( \tilde{\pi} \) is fair. We show that such a \( \tilde{\pi} \) is also possible in \( B \) by assuming the opposite and deriving a contradiction. Suppose that \( \tilde{\pi} \) contains a transition \( q_j \xrightarrow{\sigma_j} q_{j+1} \) that is not present in \( B \). Then there exists a transition \( q'_j \xrightarrow{\sigma_j} q'_{j+1} \) in \( B \) s.t. \( q_j \sqsubseteq_{\text{bw-di}} q'_j \) and \( q_{j+1} \sqsubseteq_{\text{di}} q'_{j+1} \).

Since \( q'_j \xrightarrow{\sigma_j} q'_{j+1} \) and \( q_{j+1} \sqsubseteq_{\text{di}} q'_{j+1} \), there exists an infinite, fair, trace \( \pi'[j..] \) from \( q'_j \) with \( C_{\text{di}}(\pi'[j..], \pi'[j..]) \). Since \( q_j \sqsubseteq_{\text{bw-di}} q'_j \), this contradicts the fact that \( \tilde{\pi} \) is \( j \)-good. Therefore \( \tilde{\pi} \) is a fair initial trace on \( w \) in \( B \), and thus \( w \in \mathcal{L}(B) \). \( \square \)

**Theorem 5.6.** The relation \( P(\sqsubseteq_{\text{bw-di}}, \sqsubseteq_{\text{di}}) \) is \( \text{GFP} \) on \( \text{NBA} \).

**Proof.** Let \( B = \text{Prune}(A, P(\sqsubseteq_{\text{bw-di}}, \sqsubseteq_{\text{di}})) \). We show \( A \subseteq B \). Let \( w = \sigma_0\sigma_1 \cdots \in \mathcal{L}(A) \). There exists an infinite fair initial trace \( \pi \) on \( w \) in \( A \). We show \( w \in \mathcal{L}(B) \).

For an index \( i \geq 0 \), we define the following preorder \( \preceq_i \) on infinite initial traces on \( w \): Given two infinite initial traces \( \pi, \pi' \) on \( w \), with \( \pi = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots \) and \( \pi' = q'_0 \xrightarrow{\sigma'_0} q'_1 \xrightarrow{\sigma'_1} \cdots \), we write \( \pi \preceq_i \pi' \) whenever the following condition is satisfied:

\[
\pi \preceq_i \pi' \iff C_{\text{di}}(\pi, \pi') \wedge \forall j \geq i \cdot q_j \sqsubseteq_{\text{di}} q'_j,
\]

and we write \( \pi \prec_i \pi' \) when, additionally, \( q_i \sqsubseteq_{\text{di}} q'_i \). Moreover, we say that \( \pi \) is \( i \)-good whenever its first \( i \) transitions are also possible in \( B \). We show, by induction on \( i \), the following property (PP): For every infinite initial trace \( \pi \) on \( w \) and every \( i \geq 0 \), there exists an infinite initial trace \( \pi' \) on \( w \) s.t. \( \pi \preceq_i \pi' \) and \( \pi' \) is \( i \)-good. The base case \( i = 0 \) is trivially true with \( \pi' = \pi \). For the induction step, consider an infinite initial trace \( \pi \) on \( w \). By induction hypothesis, there exists an infinite initial trace \( \pi^1 = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots \) on \( w \) s.t. \( \pi \preceq_i \pi^1 \) and \( \pi^1 \) is \( i \)-good. Consequently, \( \pi \preceq_{i+1} \pi^1 \) holds, and we may additionally assume that \( \pi^1 \) is maximal in the sense that there is no other \( \pi' \) which is \( i \)-good and \( \pi^1 \preceq_{i+1} \pi' \). We argue that such a maximal \( \pi^1 \) is necessarily \((i + 1)\)-good. By contradiction, assume that the transition \( q_1 \xrightarrow{\sigma_1} q_1' \) is not in \( B \). Then there exists a transition \( q_1 \xrightarrow{\sigma_1} q_2' \) in \( B \) s.t. \( q_1 \sqsubseteq_{\text{bw-di}} q_2' \) and \( q_2' \sqsubseteq_{\text{di}} q_1' \). From the definitions of \( \sqsubseteq_{\text{bw-di}} \) and \( \sqsubseteq_{\text{di}} \) it follows that there exists an infinite initial trace \( \pi^2 = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots \) on \( w \) s.t. \( \pi^2 \preceq_{i+1} \pi^2 \). (This last property uses the fact that \( \sqsubseteq_{\text{di}} \) propagates forward. Direct trace inclusion \( \sqsubseteq_{\text{di}} \) does not suffice.) By induction hypothesis, there exists an infinite initial trace \( \pi^3 = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots \) on \( w \) s.t. \( \pi^3 \preceq_i \pi^3 \) (and thus \( \pi^2 \preceq_{i+1} \pi^3 \)) and \( \pi^3 \) is \( i \)-good. Thus, \( \pi^1 \preceq_{i+1} \pi^3 \), which contradicts the maximality of \( \pi^1 \). Therefore, \( \pi^1 \) is \((i + 1)\)-good.

Given the infinite fair initial trace \( \tilde{\pi} \) on \( w \) in \( A \), it follows from property (PP) and König’s Lemma that there exists an infinite fair initial trace \( \tilde{\pi} \) on \( w \) that is \( i \)-good for every \( i \) and \( C_{\text{di}}(\tilde{\pi}, \pi) \). Therefore \( \tilde{\pi} \) is an infinite fair initial trace on \( w \) in \( B \), and thus \( w \in \mathcal{L}(B) \). \( \square \)
Notice that Theorems 5.3 (about \( P(id, C^d) \)) and 5.5 (about \( P([-bw-d, C^d]) \)) are incomparable: In the former, we require the source endpoints to be the same (which is forbidden by the latter), and in the latter we allow the destination endpoints to be the same (which is forbidden by the former), and it is not clear whether one can find a common GFP generalization. For the same reason, Theorems 5.4 (about \( P(C^{bw-d}, id) \)) and 5.6 (about \( P([-bw-d, C^d]) \)) are also incomparable.

Pruning w.r.t. transient transitions. Recall that a transition is transient when it appears at most once on every path of the automaton. (Analogously, one can define transient states. E.g., [65] consider variants of direct/backward simulations that do not care about the accepting status of transient states.) While at the beginning of the section we observed that \( P(id, C^1) \) is not GFP, it is correct to remove a transition w.r.t. \( P(id, C^f) \) when it is subsumed by a transient one [65, Theorem 3].

This motivates us to define the following transient variant of \( P(R_b, R_f) \), for \( R_b, R_f \subseteq Q \times Q \):

\[ P_t(R_b, R_f) = \{ ((p, \sigma, r), (p', \sigma, r')) \in \delta \times \delta \mid p R_b p', r R_f r', \text{ and } (p', \sigma, r') \text{ is transient} \} \]

The relation \( P_t(id, C^f) \) using the very fair trace inclusion \( C^f \) is GFP for NBA [65]. We note that one cannot relax the source endpoint to go beyond the identity. In fact, \( P_t([-bw-d, C^f]) \) and even \( P_t([-bw-d, C^d]) \) is already not GFP. A counterexample is shown in Fig. 8: Both transitions \( p \xrightarrow{a} q \) and \( q \xrightarrow{a} r \) are transient, and \( (q, a, r) P_t([-bw-d, C^d]) (p, a, q) \). However, removing the smaller transition \( q \xrightarrow{a} r \) changes the language, since \( a^\omega \) is no longer accepted.

However, one can combine pruning w.r.t. transient transitions using the coarse fair trace inclusion, and simultaneously pruning w.r.t. all transitions using direct trace inclusion. Let \( R_t \subseteq \delta \times \delta \) be the relation on transitions defined as \( R_t = P(id, C^d) \cup P_t(id, C^f) \).

We will use the fact that \( R_t \) is GFP when describing our automata reduction algorithm in Sec. 7. The following result thus generalizes Theorem 5.3.

**Theorem 5.7.** The relation \( R_t \) is GFP on NBA.

**Proof.** Even though the relation \( R_t \) is not transitive in general, it is acyclic since \( R_t \subseteq P(id, C^f) \). Let \( B = \text{Prune}(A, R_t) \). To show \( A \subseteq B \), let \( w = \sigma_0 \sigma_1 \cdots \in L(A) \), and let \( \pi \) be any infinite fair initial trace on \( w \) in \( A \). We call a trace \( \pi = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots \) on \( w \) in \( A \) \( i \)-maximal if it does not contain any transiton \( q_j \xrightarrow{\sigma_j} q_{j+1} \) for \( j < i \) s.t. there exists an \( A \) transition \( q_j \xrightarrow{\sigma_j} q'_{j+1} \) with \( (q_j, \sigma_j, q_{j+1}) R_t(q_j, \sigma_j, q'_{j+1}) \). Moreover, let \( tt_i(\pi) \) be the number of transient transitions occurring in the first \( i \) steps of \( \pi \).

Since \( A \) is finitely branching and \( R_t \) is acyclic, for every state and symbol there exists at least one \( R_t \)-maximal successor that is still present in \( B \). Thus, for every \( i \)-maximal fair trace \( \pi \) on \( w \) there exists an \( (i+1) \)-maximal fair trace \( \pi' \) on \( w \) s.t. \( \pi \) and \( \pi' \) are identical on the first \( i \) steps.

Since \( \hat{\pi} \) is an infinite fair initial trace on \( w \) (which is trivially 0-maximal), for every \( i \) there exists an infinite fair initial trace \( \hat{\pi}_i \) which is \( i \)-maximal and agrees with \( \hat{\pi}_{i-1} \) on the first \( i - 1 \) steps. Consider the sequence of these traces \( \hat{\pi}_i \) for increasing \( i \). We have \( tt_{i-1}(\hat{\pi}_{i-1}) = tt_{i-1}(\hat{\pi}_i) \leq tt_i(\hat{\pi}_i) \).

Since no transient transition can repeat twice in a run, the limit \( \lim_{i \to \infty} tt_i(\hat{\pi}_i) \) is bounded from above by the finite number of transient transitions in \( B \). Thus there exists a
finite number $N = \lim_{i \to \infty} tt_i(\hat{\pi}_i)$. Let $N'$ be the smallest number where the limit is reached, i.e., $N' := \min\{i \mid tt_i(\hat{\pi}_i) = N\}$. In particular, $N' \geq N$. Since, for every $i \geq N'$, the trace $\hat{\pi}_i$ agrees with $\hat{\pi}_{N'}$ on the first $N'$ steps, it follows that $\hat{\pi}_i[N'..]$ does not contain any transient transition. Thus for every $N' \leq i \leq j$, $C^{\text{di}}(\hat{\pi}_i[N'..], \hat{\pi}_j[N'..])$. I.e., after $N'$ steps we are effectively pruning w.r.t. $P(id, C^{\text{di}})$ (and not $P(id, C^f)$), and $C^{\text{di}}$ preserves the position of accepting states. By arranging the $\hat{\pi}_i$’s in a finitely-branching tree, by König’s lemma there exists a infinite fair initial trace $\hat{\pi}_\infty$ which is $i$-maximal for every $i$. Therefore, $\hat{\pi}_\infty$ is a trace in $B$ (by maximality), and thus $w \in L(B)$.

5.2. **Pruning NFA.** The proofs of the following theorems are entirely similar to their equivalents for NBA from the previous section— except for the fact that a simple induction on the length of the word suffices (and thus König’s Lemma is not needed), and thus they will not be repeated here. The difference is that forward trace inclusion $\subseteq^{fw}$ needs only to match accepting states at the end of the computation (and not throughout the computation as in NBA), and, symmetrically, backward trace inclusion $\subseteq^{bw}$ needs only to match initial states at the beginning of the computation (and not also accepting states throughout as in NBA). An analogue of pruning transient transitions for NBA as in Theorem 5.7 is missing for NFA, since pruning w.r.t. coarser acceptance conditions like in delayed or fair trace inclusion does not apply to finite words.

**Theorem 5.8.** For every strict partial order $R \subseteq^{fw} P(id, R)$ is GFP on NFA. In particular, $P(id, C^{fw})$ is GFP.

**Theorem 5.9.** For every strict partial order $R \subseteq^{bw} P(R, id)$ is GFP on NFA. In particular, $P(C^{bw}, id)$ is GFP.

**Theorem 5.10.** The relation $P(\subseteq^{bw}, \subseteq^{fw})$ is GFP on NFA.

**Theorem 5.11.** The relation $P(\subseteq^{bw}, C^{di})$ is GFP on NFA.

6. **Lookahead Simulation**

While trace inclusions are theoretically appealing as GFQ/GFI/GFP preorders coarser than simulations, it is not feasible to use them in practice, because they are too hard to compute (even their membership problem is PSPACE-complete [56, 49]). Multipebble simulations ([24]; cf. Sec. 3.2) constitute sound under-approximations to trace inclusions, and by varying the number of pebbles one can achieve a better tradeoff between complexity and size than just computing the full trace inclusion. However, computing multipebble simulations with $k > 0$ pebbles requires solving a game of size $n \cdot n^k$ (where $n$ is the number of states of
the automaton), which is not feasible in practice, even for modest values for $k$. (Even for $k = 2$ one has a cubic best-case complexity, which severely limits the size of $n$ that can be handled.) For this reason, we consider a different way to extend Duplicator’s power, i.e., by using lookahead on the moves of Spoiler. While lookahead itself is a classic concept, it can be defined in several ways in the context of adversarial games, like simulation. We compare different variants for computational efficiency and approximation quality: multistep simulation (Sec. 6.1), continuous simulation (Sec. 6.2), culminating in lookahead simulation (6.3), which offers the best compromise, and it is the main object of study of this section. We will use lookahead simulation in our automata reduction (Sec. 7) and inclusion testing algorithms (Sec. 8). In the following, we let $n$ be the number of the states of the automaton.

6.1. Multistep simulation. In $k$-step simulation the players select sequences of transitions of length $k > 0$ instead of single transitions. This gives Duplicator more information, and thus yields a larger simulation relation. In general, $k$-step simulation and $k$-pebble simulation are incomparable, but $k$-step simulation is strictly contained in $n$-pebble simulation. However, the rigid use of lookahead in big-steps causes at least two issues: First, for an NBA with maximal out-degree $d$, in every round we have to explore up-to $d^k$ different moves for each player, which is too large in practice (e.g., $d = 4, k = 12$). Second, Duplicator’s lookahead varies between 1 and $k$, depending where she is in her response to Spoiler’s long move. Thus, Duplicator might lack lookahead where it is most needed, while having a large lookahead in other situations where it is not useful. In the next notion, we attempt at ameliorating this.

6.2. Continuous simulation. In $k$-continuous simulation, Duplicator is continuously kept informed about Spoiler’s next $k > 0$ moves, i.e., she always has lookahead $k$. Initially, Spoiler makes $k$ moves, and from this point on they alternate making one move each (and matching the corresponding input symbols). Thus, $k$-continuous simulation is coarser than $k$-step simulation. In general, it is incomparable with $k$-pebble simulation for $k < n$, but it is always contained in $k$-pebble simulation for $k = n$, and there are examples where the containment is strict. Note that here the configuration of the game consists not only of the current states of Spoiler and Duplicator, but also of the announced $k$ next moves of Spoiler. While this is arguably the strongest way of giving lookahead to Duplicator, it requires storing $n^2 \cdot d^{k-1}$ configurations (for branching degree $d$), which is infeasible for non-trivial $n$ and $k$ (e.g., $n = 10000, d = 4, k = 12$).

6.3. Lookahead simulation. We introduce $k$-lookahead simulation as an optimal compromise between the finer $k$-step and the coarser $k$-continuous simulation. Intuitively, we put the lookahead under Duplicator’s control, who can choose at each round and depending on Spoiler’s move how much lookahead she needs (up to $k$). Formally, configurations are pairs $(p_i, q_i)$ of states. From configuration $(p_i, q_i)$, one round of the game is played as follows.

- Spoiler chooses a sequence of $k$ consecutive transitions $p_i \xrightarrow{\sigma_1} p_{i+1} \xrightarrow{\sigma_{i+1}} \ldots \xrightarrow{\sigma_{i+k-1}} p_{i+k}$.
- Duplicator chooses a degree of lookahead $m$ such that $1 \leq m \leq k$.
- Duplicator responds with a sequence of $m$ transitions $q_i \xrightarrow{\sigma_1} q_{i+1} \xrightarrow{\sigma_{i+1}} \ldots \xrightarrow{\sigma_{i+m-1}} q_{i+m}$.

The remaining $k-m$ moves of Spoiler $p_{i+m} \xrightarrow{\sigma_{i+m}} p_{i+m+1} \xrightarrow{\sigma_{i+m+1}} \ldots \xrightarrow{\sigma_{i+k-1}} p_{i+k}$ are forgotten, and the next configuration is $(p_{i+m}, q_{i+m})$; in particular, in the next round Spoiler can choose a different attack from $p_{i+m}$. In this way, the players build as usual two infinite traces $\pi_0$
from \(p_0\) and \(\pi_1\) from \(q_0\). Backward simulation is defined similarly with backward transitions. For any acceptance condition \(x \in \{d_i, d_e, f\}\), Duplicator wins this play if \(C^x(\pi_0, \pi_1)\) holds, for \(x = bw-d_i\) we require \(C_{I,F}^{bw}(\pi_0, \pi_1)\) (cf. Sec. 3.5), and for \(x = bw\) we require \(C_{I}^{bw}(\pi_0, \pi_1)\) (cf. Sec. 3.6).

**Definition 6.1.** Two states \((p_0, q_0)\) are in \(k\)-lookahead \(x\)-simulation, written \(p_0 \sqsubseteq^{k-x} q_0\), iff Duplicator has a winning strategy in the above game.

In general, greater lookahead yields coarser lookahead relations, i.e., \(\sqsubseteq^{h-x} \subseteq \sqsubseteq^{k-x}\) whenever \(h \leq k\), and moreover it is not difficult to find examples where the inclusion is actually strict when \(h < k\). A simple such example (not depending on the choice of \(x\)) for the case \(h = 1\) and \(k = 2\) can be found in Fig. 9 (which is also used below to show non-transitivity): First, we have \(p_0 \not\sqsubseteq^1 q_0\), since Duplicator must choose whether to go to \(q_1\) (and then Spoiler wins by playing \(b\)) or to \(q_2\) (and then Spoiler wins by playing \(a\)). Moreover, \(p_0 \sqsubseteq^2 q_0\) holds, since now with lookahead \(k = 2\) we let Duplicator take the transition via \(q_1\) or \(q_2\) depending on whether Spoiler plays the word \((a + b)a\) or \((a + b)b\), respectively.

**Remark 6.2.** \(k\)-lookahead simulation is not transitive for \(k \geq 2\). Consider again the example in Fig. 9. We have \(p_0 \sqsubseteq^k q_0 \sqsubseteq^k r_0\) (and \(k = 2\) suffices), but \(p_0 \not\sqsubseteq^k r_0\) for any \(k > 0\). We have already seen above that \(p_0 \sqsubseteq^k q_0\) holds for \(k = 2\). Moreover, \(q_0 \sqsubseteq^k r_0\) holds by the following reasoning, with \(k = 2\): If Spoiler goes to \(q_1\) or \(q_2\), then Duplicator goes to \(r_1\) or \(r_2\), respectively. Then, it can be shown that \(q_1 \sqsubseteq^k r_1\) holds as follows (the case \(q_2 \sqsubseteq^k r_2\) is similar). If Spoiler takes transitions \(q_1 \xrightarrow{a} q_0 \xrightarrow{a} q_1\), then Duplicator does \(r_1 \xrightarrow{a} r_1 \xrightarrow{a} r_1\), and if Spoiler does \(q_1 \xrightarrow{a} q_0 \xrightarrow{b} q_1\), then Duplicator does \(r_1 \xrightarrow{a} r_2 \xrightarrow{b} r_1\). The other cases are similar. Finally, \(p_0 \not\sqsubseteq^k r_0\), for any \(k > 0\): From \(r_0\), Duplicator can play a trace for any word \(w\) of length \(k > 0\), but in order to extend it to a trace of length \(k + 1\) for any \(w' = wa\) or \(wb\), she needs to know whether the last \((k + 1)\)-th symbol is \(a\) or \(b\). Thus, no finite lookahead suffices for Duplicator.

Non-transitivity of lookahead simulation \(\sqsubseteq^{k-x}\) (unless \(k = 1\)) is not an obstacle to its applications. Since we use it to under-approximate suitable preorders, we consider its transitive closure instead (which is a preorder), which we denote by \(\preceq^{k-x}\). Moreover, we denote its asymmetric restriction by \(\prec^{k-x} = \preceq^{k-x} \setminus (\preceq^{k-x})^{-1}\).

**Lemma 6.3.** For \(k > 0\) and \(x \in \{d_i, d_e, f, bw-d_i\}\), the transitive closure of \(k\)-lookahead \(x\)-simulation \(\preceq^{k-x}\) is GFI. Moreover, it is GFQ for \(x \neq f\).
Proof. Being GFQ/GFI follows from the fact that the transitive closure of lookahead simulation is included in the corresponding trace inclusion/multipebble simulation. Moreover direct/delayed multipebble simulations are included in delayed fixed-word simulation; cf. Figure 3. These are is GFI (cf. Sec. 4, and in particular Theorem 4.3 for backward trace inclusion), and GFQ for $x \in \{\text{di, de}\}$ by Lemma 3.4, and for $x = \text{bw-di}$ by Theorem 3.3.

Remark 6.4. Let $\preceq^k$ be the transitive closure of $k$-lookahead simulation $\sqsubseteq^k$. While quotienting w.r.t. ordinary simulation (i.e., lookahead $k = 1$) preserves ordinary simulation itself in the sense that a quotient class $[p]$ in the quotient automaton $A / \preceq_k$ is simulation equivalent to $p$, this is not the case when considering larger lookahead $k > 1$. This is a consequence of lack of transitivity; cf. Fig. 10, which builds on the previous non-transitivity example of Fig. 9. Here and in the following we define $\approx^k$ as $\preceq^k \cap \succeq^k$, i.e., the largest equivalence included in $\preceq^k$. (Notice that $A / \preceq^k$ is the same as $A / \approx^k$ by definition of quotienting.) We have that $p_0 \approx^2 q_0 \approx^2 r_0$, $q_1 \approx^2 r_1$, $q_2 \approx^2 r_2$, and $q \approx^2 r$ (which follows from the discussion in Remark 6.2), and thus we obtain the quotient automaton $A / \preceq^2$ on the right. However, $\{q, r\} \not\preceq^2 r$, since Spoiler can play $\{q, r\} \xrightarrow{a} \{p_0, q_0, r_0\} \xrightarrow{a} \{p_0, q_0, r_0\}$ and Duplicator replies with either (1) $r \xrightarrow{a} r_0$, but this is losing since $\{p_0, q_0, r_0\} \not\preceq^2 r_0$ (cf. the discussion of $p_0 \not\preceq^2 r_0$ in Remark 6.2), or (2) $r \xrightarrow{a} r_0 \xrightarrow{a} r_1$, but this is losing since Spoiler can then play a $b$ letter (which is not available from $r_1$), or symmetrically (3) $r \xrightarrow{a} r_0 \xrightarrow{a} r_2$, but this is losing too since Spoiler plays $a$ in this case.

While lookahead simulation is not preserved under quotienting, the lemma above shows that the recognized language is nonetheless preserved, which is all that we care about for correctness.

Figure 10. Lookeahead simulation is not preserved under quotienting.
Lookahead simulation offers better reduction under quotienting than ordinary (i.e., $k = 1$) simulation. We will define a family of automata $A_n$ of size $O(n^2)$ which is not compressible w.r.t. ordinary simulation, but which is compressed to size $O(n)$ w.r.t. simulation with lookahead $k = 2$. Therefore, quotienting w.r.t. lookahead simulation performs better than w.r.t. ordinary simulation by a linear factor at least. The construction of $A_n$ is as follows. The alphabet is $\Sigma = \{a, b_1, \ldots, b_n\}$. There is a state $p_{(i,j)}$ for every unordered pair \( \{i, j\} \subseteq \{1, \ldots, n\} \), there is a state $q_i$ for every $i \in \{1, \ldots, n\}$, and finally we have a state $r$. Transitions are as follows: $p_{(i,j)} \xrightarrow{a} q_i$, $p_{(i,j)} \xrightarrow{a} q_j$, and $q_i \xrightarrow{\Sigma \setminus \{b_k\}} r$ for every unordered pair $\{i, j\} \subseteq \{1, \ldots, n\}$. This automaton is incompressible w.r.t. ordinary simulation since each two distinct $p_{(i,j)}$, $p_{(k,h)}$ are $\subseteq^1$-incomparable: For instance, assume w.l.o.g. that $i \not\in \{k, h\}$. Spoiler takes transition $p_{(i,j)} \xrightarrow{a} q_i$, and now Duplicator takes either transition $p_{(k,h)} \xrightarrow{a} q_k$, which is losing since Spoiler plays $b_k$ in this case, or transition $p_{(k,h)} \xrightarrow{a} q_h$, which is also losing since Spoiler plays $b_h$ in this case. On the other hand, with lookahead $k = 2$ we can readily see that $p_{(i,j)} \approx^2 p_{(k,h)}$ (thus falling in the same quotient class), since now Duplicator can always match Spoiler’s choice in the second round because $\Sigma \setminus \{b_k\} \cup \Sigma \setminus \{b_h\} = \Sigma$.

Lookahead simulation offers the optimal tradeoff between $k$-step and $k$-continuous simulation. Since the lookahead is discarded at each round, $k$-lookahead simulation is (strictly) included in $k$-continuous simulation (where the lookahead is never discarded). However, this has the benefit of only requiring to store $n^2$ configurations, which makes computing lookahead simulation space-efficient. On the other hand, when Duplicator always chooses a maximal reply $m = k$ we recover $k$-step simulation, which is thus included in $k$-lookahead simulation. Moreover, thanks to the fact that Duplicator controls the lookahead, most rounds of the game can be solved without ever reaching the maximal lookahead $k$: 1) for a fixed attack by Spoiler, we only consider Duplicator’s responses for small $m = 1, 2, \ldots, k$ until we find a winning one, and 2) also Spoiler’s attacks can be built incrementally since, if he loses for some lookahead, then he also loses for any larger one. In practice, this greatly speeds up the computation, and allows us to use lookaheads in the range 4-25, depending on the size and structure of the automata; see Sec. 9 for the experimental evaluation and benchmark against the GOAL tool [68].

**Remark 6.5.** $k$-lookahead simulation can also be expressed as a restriction of $n$-pebble simulation, where Duplicator is allowed to split pebbles maximally (thus $n$-pebbles), but after a number $m \leq k$ rounds (where $m$ is chosen dynamically by Duplicator) he has to discard all but one pebble. Then Duplicator is allowed to split pebbles maximally again, etc. Thus, $k$-lookahead simulation is contained in $n$-pebble simulation, though it is generally incomparable with $k$-pebble simulation.

**Remark 6.6.** In [43, 44] very similar lookahead-like simulations are presented. In particular, [43] defines two variants of what they call multi-letter simulations. The static variant is the same as multistep simulation from Sec. 6.1, and the dynamic variant corresponds to the case where Duplicator chooses the amount of lookahead at each round, independently of Spoiler’s attack; thus, dynamic multi-letter simulation is included in lookahead simulation, since in the latter, Duplicator chooses the amount of lookahead actually used (i.e., the length of the response) depending on Spoiler’s attack. Moreover, [44] introduces what they call buffered simulations, which extend multi-letter simulations by considering unbounded lookahead. In particular, what they call look-ahead buffered simulations correspond to lookahead simulations as presented in Sec. 6.3 without a uniform bound on the maximal
amount of lookahead that Duplicator can choose at each round, and they prove that they are PSPACE-complete to compute. Similarly, the more liberal variant that they call continuous look-ahead buffered simulations corresponds to continuous simulations as presented in Sec. 6.2, and they show that they are EXPTIME-complete to compute. While in principle it might seem that buffered simulations subsume look-ahead/continuous simulations, in fact from the results of [47] it can be established that an exponential amount of lookahead suffices in both cases, and thus buffered simulations coincide with look-ahead/continuous simulations from this section for sufficiently large (but fixed in advance) lookahead.

6.4. Fixpoint logic characterization. We conclude this section by giving a characterization of lookahead simulation in the modal $\mu$-calculus. While this characterization could be used as the basis of an algorithm to compute lookahead simulations symbolically by using fixpoint iteration, it is more efficient to consider look-ahead simulations as a special case of multipebble simulations, as described in Remark 6.5. See Section 11 for details on efficient implementations.

The $\mu$-calculus characterization follows from the following preservation property enjoyed by lookahead simulation: Let $x \in \{\text{di, de, f, bw-di}\}$ and $k > 0$. When Duplicator plays according to a winning strategy, in any configuration $(p_i, q_i)$ of the resulting play, $p_i \preceq_{k-x}^{\top} q_i$ holds. Thus, $k$-lookahead simulation (without acceptance condition) can be characterized as the largest $X \subseteq Q \times Q$ which is closed under a certain monotone predecessor operator. For convenience, we take the point of view of Spoiler, and compute the complement relation $W^x = (Q \times Q) \setminus \preceq_{k-x}^{\top}$ instead. This is particularly useful for delayed simulation, since we can avoid recording the obligation bit (see [26]) by using the technique of [46].

6.4.1. Direct and backward simulation. Consider the following monotone (w.r.t. $\subseteq$) predecessor operator $\text{CPre}^{\text{di}}(X)$, for any set $X \subseteq Q \times Q$:

\[
\text{CPre}^{\text{di}}(X) = \{(p_0, q_0) \mid \exists(p_0 \xrightarrow{a_0} p_1 \xrightarrow{a_1} \cdots \xrightarrow{a_{k-1}} p_k) \\
\forall(q_0 \xrightarrow{a_0} q_1 \xrightarrow{a_1} \cdots \xrightarrow{a_{m-1}} q_m) \text{ with } 0 < m \leq k, \\
either \exists(0 \leq j \leq m) \cdot p_j \in F \text{ and } q_j \notin F, \\
or (p_m, q_m) \in X\}.
\]

Intuitively, $(p, q) \in \text{CPre}^{\text{di}}(X)$ iff, from position $(p, q)$, in one round of the game Spoiler can either force the game in $X$, or win immediately by violating the winning condition for direct simulation. For backward simulation, $\text{CPre}^{\text{bw-di}}(X)$ is defined analogously, except that transitions are reversed and also initial states are taken into account:

\[
\text{CPre}^{\text{bw-di}}(X) = \{(p_0, q_0) \mid \exists(p_0 \xleftarrow{a_0} p_1 \xleftarrow{a_1} \cdots \xleftarrow{a_{k-1}} p_k) \\
\forall(q_0 \xleftarrow{a_0} q_1 \xleftarrow{a_1} \cdots \xleftarrow{a_{m-1}} q_m) \text{ with } 0 < m \leq k, \\
either \exists(0 \leq j \leq m) \cdot p_j \in F \text{ and } q_j \notin F, \\
or \exists(0 \leq j \leq m) \cdot p_j \in I \text{ and } q_j \notin I, \\
or (p_m, q_m) \in X\}.
\]

\(^4\)Here and in the following, this is a shorthand for $\forall(q_0 \xrightarrow{b_0} q_1 \xrightarrow{b_1} \cdots \xrightarrow{b_{m-1}} q_m) \text{ with } a_0 = b_0, \ldots, a_{m-1} = b_{m-1}$.
Remark 6.7. The definition of $\text{CPre}^x(X)$ requires that the automaton has no deadlocks; otherwise, Spoiler would incorrectly lose if he can only perform at most $k' < k$ transitions. We assume that the automaton is complete to keep the definition simple, but our implementation works with general automata.

For $X = \emptyset$, $\text{CPre}^x(X)$ is the set of states from which Spoiler wins in at most one step. Thus, Spoiler wins iff he can eventually reach $\text{CPre}^x(\emptyset)$. Formally, for $x \in \{\text{di}, \text{bw-di}\}$,

$$W^x = \mu W \cdot \text{CPre}^x(W).$$

### Delayed and fair simulation

We introduce a more elaborate three-arguments predecessor operator $\text{CPre}(X, Y, Z)$. Intuitively, a configuration belongs to $\text{CPre}(X, Y, Z)$ iff Spoiler can make a move s.t., for any Duplicator’s reply, at least one of the following conditions holds:

1. Spoiler visits an accepting state, while Duplicator never does so; then, the game goes to $X$.
2. Duplicator never visits an accepting state; the game goes to $Y$.
3. The game goes to $Z$ (without any further condition).

$$\text{CPre}(X, Y, Z) = \{(p_0, q_0) \mid \exists (p_0 \xrightarrow{a_0} p_1 \xrightarrow{a_1} \cdots \xrightarrow{a_{k-1}} p_k) \forall (q_0 \xrightarrow{a_0} q_1 \xrightarrow{a_1} \cdots \xrightarrow{a_{m-1}} q_m) \text{ with } 0 < m \leq k,$$

$$\text{either } \exists (0 \leq i \leq m) \cdot p_i \in F, \forall (i \leq j \leq m) \cdot q_j \not\in F, (p_m, q_m) \in X,$$

$$\text{or } \forall (0 \leq j \leq m) \cdot q_j \not\in F, (p_m, q_m) \in Y,$$

$$\text{or } (p_m, q_m) \in Z\}.$$

For fair simulation, Spoiler wins iff, except for finitely many rounds (least fixpoint $\mu Z$), he visits accepting states infinitely often while Duplicator does not visit any accepting state at all (greatest and least fixpoints $\nu X \mu Y$):

$$W^f = \mu Z \cdot \nu X \cdot \mu Y \cdot \text{CPre}(X, Y, Z).$$

Indeed, for fixed $X$ and $Z$, a configuration belongs to $\mu Y \cdot \text{CPre}(X, Y, Z)$ if Spoiler can force the game in a finite number of steps to either visit an accepting state and go to $X$ (while Duplicator never visits an accepting state), or go to $Z$ (with the possibility that Duplicator visits an accepting state). Thus, for fixed $Z$, a configuration belongs to $\nu X \cdot \mu Y \cdot \text{CPre}(X, Y, Z)$ if Spoiler can visit accepting states infinitely often while Duplicator never visits an accepting state, or go to $Z$. Finally, a configuration belongs to $W^f$ if Spoiler can force the game in a finite number of steps to a configuration from where he can visit infinitely many accepting states while Duplicator never visits an accepting state, as required by the fair winning condition for Spoiler.

For delayed simulation, Spoiler wins if, after finitely many rounds, 1) he can visit an accepting state, and from this moment on

2) he can prevent Duplicator from visiting accepting states in the future.

For condition 1), let $\text{CPre}^t(X, Y) := \text{CPre}(X, \emptyset, Y)$, and, for 2), $\text{CPre}^2(X, Y) := \text{CPre}(\emptyset, X, Y)$. From the definition, a configuration belongs to $\text{CPre}^t(X, Y)$ if Spoiler can in one step either visit an accepting state (while Duplicator does not do so) and go to $X$, or go to $Y$. Similarly,
a configuration belongs to $\text{CPre}^2(X, Y)$ if Spoiler can in one step either force the game to $X$ while Duplicator does not visit an accepting state, or force the game to $Y$. Then,

$$W^{\text{de}} = \mu W \cdot \text{CPre}^1(\nu X \cdot \text{CPre}^2(X, W), W).$$

Indeed, for any fixed $X$, $\mu W \cdot \text{CPre}^1(X, W)$ is the set of configurations from which Spoiler can force a visit to an accepting state in a finite number of steps (and Duplicator does not visit an accepting state after Spoiler has done so) and go to $X$, and for any fixed $W$, $\nu X \cdot \text{CPre}^2(X, W)$ is the largest set of configurations from where Spoiler can prevent Duplicator from visiting accepting states, or go to $W$. Therefore a configuration is in $W^{\text{de}}$ if Spoiler can force a visit to an accepting state in a finite number of steps, after which he can prevent Duplicator from visiting accepting states ever after, as required by the delayed winning condition for Spoiler.

7. The Automata Reduction Algorithm

7.1. Non-deterministic Büchi Automata. We reduce non-deterministic Büchi automata by the quotienting and transition pruning techniques from Sections 3 and 5. While trace inclusions would be an ideal basis for such techniques, they (i.e., their membership problems) are PSPACE-complete. Instead, we use the lookahead simulations from Sec. 6 as efficiently computable under-approximations; in particular, we use

- direct lookahead simulation $\preceq^{k-\text{di}}$ in place of direct trace inclusion $\subseteq^{\text{di}}$,
- delayed lookahead simulation $\preceq^{k-\text{de}}$ in place of delayed fixed-word simulation $\subseteq^{f-\text{de}}$,
- fair lookahead simulation $\preceq^{k-f}$ in place of fair trace inclusion $\subseteq^{f}$, and
- backward direct lookahead simulation $\preceq^{k-\text{bw-di}}$ in place of backward direct trace inclusion $\subseteq^{\text{bw-di}}$.

For quotienting, we employ delayed $\preceq^{k-\text{de}}$ and backward $k$-lookahead $\preceq^{k-\text{bw-di}}$ simulations, which are GFQ by Lemma 6.3. For pruning, we apply the results of Sec. 5 and the substitutions above to obtain the following incomparable GFP relations:

- $P(id, \preceq^{k-\text{di}})$ (by Theorem 5.3),
- $P(\preceq^{k-\text{bw-di}}, id)$ (by Theorem 5.4),
- $P(\subseteq^{\text{bw-di}}, \preceq^{k-\text{di}})$ (by Theorem 5.5),
- $P(\preceq^{k-\text{bw-di}}, \subseteq^{\text{di}})$ (by Theorem 5.6), and
- $P_t(id, \preceq^{k-f})$ (by Theorem 5.7).

Below we describe two possible ways to combine our simplification techniques: Heavy-$k$ and Light-$k$ (which are parameterized by the lookahead value $k$).

7.1.1. Heavy-$k$. We advocate the following reduction procedure, which repeatedly applies all the techniques described in this paper until the automaton cannot be further modified:

- Remove dead states.
- Prune transitions w.r.t. the GFP relations above (using lookahead $k$).
- Quotient w.r.t. $\preceq^{k-\text{de}}$ and $\preceq^{k-\text{bw-di}}$.

The resulting simplified automaton cannot be further reduced by any of these techniques. In this sense, it is a local minimum in the space of automata (w.r.t. this set of reduction techniques). Many different variants are possible where the techniques above are applied in different orders. In particular, applying the techniques in a different order might produce a
Figure 11. There is no universally optimal order of applying quotienting operations. In this example, it is best to first quotient the NFA \( \mathcal{A} \) w.r.t. backward simulation and then to quotient it w.r.t. forward simulation. Thus one obtains an irreducible NFA with 4 states (first row above), while the reverse order yields an irreducible NFA with 5 states (second row above). To obtain a dual example where it is best to first quotient w.r.t. forward simulation, just reverse the direction of all transitions in the original automaton \( \mathcal{A} \) and make state \( u \) initial instead of \( p \). To obtain a similar example for Büchi automata, just add a self-loop with action \( d \) at state \( u \) (resp. at state \( p \) for the dual example).

In practice, the order is determined by efficiency considerations and easily computable operations are used first. More exactly, our implementation uses a nested loop, where the inner loop uses only lookahead 1 (until a fixpoint is reached), while the outer loop uses lookahead \( k \). In other words, the algorithm uses expensive operations only when cheap operations have no more effect. For details about the precise order of the techniques in our implementation, the reader is referred to [15] (algorithms/Minimization.java).

**Remark 7.1.** Quotienting w.r.t. simulation is idempotent, since quotienting itself preserves simulation. However, in general this is not true for lookahead simulations, because these
relations are not preserved under quotienting. Moreover, quotienting w.r.t. forward simulations does not preserve backward simulations, and vice-versa. Our experiments showed that repeatedly and alternatingly quotienting w.r.t. \( \preceq^{k-\text{de}} \) and \( \preceq^{k-\text{bw-di}} \) (in addition to our pruning techniques) yields the best reduction effect.

The Heavy-\( k \) procedure strictly subsumes all simulation-based automata reduction methods described in the literature (removing dead states, quotienting, pruning of ‘little brother’ transitions, mediated preorder (see Sec. 7.3)), except for the following two:

1. The fair simulation reduction of [35] is implemented in GOAL [68], and works by tentatively merging fair simulation equivalent states and then checking if this operation preserved the language. (In general, fair simulation is not GFQ.) It potentially subsumes quotienting with \( \sqsubseteq^{\text{de}} \), provided that the chosen merged states are not only fair simulation equivalent, but also delayed simulation equivalent. However, it does not subsume quotienting with \( \preceq^{k-\text{de}} \). We benchmarked our methods against it and found Heavy-\( k \) to be much better in both effect and efficiency; cf. Sec. 9.

2. The GFQ jumping-safe preorders of [16, 17] are incomparable to the techniques described in this paper. If applied in addition to Heavy-\( k \) (for quotienting only, since they are GFQ but not GFP), they yield a modest extra reduction effect. In our experiments in Sec. 9 we also benchmarked an extended version of Heavy-\( k \), called Heavy-\( k \)-jump, that additionally uses the jumping-safe preorders of [16, 17] for quotienting.

7.1.2. Light-\( k \). This reduction procedure is defined purely for comparison reasons. It demonstrates the effect of the lookahead \( k \) in a single quotienting operation and works as follows: Remove all dead states and then quotient w.r.t. \( \preceq^{k-\text{de}} \). Although Light-\( k \) achieves much less than Heavy-\( k \), it is not necessarily faster. This is because it uses the more expensive to compute relation \( \preceq^{k-\text{de}} \) directly, while Heavy-\( k \) applies other cheaper (pruning) operations first and only then computes \( \preceq^{k-\text{de}} \) on the resulting smaller automaton.

7.2. Nondeterministic Finite Automata. Most of the techniques from Sec. 7.1 carry over to NFA, except for the following differences.

- Delayed and fair simulation do not apply to NFA. Thus, pruning w.r.t. \( P_t(id, \prec^{k-f}) \) is omitted. Moreover, instead of quotienting with the transitive closures of lookahead delayed simulation \( \preceq^{k-\text{de}} \) and lookahead backward direct simulation \( \preceq^{k-\text{bw-di}} \), we quotient NFA with the transitive closures of lookahead forward direct simulation \( \preceq^{k-\text{di}} \) and lookahead backward simulation \( \preceq^{k-\text{bw}} \). Those are included in forward \( \subseteq^{\text{fw}} \) and backward \( \subseteq^{\text{bw}} \) finite trace inclusion, respectively, and thus they are GFQ on NFA by Theorem 3.4.

- The transition pruning techniques use \( \preceq^{k-\text{bw}} \) instead of \( \preceq^{k-\text{bw-di}} \) and \( \prec^{k-\text{bw}} \) instead of \( \prec^{k-\text{bw-di}} \). The correctness for NFA follows from the theorems in Sec. 5.2.

- Unlike NBA, every NFA can be transformed into an equivalent one with just a single accepting state without any outgoing transitions (unless the language contains the empty word; this case can be handled separately), as follows: 1) Add a new accepting state \( \text{acc} \). 2) For every transition \( p \xrightarrow{a} q \) where \( q \) is accepting and \( q \neq \text{acc} \), add a transition \( p \xrightarrow{a} \text{acc} \). 3) Make \( \text{acc} \) the only accepting state. This transformation adds just one state, but possibly many transitions. In this new form, the direct forward and backward (lookahead) simulations are significantly larger, because the acceptance conditions are easier to satisfy. This greatly increases the effect of the remaining quotienting and pruning
reduction methods, and partly offsets the negative effect caused by the loss of the delayed and fair simulation based methods.

- A variant of the GFQ jumping-safe preorders of [16, 17] can also be applied to NFA. Unlike the version for NBA, it does not make use of (jumping) delayed simulation, but uses (jumping) direct forward and backward simulations. It is implemented only in the extended Heavy-k-jump version of the NFA reduction algorithm; cf. Sec. 9.

### 7.3. Quotienting w.r.t. mediated simulation

We show that the quotenting and transition pruning techniques described above subsume quotenting w.r.t. mediated preorder [5, 6] (but not vice-versa), in the sense that after applying our reduction algorithm, quotenting w.r.t. mediated preorder provably does not yield any further reduction. Mediated preorder was originally defined for alternating Büchi automata as an attempt at combining backward and forward simulations for automata reduction. Here, we consider its restriction to nondeterministic Büchi automata (and the arguments carry over directly to NFA).

**Definition 7.2** ([5, 6]). A relation \( M \subseteq Q \times Q \) is a mediated simulation\(^5\) if

1. \( M \subseteq (\sqsubseteq_{di} \circ \sqsubseteq_{bw-di}) \), and
2. \( (M \circ \sqsubseteq_{di}) \subseteq M \).

It can be shown that mediated simulations are closed under union and composition, and thus there exists a largest mediated simulation preorder \( \sqsubseteq_m \) which is the union of all mediated simulations, and [5, 6] further shows that \( \sqsubseteq_m \) is GFQ.

However, an automaton \( \mathcal{A} \) that has been reduced by the techniques described above cannot be further reduced by mediated preorder. First, we have \( \mathcal{A} = \mathcal{A}/\sqsubseteq_{bw-di} = \mathcal{A}/\sqsubseteq_{di} \) by repeated quotenting. Second, there cannot exist any (distinct) states \( p \) and \( q \) in \( \mathcal{A} \) s.t. \( p \sqsubseteq_{di} q \) and \( p \sqsubseteq_{bw-di} q \) by the pruning techniques above (used with simulations as approximations for trace inclusions) and the removal of dead states. Indeed, if such states \( p \) and \( q \) exist, then \( p \) is removed: First, every forward transition \( p \xrightarrow{\sigma} p' \) from \( p \) is subsumed by a corresponding transition \( q \xrightarrow{\sigma} q' \) from \( q' \) s.t. \( p' \sqsubseteq_{di} q' \). Similarly, every backward transition to \( p \) is subsumed by a corresponding transition to \( q \). Therefore, after pruning away all these transitions w.r.t. \( P(\sqsubseteq_{bw-di}, \sqsubseteq_{di}) \), state \( p \) becomes dead, and it is thus removed.

Under these conditions, further quotenting with mediated preorder has no effect, as the following theorem shows.

**Lemma 7.3.** Let \( \mathcal{A} \) be an automaton s.t. (1) \( \sqsubseteq_{di} \cap \sqsubseteq_{di} = id \), (2) \( \sqsubseteq_{bw-di} \cap \sqsubseteq_{bw-di} = id \), and (3) \( \sqsubseteq_{di} \cap \sqsubseteq_{bw-di} = id \). Then, \( \sqsubseteq_m \cap \sqsubseteq_m = id \), i.e., \( \mathcal{A} = \mathcal{A}/\sqsubseteq_m \).

**Proof.** Let \( x \sqsubseteq_m y \) and \( y \sqsubseteq_m x \). By definition of \( \sqsubseteq_m \), there exist mediators \( z \) and \( w \) s.t. \( x \sqsubseteq_{di} z \) and \( y \sqsubseteq_{bw-di} z \), and \( x \sqsubseteq_{bw-di} w \) and \( y \sqsubseteq_{di} w \). Since \( \sqsubseteq_m \circ \sqsubseteq_{di} \subseteq \sqsubseteq_m \) we have \( x \sqsubseteq_m w \). Thus, there exists a mediator \( k \) s.t. \( x \sqsubseteq_{di} k \) and \( w \sqsubseteq_{bw-di} k \). By transitivity of \( \sqsubseteq_{bw-di} \), we also have \( x \sqsubseteq_{bw-di} k \). By (3), we get \( x = k \). Thus, \( x \sqsubseteq_{bw-di} w \) and \( w \sqsubseteq_{bw-di} x \). By (2), we get \( x = w \). Thus, \( y \sqsubseteq_{di} w = x \sqsubseteq_{di} z \), and, by transitivity, \( y \sqsubseteq_{di} z \). Moreover, \( y \sqsubseteq_{bw-di} z \) as above. By (3) we get \( z = y \). Thus, \( x \sqsubseteq_{di} z = y \) and \( y \sqsubseteq_{di} w = x \). By (1), we get \( x = y \).

\(^5\)For two relations \( A, B \subseteq Q \times Q \), we write \( A \circ B \) for the relation \( A \circ B \subseteq Q \times Q \) s.t. \((x, y) \in A \circ B \) iff there exists \( z \) s.t. \((x, z) \in A \) and \((z, y) \in B \).
8. LANGUAGE INCLUSION CHECKING

In most of this section we consider the language inclusion problem for NBA. For the simpler case of language inclusion on NFA see Sec. 8.4.

The general language inclusion problem $A \subseteq B$ is PSPACE-complete [49]; the complexity reduces to PTIME in certain special instances, for example when $B$ is deterministic [50] or, more generally, strongly unambiguous [12]. It can be solved via complementation of $B$ [64, 68] and, more efficiently, by rank-based (cf. [27] and references therein) or Ramsey-based methods [28, 29, 2, 3], or variants of Piterman’s construction [60, 68]; simulation relations [22] or succinct pseudo-complementation constructions [50] (cf. Remark 4.1) can provide PTIME under-approximations for this problem, but do not always manage to prove all cases when inclusion holds. Since the exact algorithms all have exponential time complexity, it helps significantly to first reduce the automata in a preprocessing step. Better reduction techniques, as described in the previous sections, make it possible to solve significantly larger instances. However, our simulation-based techniques can not only be used in preprocessing to reduce the size of automata, but actually solve most instances of the inclusion problem directly by reducing to trivial instances. This is significant, because simulation scales polynomially (almost quadratic average-case complexity; cf. Sec. 9).

8.1. Inclusion-preserving reduction techniques. Inclusion testing algorithms generally benefit from language-preserving reduction preprocessing (cf. Sec. 7). However, precisely preserving the languages of $A$ and $B$ in the preprocessing is not actually necessary when one is only interested in the answer to the query $A \subseteq B$. A preprocessing on $A, B$ is said to be inclusion-preserving iff it produces automata $A', B'$ s.t. $A \subseteq B \iff A' \subseteq B'$ (regardless of whether $A \approx A'$ or $B \approx B'$). In the following, we consider two inclusion-preserving preprocessing steps.

8.1.1. Simplify $A$. In theory, the problem $A \subseteq B$ is only hard in $B$, but polynomial in the size of $A$. However, this is only relevant if one actually constructs the exponential-size complement of $B$, which is, of course, to be avoided. For polynomial simulation-based algorithms it is crucial to also reduce $A$. The idea is to remove transitions in $A$ which are ‘covered’ by better transitions in $B$. The development below is similar to the pruning of transitions in Sec. 5, except that we compare transitions of $A$ with transitions of $B$.

**Definition 8.1.** Given $A = (\Sigma, Q_A, I_A, F_A, \delta_A), B = (\Sigma, Q_B, I_B, F_B, \delta_B)$, let $P \subseteq \delta_A \times \delta_B$. The pruned version of $A$ is $\text{Prune}(A, B, P) := (\Sigma, Q_A, I_A, F_A, \delta')$ with

$$\delta' = \{(p, \sigma, r) \in \delta_A \mid \not\exists (p', \sigma', r') \in \delta_B. (p, \sigma, r)P(p', \sigma', r')\}.$$ 

$A \subseteq B$ implies $\text{Prune}(A, B, P) \subseteq B$, since $\text{Prune}(A, B, P) \subseteq A$. When also the other direction holds (so that pruning is inclusion-preserving), we say that $P$ is good for $A, B$-pruning. Intuitively, pruning is correct when the removed transitions do not allow $A$ to accept any word which is not already accepted by $B$. In other words, if there is a counter example to inclusion in $A$, then it can even be found in $\text{Prune}(A, B, P)$.

**Definition 8.2.** A relation $P \subseteq \delta_A \times \delta_B$ is good for $A, B$-pruning if $A \subseteq B \iff \text{Prune}(A, B, P) \subseteq B$. 


As in Eq. 5.1, we compare transitions by looking at their endpoints: For state relations $R_b, R_f \subseteq Q_A \times Q_B$, the relation $P_{A,B}(R_b, R_f)$ on transitions is defined as
\[ P_{A,B}(R_b, R_f) = \{(p, \sigma, r), (p', \sigma, r')\} \in \delta_A \times \delta_B \mid p \ R_b \ p' \ \text{and} \ r \ R_f \ r' \} \]
Since inclusion-preserving pruning does not need to respect the language, we can use much coarser relations for comparing endpoints. Recall that fair trace inclusion $\subseteq^f$ asks to match infinite traces containing infinitely many accepting states (cf. Sec. 3.3), while that backward finite trace inclusion $\subseteq^bw$ disregards accepting states entirely and only asks to match finite traces that start in initial states (cf. Sec. 3.6).

**Theorem 8.3.** $P_{A,B}(\subseteq^bw, \subseteq^f)$ is good for $A, B$-pruning.

**Proof.** Let $P = P_{A,B}(\subseteq^bw, \subseteq^f)$, and we want to prove that $A \subseteq B$ iff $Prune(A, B, P) \subseteq B$. The “only if” direction is trivial, as remarked above. For the “if” direction, by contraposition, assume $Prune(A, B, P) \subseteq B$, but $A \not\subseteq B$. There exists a $w \in L(A)$ s.t. $w \notin L(B)$. There exists an initial fair trace $\pi = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots$ on $w$ in $A$. There are two cases.

1. $\pi$ contains a transition $q_i \xrightarrow{\sigma_i} q_{i+1}$ that is not present in $Prune(A, B, P)$. Therefore there exists a transition $q_i' \xrightarrow{\sigma_i} q_{i+1}'$ in $B$ s.t. $q_i \subseteq^bw q_i'$ and $q_{i+1} \subseteq^f q_{i+1}'$. Thus there exists an initial fair trace on $w$ in $B$ and thus $w \in L(B)$. Contradiction.

2. $\pi$ does not contain any transition $q_i \xrightarrow{\sigma_i} q_{i+1}$ that is not present in $Prune(A, B, P)$. Then $\pi$ is also an initial fair trace on $w$ in $Prune(A, B, P)$, and thus we obtain $w \in L(Prune(A, B, P))$ and $w \in L(B)$. Contradiction.

We can approximate $\subseteq^bw$ with the transitive closure $\subseteq^{k-bw}$ of the corresponding $k$-lookahead simulation $\subseteq^bw$. (Recall that $\subseteq^{k-bw}$ is defined like $\subseteq^{k-bw-dl}$, except that only initial states are considered, i.e., the winning condition is $C_{l}^{bw}$ instead of $C_{l}^{bw, dl}$; cf. Sec. 3.6.) Since “good for $A, B$-pruning” is $\subseteq$-downward closed and $P_{A,B}(\cdot, \cdot)$ is monotone, we obtain the following corollary of Theorem 8.3.

**Corollary 8.4.** $P_{A,B}(\subseteq^{k-bw}, \subseteq^{k-f})$ is good for $A, B$-pruning.

8.1.2. Simplify $B$. The following technique is independent of the use of simulation-based reduction, but it is nonetheless worth mentioning, and moreover we include it in our reduction algorithm. Let $A \times B$ be the synchronized product of $A$ and $B$. The idea is to remove states in $B$ which cannot be reached in $A \times B$. Let $R$ be the set of states in $A \times B$ reachable from $I_A \times I_B$, and let $X \subseteq Q_B$ be the projection of $R$ to the $B$-component. We obtain $B'$ from $B$ by removing all states not in $X$ and their associated transitions. Although $B' \neq B$, this operation is clearly inclusion-preserving.

Note that first simplifying $A$ as in Sec. 8.1.1 yields fewer reachable states in $A \times B$ and thus increases the effect of the technique for simplifying $B$.

8.2. Jumping fair simulation as a better GFI relation. We further generalize the GFI preorder $\leq^{k-f}$ by allowing Duplicator even more freedom. The idea is to allow Duplicator to take jumps during the simulation game (in the spirit of [17]). For a preorder $\leq$ on $Q$, in the game for $\leq$-jumping $k$-lookahead simulation, Duplicator is allowed to jump to $\leq$-larger states before taking a transition. Thus, a Duplicator’s move is of the form $q_i \leq q_i' \xrightarrow{\sigma_1} q_{i+1} \leq q_{i+1}' \xrightarrow{\sigma_{i+1}} \cdots \xrightarrow{\sigma_{i+m-1}} q_{i+m}$, and she eventually builds an infinite $\leq$-jumping
trace. We say that this trace is accepting at step $i$ if $\exists q''_i \in F, q_i \leq q''_i \leq q'_i$, and fair if it is accepting infinitely often. As usual, $\leq$-jumping $k$-lookahead fair simulation holds iff Duplicator wins the corresponding game, with the fair winning condition lifted to jumping traces.

Not all preorders $\leq$ induce GFI jumping simulations. The preorder $\leq$ is called jumping-safe [17] if, for every word $w$, there exists a $\leq$-jumping initial fair trace on $w$ if there exists an initial fair non-jumping one. Thus, jumping-safe preorders allows to convert jumping traces into non-jumping ones. Consequently, for a jumping-safe preorder $\leq$, $\leq$-jumping $k$-lookahead fair simulation is GFI.

One can easily prove that $\leq_{bw-di}$ is jumping-safe, while $\leq_{bw}$ is not. We even improve $\leq_{bw-di}$ to a slightly more general jumping-safe relation $\leq_{bw-c}$, by only requiring that Duplicator visits at least as many accepting states as Spoiler does, but not necessarily at the same time. Formally, $p_m \leq_{bw-c} q_m$ iff, for every initial $w$-trace $\pi_0 = p_0 \xrightarrow{\sigma_0} p_1 \xrightarrow{\sigma_1} \cdots \xrightarrow{\sigma_{m-1}} p_m$, there exists an initial $w$-trace $\pi_1 = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots \xrightarrow{\sigma_m} q_m$, s.t. $|\{i | p_i \in F\}| \leq |\{i | q_i \in F\}|$.

Theorem 8.5. The preorder $\leq_{bw-c}$ is jumping-safe.

Proof. Since $\leq_{bw-c}$ is reflexive, the existence of an initial fair trace on $w$ directly implies the existence of a $\leq_{bw-c}$-jumping initial fair trace on $w$.

Now, we show the reverse implication. Given two initial $\leq_{bw-c}$-jumping traces on $w$ $\pi_0 = p_0 \leq_{bw-c} p'_0 \xrightarrow{\sigma_0} p_1 \leq_{bw-c} p'_1 \xrightarrow{\sigma_1} \cdots$ and $\pi_1 = q_0 \leq_{bw-c} q'_0 \xrightarrow{\sigma_0} q_1 \leq_{bw-c} q'_1 \xrightarrow{\sigma_1} \cdots$ we define $C^c_i(\pi_0, \pi_1)$ iff $|\{i \leq j | \exists \pi''_j \in F, p_i \leq_{bw-c} p'_i \xrightarrow{\sigma_i} p_i \} | \leq |\{i \leq j | \exists \pi''_j \in F, q_i \leq_{bw-c} q'_i \xrightarrow{\sigma_i} q_i \} |$. We say that an initial $\leq_{bw-c}$-jumping trace on $w$ is $i$-good iff it does not jump within the first $i$ steps.

We show, by induction on $i$, the following property (P): For every $i$ and every infinite $\leq_{bw-c}$-jumping initial trace $\pi = p_0 \leq_{bw-c} p'_0 \xrightarrow{\sigma_0} p_1 \leq_{bw-c} p'_1 \xrightarrow{\sigma_1} \cdots$ on $w$ there exists an $i$-good $\leq_{bw-c}$-jumping initial trace $\pi^i = q_0 \xrightarrow{\sigma_0} q_1 \xrightarrow{\sigma_1} \cdots \xrightarrow{\sigma_i} q_i$ on $w$ s.t. $C^c_i(\pi, \pi^i)$ and the suffixes of the traces are identical, i.e., $q_i = p_i$ and $\pi[i..] = \pi^i[i..]$.

For the case base $i = 0$ we take $\pi^0 = \pi$. Now we consider the induction step. By induction hypothesis we get an initial $i$-good trace $\pi^i$ s.t. $C^c_i(\pi, \pi^i)$ and $q_i = p_i$ and $\pi[i..] = \pi^i[i..]$. If $\pi^i$ is $(i+1)$-good then we can take $\pi^{i+1} = \pi^i$. Otherwise, $\pi^i$ contains a step $q_i \leq_{bw-c} q'_i \xrightarrow{\sigma_i} q_{i+1}$. First we consider the case where there exists a $q''_i \in F$ s.t. $q_i \leq_{bw-c} q''_i \leq_{bw-c} q'_i$. (Note that the $i$-th step in $\pi^i$ can count as accepting in $C^c$ because $q''_i \in F$, even if $q_i$ and $q'_i$ are not accepting.) By the definition of $\leq_{bw-c}$ there exists an initial trace $\pi''$ on a prefix of $w$ that ends in $q''_i$ and visits accepting states at least as often as the non-jumping prefix of $\pi^i$ that ends in $q_i$. Again by definition of $\leq_{bw-c}$ there exists an initial trace $\pi'$ on a prefix of $w$ that ends in $q'_i$ and visits accepting states at least as often as $\pi''$. Thus $\pi'$ visits accepting states at least as often as the jumping prefix of $\pi^i$ that ends in $q'_i$ (by the definition of $C^c$). By composing the traces we get $\pi^{i+1} = \pi(\pi'_i \xrightarrow{\sigma_i} q_{i+1}) \pi^i[i+..]$. Thus $\pi^{i+1}$ is an $(i+1)$-good initial trace on $w$ and $\pi[i+..] = \pi^i[i+..] = \pi^{i+1}[i+..]$ and $C^c_{i+1}(\pi^i, \pi^{i+1})$ and $C^c_{i+1}(\pi, \pi^{i+1})$. The other case where there is no $q''_i \in F$ s.t. $q_i \leq_{bw-c} q''_i \leq_{bw-c} q'_i$ is similar, but simpler.

Let $\pi$ be an initial $\leq_{bw-c}$-jumping fair trace on $w$. By property (P) and König’s Lemma there exists an infinite initial non-jumping fair trace $\pi'$ on $w$. Thus $\leq_{bw-c}$ is jumping-safe. □

As a direct consequence, $\leq_{bw-c}$-jumping $k$-lookahead fair simulation is GFI. Since $\leq_{bw-c}$ is difficult to compute, we approximate it by a corresponding lookahead-simulation $\leq_{k-bw-c}$.
which, in the same spirit, counts and compares the number of visits to accepting states in every round of the \( k \)-lookahead backward simulation game. Let \( \preceq^{k-bw-c} \) be the transitive closure of \( \preceq^{k-bw-c} \).

**Corollary 8.6.** \( \preceq^{k-bw-c} \)-jumping \( k \)-lookahead fair simulation is GFI.

Fig. 12 shows how the option to jump w.r.t. \( \subseteq^{bw-c} \) (resp. \( \preceq^{k-bw-c} \)) benefits Duplicator, making jumping simulation larger than lookahead simulation. First, we have \( p_0 \not\preceq^{k-bw} p_1 \) for every finite \( k \). If Spoiler plays \( p_0 \xrightarrow{a} p_0 \) (thus revealing his first \( k \) steps), then Duplicator can only respond with either \( p_1 \xrightarrow{a'} q_1 \) or \( p_1 \xrightarrow{a'} r_1 \) for some \( k' \) with \( 1 \leq k' \leq k \). In the former (resp. latter) case, Spoiler wins by playing \( p_0 \xrightarrow{ac} t_0 \) (resp. \( p_0 \xrightarrow{ab} s_0 \)) to which Duplicator has no response. However, \( \subseteq^{bw-c} \)-jumping \( k \)-lookahead fair simulation contains \( (p_0, p_1) \) (as well as \( (p_0, q_1) \), \( (p_0, r_1) \), \( (q_0, r_1) \) and \( (r_0, q_1) \)) even for \( k = 1 \). Since \( q_1 \) and \( r_1 \) are equivalent w.r.t. \( \subseteq^{bw-c} \), Duplicator can jump between them as needed before making a required \( b \) (resp. \( c \)) step to \( s_1 \) (resp. \( t_1 \)).

![Figure 12. Jumping simulation can be strictly larger than lookahead simulation.](image)

An orthogonal alternative to \( \preceq^{k-bw-c} \) is also implemented in [15]. One can use a jumping-safe preorder (called segmented jumping) that is defined directly w.r.t. \( k \)-lookahead backward simulations. Here Duplicator must visit at least one accepting state in each of her long moves, regardless of whether Spoiler visited any accepting states, i.e., in each round of the game Duplicator must accept at least once but possibly less often than Spoiler. However, combining segmented jumping with \( \preceq^{k-bw-c} \) (i.e., taking their union) would not be jumping-safe any more. First, since their union is not necessarily transitive, one would need to consider the transitive closure of the union to obtain a preorder. Moreover, the size and structure of the segments in the segmented jumping relation are not fixed a-priori but chosen dynamically in the computation of the \( k \)-lookahead backward simulation. Thus the transitive closure of the union would allow a scenario where first the segmented relation decreases the number of visits to accepting states while preserving at least one visit per segment. Then \( \preceq^{k-bw-c} \) could shift the location of these visits to accepting states to positions earlier in the run while preserving their number. Then the segmented relation could again decrease the number of visits to accepting states, since they are now in different segments. Repeating this alternation of counting and segmented relations could yield a situation where only one visit to an accepting state remains in the entire run, which is not jumping-safe any more.
A further generalization of the jumping-simulation method has also been implemented in [15] (activated by using option -jf2 instead of the basic option -jf). Given some jumping-safe preorder \( R \), Duplicator is not only allowed to jump to states that are \( R \)-larger than Duplicator’s current state, but also to states that are \( R \)-larger than Spoiler’s current state. Note that Duplicator may only jump to states in her own automaton \( B \), and not to states in Spoiler’s automaton \( A \). It is easy to see that this more liberal use of jumping still yields (potentially larger) GFI relations. However, in practice it rarely gives any advantage, and it is sometimes considerably slower to compute, due to the higher degree of branching in Duplicator’s moves.

8.3. **The inclusion testing algorithm.** Given these techniques, we propose the following algorithm for testing inclusion \( A \subseteq B \).

1. Use the Heavy-\( k \) procedure to perform language-preserving reduction to \( A \) and \( B \) separately, and additionally apply the inclusion-preserving reduction techniques from Sec. 8.1 simultaneously to \( A \) (discussed in Sec. 8.1.1) and to \( B \) (discussed in Sec. 8.1.2). Lookahead simulations are computed not only on \( A \) and \( B \), but also between them (i.e., on their disjoint union). Since they are GFI, we check whether they already witness inclusion. Since many simulations are computed between partly reduced versions of \( A \) and \( B \), this witnesses inclusion much more often than checking fair simulation between the original versions. This step either stops showing inclusion, or produces smaller inclusion-equivalent automata \( A', B' \).

2. Check the GFI \( \preceq_{k}\text{-bw-c-jumping } k \)-lookahead fair simulation from Sec. 8.2 between \( A' \) and \( B' \), and stop if the answer is yes.

3. If inclusion was not established in steps (1) or (2) then try to find a counterexample to inclusion. This is best done by a Ramsey-based method (optionally using simulation-based subsumption techniques), e.g., [3, 15]. Use a small timeout value, since in most non-included instances there exists a very short counterexample. Stop if a counterexample is found.

4. If steps (1)-(3) failed (rare in practice), use any complete method, (e.g., Rank-based, Ramsey-based or Piterman’s construction) to test \( A' \subseteq B' \). At least, it will benefit from working on the smaller instance \( A', B' \) produced by step (1).

Note that steps (1)-(3) take polynomial time, while step (4) takes exponential time. (For the latter, we recommend the improved Ramsey method of [3, 15] and the on-the-fly variant of Piterman’s construction [60] implemented in GOAL [68].) This algorithm allows to solve much larger instances of the inclusion problem than previous methods [64, 68, 27, 28, 29, 2, 3, 60], i.e., automata with 1000-20000 states instead of 10-100 states; cf. Sec. 9.

The currently implemented version of the above algorithm ([15]; RABIT v. \( \geq 2.3 \)) uses some additional tricks. E.g., it hedges its bets in order to be fast on both the included and non-included instances, by adding an initial step (0) in the algorithm. In step (0) it performs a quick lightweight reduction and searches for short counterexamples, in order to quickly catch easy instances where inclusion does not hold. Moreover, it can run steps (2), (3) and (4) concurrently in parallel threads (if invoked with option \( \text{-par} \)), and stops as soon as an answer is found.
8.4. **Language Inclusion Testing for NFA.** Just like in the reduction algorithm of Sec. 7, one can also adapt the language inclusion checking algorithm to NFA. The differences can be summarized as follows:

1. We use the modified Heavy-k reduction algorithm for NFA with the changes described in Sec. 7.2. In particular, the NFA are transformed into the form with only one accepting state, and delayed and fair (lookahead) simulations are not used. Still, the direct forward and backward (lookahead) simulations are GFI and can witness language inclusion, as a consequence of Theorem 4.4.

   The inclusion-preserving reduction of $\mathcal{A}$ from Sec. 8.1.1 needs to be adapted to use direct trace inclusion $\subseteq^{\text{di}}$ (approximated by direct lookahead simulation $\preceq^k\text{-}^{\text{di}}$) instead of fair trace inclusion $\subseteq^f$. I.e., we use $P_{\mathcal{A},\mathcal{B}}(\preceq^k\text{-}^{\text{bw}}, \preceq^k\text{-}^{\text{di}})$ for $\mathcal{A}, \mathcal{B}$-pruning. The inclusion-preserving reduction of $\mathcal{B}$ from Sec. 8.1.2 carries over directly to NFA.

2. The GFI jumping simulations of Sec. 8.2 can also be adapted to NFA. For the forward direction we use direct lookahead simulation, instead of fair lookahead simulation. For the jumping-safe relation we can use the larger acceptance-blind backward trace inclusion $\subseteq^{\text{bw}}$ (approximated by the transitive closure of the corresponding $k$-lookahead simulation $\preceq^k\text{-}^{\text{bw}}$), instead of the counting backward trace inclusion $\subseteq^{\text{bw-c}}$ (and its approximation $\preceq^k\text{-}^{\text{bw-c}}$).

3. If the steps above did not witness inclusion, then one can apply a complete method to test inclusion $\mathcal{A}' \subseteq \mathcal{B}'$ on the derived smaller instance $\mathcal{A}', \mathcal{B}'$. One type of complete methods are basic antichain-based methods [71] that use subsumption techniques to reduce the search space in the search for a counterexample. More recent methods [4, 52] use stronger subsumption techniques in the search for a counterexample, which rely on simulation preorder (or similar approximations of language inclusion). Another complete method to check NFA inclusion is the *bisimulation modulo congruence* technique of [11]. It can, roughly, be understood as collective subsumption, instead of the individual one-on-one subsumption of [71, 4, 52]. An element of the search space may be discarded because a set of other elements (instead of just one other element) makes it redundant. This potentially allows to reduce the size of the search space even more. The higher computational effort to check this collective subsumption yields a higher worst-case complexity than methods based on one-on-one subsumption, but for typical practical instances it is often much faster.

Unlike for Büchi automata (where our inclusion algorithm has a significant advantage over previous ones; cf. Sec. 9.1.7), the version for NFA is not necessarily always faster than the pure antichain (resp. congruence) based ones in [71, 4, 52] (resp. [11]). For NFA, the search space for counterexamples has a simpler structure than for NBA. Thus the disadvantages of antichain-based methods are less relevant for NFA. Moreover, NFA allow the construction of congruence bases as in [11]. It is open whether a similar kind of congruences can be established for NBA. On many instances of NFA inclusion, the antichain-based tool of [52] and the congruence-based tool of [11] outperform our implementation [15], though it can still be faster on some instances where the antichain (resp. congruence base) happen to be very large.

9. **Experiments**

We test the effectiveness of Heavy-k reduction on Tabakov-Vardi random Büchi automata [66], on automata derived from LTL formulae, and on automata derived from mutual exclusion
protocols, and compare it to the best previously available techniques implemented in GOAL [68]. A scalability test shows that Heavy-k has almost quadratic average-case complexity and it is vastly more efficient than GOAL. We also test our methods for language inclusion on large instances and compare their performance to previous techniques. Moreover, we also test the NFA version of Heavy-k reduction on random NFA. Unless otherwise stated, the experiments were run with GOAL [68] version 2012-05-02 with Java 6 and RABIT/Reduce [15] version 2.4.0 with Java 7 on Intel Xeon X5550 2.67GHz and 14GB of memory. (The raw data of the experiments is included in the arXiv version of this paper [20].)


9.1.1. Reduction of random NBA. The Tabakov-Vardi model [66] generates random automata according to the following parameters:

- The number of states $n$.
- The size of the alphabet $|\Sigma|$.
- The transition density $td$. It determines the number of transitions in the automaton as follows. For every symbol in $\Sigma$ there are $\lfloor n \cdot td \rfloor$ transitions labeled with this symbol.
- The acceptance density $ad$. This is the percentage of states that are accepting.

Apart from these parameters, Tabakov-Vardi random automata do not have any special structure that could be exploited to make the reduction problem or the language inclusion problem easier. Random automata provide general reproducible test cases, on average. Moreover, they are not biased towards any particular method, since they do not come from any particular application domain. A general purpose tool ought to perform well even on these hard test cases.

The inherent difficulty of the reduction problem, and thus also the effectiveness of reduction methods, depends strongly on the class of random automata, i.e., on the parameters listed above. Thus, one needs to compare the methods over the whole range, not just for one example. Variations in the acceptance density $ad$ do not affect Heavy-k much, but very small values make reduction harder for the other methods. By far the most important parameter is the transition density $td$, and thus we compare different techniques across different values of $td$. Fig. 13 and 14 compare the effect of different techniques. Each curve represents a different method: RD (just remove dead states), Light-1, Light-12, Heavy-1, Heavy-12, and GOAL. The GOAL curve shows the best effort of all previous techniques (as implemented in GOAL), which include RD, quotienting with backward and forward simulation, pruning of little brother transitions and the fair simulation reduction of [35].

Sparse automata with low $td$ have more dead states. Thus the RD method achieves a certain reduction at low $td$, but this effect vanishes as $td$ gets higher. For $td \leq 1.4$ the effect of RD dominates. In that range, the other techniques have only a very small effect. In the range $1.5 \leq td \leq 2.0$, GOAL still has hardly any effect (apart from that of RD), but Light-12 and Heavy-12 achieve a significant reduction. For $td \geq 2.0$, GOAL begins to have an effect, but it is much smaller than that of our best techniques.

Generally, GOAL reduces just slightly worse than Heavy-1, but it is no match for our best techniques like Heavy-12. Heavy-12 vastly outperforms all other previous techniques, particularly in the interesting range between $td = 1.4$ and $td = 2.5$. Moreover, the reduction of GOAL (in particular the fair simulation reduction of [35]) is very slow. For GOAL, the
Figure 13. We consider Tabakov-Vardi Büchi automata with $n = 100$, $|\Sigma| = 2$, $\alpha \delta = 0.5$ and the range of $td = 1.0, 1.1, \ldots, 3.0$. Each curve represents a different method, and we plot the number of states after reduction. Each data point is the average of 300 random automata.

Figure 14. Moreover, we plotted the effects of two methods that augment our Heavy reduction algorithm by quotienting with (a variant of) the jumping-safe preorders of [16, 17]: Heavy-12 jump and Heavy-19 jump. These yield another slight improvement in reduction, but are slower to compute.
average reduction time per automaton varies between 39s (at $td = 1.0$) and 612s (maximal at $td = 2.9$). In contrast, for Heavy-12, the average reduction time per automaton varies between 0.012s (at $td = 1.0$) and 1.482s (max. at $td = 1.7$). So Heavy-12 reduces not only much better, but also at least 400 times faster than GOAL (see also the scalability tests below).

The computation time of Heavy-$k$ depends both on the density $td$ and on the lookahead $k$. Fig. 15 shows the average computation time of Heavy-$k$ on automata with 100 states, $ad = 0.5$, $|\Sigma| = 2$ and varying transition density $td$ and lookahead $k$. The most difficult cases are those where size reduction is possible (and thus the algorithm does not give up quickly), but where the size of the instance is not massively reduced. (If some step in the algorithm greatly reduced the size of an instance, then subsequent computations on the now smaller automaton would be much faster.) For Heavy-$k$, the peak of the average computation time is around $td = 1.6, 1.7$ (like in the scalability test; see below).

**Figure 15.** Average computation time for reduction with Heavy-$k$ on Tabakov-Vardi random Büchi automata with $n = 100$ states, $|\Sigma| = 2$, $ad = 0.5$ and varying transition density $td$ and lookahead $k$.

For $td \geq 2.0$, Heavy-12 yields very small automata. Many of these are even universal, i.e., with just one state and a universal loop. However, this frequent universality is not due to trivial reasons (otherwise simpler techniques like Light-1 and GOAL would also recognize this). For example, we argue that in the tested interval of parameters $n$, $|\Sigma|$ and $td$, there are not sufficiently many transitions to alone explain that the automaton is universal—and thus there are more interesting non-local structural reasons which make the automata universal. Given Tabakov-Vardi random automata with parameters $n$, $|\Sigma|$ and $td$, let $U(n, |\Sigma|, td)$ be the probability that every state has at least one outgoing transition for every symbol in $\Sigma$. Such an automaton would be trivially universal if $ad = 1$. (Note that $\binom{n}{k} = 0$ for $k > n$.)

**Theorem 9.1.** We have $U(n, |\Sigma|, td) = \left( \frac{\alpha(n, T)}{\beta(n, T)} \right)^{|\Sigma|}$, where $T = \lfloor n \cdot td \rfloor$, $\beta(n, T) = \binom{n^2}{T}$, and $\alpha(n, T) = \sum_{m=n}^{n^2} \binom{n-m}{T-m} \sum_{i=0}^{n} (-1)^i \binom{n}{i} \binom{m-in-1}{n-1}$. 

Proof. For each symbol in \( \Sigma \) there are \( T = |n \cdot td| \) transitions and \( n^2 \) possible places for transitions, described as a grid. \( \alpha(n, T) \) is the number of ways \( T \) items can be placed onto an \( n \times n \) grid s.t. every row contains \( \geq 1 \) item, i.e., every state has an outgoing transition. \( \beta(n, T) \) is the number of possibilities without this restriction, which is trivially \( \binom{n^2}{T} \). Since the Tabakov-Vardi model chooses transitions for different symbols independently, we have \( U(n, |\Sigma|, td) = \left( \frac{\alpha(n, T)}{\beta(n, T)} \right) |\Sigma| \). It remains to compute \( \alpha(n, T) \). For the \( i \)-th row let \( x_i \in \{1, \ldots, n\} \) be the maximal column containing an item. The remaining \( T - n \) items can only be distributed to lower columns. Thus \( \alpha(n, T) = \sum_{x_1, \ldots, x_n} \left( \sum x_i \right) - n \). With \( m = \sum x_i \) and a standard dice-sum problem [58] the result follows.

For \( n = 100, |\Sigma| = 2 \) we obtain the following values for \( U(n, |\Sigma|, td) \): \( 10^{-15} \) for \( td = 2.0 \), \( 2.9 \cdot 10^{-5} \) for \( td = 3.0 \), 0.03 for \( td = 4.0 \), 0.3 for \( td = 5.0 \), 0.67 for \( td = 6.0 \), and 0.95 for \( td = 8.0 \). So this transition saturation effect is negligible in our tested range with \( td \leq 3.0 \).

While Heavy-12 performs very well, an even smaller lookahead can already be sufficient for a good reduction. However, this depends very much on the density \( td \) of the automata. Fig. 16 shows the effect of the lookahead by comparing Heavy-k for varying \( k \) on different classes of random automata with different density.

![Figure 16](image_url)

**Figure 16.** The effect of the lookahead on Tabakov-Vardi automata. We set \( n = 100, |\Sigma| = 2, \) and \( ad = 0.5, \) and vary the transition density \( td = 1.6, 1.7, 1.8, 1.9, 2.0 \) and the lookahead from 1, \ldots, 12. Every point is the average of the Heavy-k minimization of 1000 random automata. While a lower lookahead suffices for denser automata, more is needed for sparser instances.

9.1.2. Density of simulations on NBA. The big advantage of Heavy-12 over Light-12 is due to the pruning techniques. However, these only reach their full potential at higher lookaheads (thus the smaller difference between Heavy-1 and Light-1). Indeed, the simulation relations get much denser with higher lookahead \( k \), as Fig. 17 shows.
Figure 17. We consider Tabakov-Vardi random Büchi automata with $n = 100$, $|\Sigma| = 2$ and $td = 1.8$ (a non-trivial case; larger $td$ yield larger simulations). We let $ad = 0.1$ (resp. $ad = 0.9$), and plot the size of fair, delayed, direct, and backward $k$-lookahead simulation as $k$ increases from 1 to 15. Every point is the average of 1000 automata.
Fair and delayed simulation relations are not much larger than direct simulation for $k = 1$, but they benefit strongly from higher $k$. Backward simulation increases only slightly (e.g., from 363 pairs for lookahead 1 to 397 pairs for lookahead 15 in the case of $ad = 0.9$). Initially, it seems as if backward (resp. direct) simulation does not benefit from higher $k$ if $ad$ is small (on random automata), but this is wrong. Even random automata get less random during the Heavy-$k$ reduction process, making lookahead more effective for backward (resp. direct) simulation. Consider the case of $n = 300$, $td = 1.8$ and $ad = 0.1$. Initially, the average ratio $|\leq^{12-di}||/|\leq^{1-di}|$ is 1.00036, but after quotienting with $\leq^{12-de}$ this ratio is 1.103.

9.1.3. **Sparseness of the reduced NBA.** The number of states of a nondeterministic automaton is not the only measure of its complexity. The amount of nondeterministic branching is also highly relevant in many applications, e.g., in model checking [63], as well as the actual position of accepting states when one analyzes the behavior of specific emptiness checking algorithms [10]. Automata with a high transition density (i.e., a large number of transitions, relative to the number of states and symbols) have more nondeterministic branching. Conversely, automata with a low transition density have less nondeterministic branching. We call the latter type *sparse automata*. A priori, a method that reduces the number of states of automata might influence its transition density in either direction. In particular, the density might become higher—e.g., there might be a tradeoff to describe the same language with fewer states but more transitions (per state). However, we show in Fig. 18 that our Heavy-12 reduction method does not incur this tradeoff. Indeed, it yields automata that are not only smaller, but also sparser.

9.1.4. **Reducing NBA derived from LTL.** For model checking [40], LTL-formulae are converted into Büchi automata. This conversion has been extensively studied and there are many different algorithms which try to construct the smallest possible automaton for a given formula; cf. references in [68] and [9] and [1].

It should be noted however, that LTL is designed for human readability and does not cover the full class of $\omega$-regular languages. Moreover, the website and database Büchi Store [69, 70] contains handcrafted automata for almost every human-readable LTL-formula, and almost all of these automata have $\leq 10$ states.

Moreover, new LTL to Büchi automata converters are being developed every year [68, 9, 1], and it is not in the scope of this paper to benchmark all converters.

For the scope of this paper, Büchi automata generated from random LTL formulae are simply yet another class of test cases for our size reduction algorithm. In particular, they are different from the Tabakov-Vardi random automata.

In order to get interesting test cases, we used random LTL formulae that are larger than typical human-readable ones and obtained larger automata on average (see below).

Moreover, for LTL model checking, the size of the automata is not the only criterion [63], since more nondeterminism also makes the problem harder. However, our transition pruning techniques reduce the amount of nondeterministic branching, and yield automata that are not only smaller but also sparser (i.e., ‘less nondeterministic’); cf. our results below, and also Sec. 9.1.3.
Using a function of GOAL, we created 300 random LTL-formulae of non-trivial size: length 70, 4 predicates and probability weights 1 for boolean and 2 for future operators. We then converted these formulae to Büchi automata and reduced them with GOAL. Of the 14 different converters implemented in GOAL we chose LTL2BA [33] (as implemented in GOAL, which behaves slightly differently from the stand-alone LTL2BA tool) since it was the only one (in GOAL) which could handle such large formulae. (The second best was COUVREUR [21] which succeeded on 90% of the instances, but produced much larger automata than LTL2BA. The other converters ran out of time (4h) or memory (14GB) on most instances.) We thus obtained 300 automata and reduced them with GOAL. The resulting automata vary significantly in size from 1 state to 1722 states.

Then we tested how much further these automata could be reduced in size by our Heavy-12 method. In summary, 82% of the automata could be further reduced in size. The average number of states declined from 138 to 78, and the average number of transitions from 3102 to 1270. Since larger automata have a disproportionate effect on averages, we also computed the average reduction ratio per automaton, i.e., \( \frac{1}{300} \sum_{i=1}^{300} \frac{\text{newsize}_i}{\text{oldsize}_i} \). (Note the difference between the average ratio and the ratio of averages.) The average ratio was 0.76 for states and 0.68 for transitions. The computation times for reduction vary a lot due to different automata sizes (average 4.1s), but were always less than the time used by the LTL to automata translation. If one only considers the 150 automata above median size (30 states) then the results are even stronger. 100% of these automata could be further
reduced in size. The average number of states declined from 267 to 149, and the average number of transitions from 6068 to 2435. The average reduction ratio was 0.65 for states and 0.54 for transitions.

9.1.5. Reducing NBA derived from mutual exclusion protocols. In Table 3 we consider automata derived from mutual exclusion protocols. The protocols were described in a language of guarded commands and automatically translated into Büchi automata, whose size is given in the column ‘Original’. We reduce these automata with GOAL and with our Heavy-12 method and describe the sizes of the resulting automata and the runtime in subsequent columns.

<table>
<thead>
<tr>
<th>Automaton name</th>
<th>Original</th>
<th>GOAL</th>
<th>Time</th>
<th>Heavy-12</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trans.</td>
<td>States</td>
<td>Tr.</td>
<td>St.</td>
<td>GOAL</td>
</tr>
<tr>
<td>bakery.1.c.ba</td>
<td>2597</td>
<td>1506</td>
<td>N/A</td>
<td>N/A</td>
<td>&gt; 2h</td>
</tr>
<tr>
<td>bakery.2.c.ba</td>
<td>2085</td>
<td>1146</td>
<td>N/A</td>
<td>N/A</td>
<td>&gt; 2h</td>
</tr>
<tr>
<td>fischer.3.1.c.ba</td>
<td>1401</td>
<td>638</td>
<td>14</td>
<td>10</td>
<td>15.38s</td>
</tr>
<tr>
<td>fischer.3.2.c.ba</td>
<td>3856</td>
<td>1536</td>
<td>212</td>
<td>140</td>
<td>4529s</td>
</tr>
<tr>
<td>fischer.2.c.ba</td>
<td>67590</td>
<td>21733</td>
<td>N/A</td>
<td>N/A</td>
<td>oom(14GB)</td>
</tr>
<tr>
<td>phils.1.1.c.ba</td>
<td>464</td>
<td>161</td>
<td>362</td>
<td>134</td>
<td>540.3s</td>
</tr>
<tr>
<td>phils.2.c.ba</td>
<td>2350</td>
<td>581</td>
<td>284</td>
<td>100</td>
<td>164.2s</td>
</tr>
<tr>
<td>mcs.1.2.c.ba</td>
<td>21509</td>
<td>7968</td>
<td>108</td>
<td>69</td>
<td>2606.7s</td>
</tr>
</tbody>
</table>

Table 3. Reduction of NBA derived from mutual exclusion protocols, comparing GOAL [68] (version 2012-05-02 on Java 6) and RABIT/Reduce method Heavy-12 (version 2.4.0 on Java 7) using an Intel i7-740, 1.73 GHz. In some instances GOAL ran out of time (2h) or memory (14GB).

9.1.6. Scalability of NBA reduction. We tested the scalability of Heavy-12 reduction by applying it to Tabakov-Vardi random automata of increasing size \( n \) but fixed \( td, ad \) and \( \Sigma \). We ran four separate tests with \( td = 1.4, 1.6, 1.8 \) and \( 2.0 \). In each test we fixed \( ad = 0.5, |\Sigma| = 2 \) and increased the number of states from \( n = 50 \) to \( n = 1000 \) in increments of 50. For each parameter point we created 300 random automata and reduced them with Heavy-12. We analyze the average size of the reduced automata in percent of the original size \( n \), and how the average computation time increases with \( n \).

For \( td = 1.4 \) the average size of the reduced automata stays around 77% of the original size, regardless of \( n \). For \( td = 1.6 \) it stays around 65%. For \( td = 1.8 \) it decreases from 28% at \( n = 50 \) to 2% at \( n = 1000 \). For \( td = 2.0 \) it decreases from 8% at \( n = 50 \) to < 1% at \( n = 1000 \). See Fig. 19.

Note that the lookahead of 12 did not change with \( n \). Surprisingly, larger automata do not require larger lookahead for a good reduction.

In Fig. 20 we plot the average computation time (measured in ms) in \( n \) and then compute the optimal fit of the function \( time = a \cdot n^b \) to the data by the least-squares method, i.e., this computes the parameters \( a \) and \( b \) of the function that most closely fits the experimental
Figure 19. Reduction of Tabakov-Vardi random Büchi automata with $ad = 0.5$, $|\Sigma| = 2$, and increasing $n = 50, 100, \ldots, 1000$. Different curves for different $td$. We plot the average size of the Heavy-12 reduced automata, in percent of their original size. Every data point is the average of 300 automata.

data. The important parameter is the exponent $b$. For $td = 1.4, 1.6, 1.8, 2.0$ we obtain $0.0036 \cdot n^{2.26}$, $0.012 \cdot n^{2.41}$, $0.02 \cdot n^{2.16}$, and $0.0046 \cdot n^{2.37}$, respectively. We also measured the median time used for reduction, and it was always very close to the average time.

Thus, the average-case complexity of Heavy-12 scales slightly above quadratically (with exponents between 2.16 and 2.41). This is especially surprising given that Heavy-12 does not only compute one simulation relation but potentially many simulations until the repeated reduction reaches a fixpoint. Quadratic complexity is the very best one can hope for in any method that explicitly compares states/transitions by simulation relations, since the relations themselves are of quadratic size. Lower complexity is only possible with pure partition refinement techniques (e.g., bisimulation, which is $O(n \log n)$ for graphs with a fixed out-degree), but these achieve even less reduction than quotienting with direct simulation (i.e., almost nothing on hard instances).

9.1.7. Language inclusion testing for NBA. We evaluated the language inclusion testing algorithm of Sec. 8.3 (with lookahead up-to 15) on non-trivial instances and compared its performance to previous techniques like ordinary fair simulation checking and the best effort of GOAL (which uses simulation-based reduction followed by checking fair simulation preorder and an on-the-fly variant of Piterman’s construction [60, 68]).

We considered pairs of Tabakov-Vardi random automata with 1000 states each, $|\Sigma| = 2$ and $ad = 0.5$. For each separate case of $td = 1.6, 1.8$ and $2.0$, we created 300 such automata pairs and tested if language inclusion holds. (For $td < 1.6$ inclusion rarely holds, except trivially if one automaton has the empty language. For $td > 2$ inclusion holds very often and is relatively easy to prove, since the languages of the automata are often almost universal.)
Figure 20. Average computation time for Heavy-12 on Tabakov-Vardi Büchi automata with $ad = 0.5$, $|\Sigma| = 2$ and $td = 1.4, 1.6, 1.8, 2.0$, with a least squares fit of the function $y = a \cdot x^b$. The x-axis shows the number of states of the original automata and the y-axis shows the average runtime in ms. Each data point is the average of 300 automata.

For $td = 1.6$ our algorithm solved 297 of 300 instances (i.e., 99%): 45 included, 252 not included, and 3 timeouts (30min). Of the 45 included cases, 16 were shown during the reduction/preprocessing (step 1), 29 were shown by jumping fair simulation, using lookaheads between 9 and 15 (step 2), and none of the included cases were shown by the Ramsey method (step 4). (Step 3 can only prove non-inclusion.) The average computation time for the included cases was 192.6 seconds. Of the 252 non-included cases, most were shown very quickly by short counterexamples. The average computation time for the non-included cases was 33 seconds. In contrast, ordinary fair simulation solved only 13 included instances. GOAL (timeout 30min, 14GB memory) solved only 13 included instances (the same 13 as fair simulation) and 155 non-included instances, i.e., a success rate of just 56%. (The results were the same if the timeout for GOAL was increased to 60min.)

For $td = 1.8$ our algorithm solved 300 of 300 instances (i.e., 100%): 103 included, and 197 non-included. Of the 103 included cases, all were shown during reduction/preprocessing (step 1), and none by steps 2, 3, 4. The average computation time for the included cases was 118 seconds. The average computation time for the 197 non-included cases was 6.6 seconds. Ordinary fair simulation solved only 5 included instances. GOAL (timeout 30min, 14GB memory) solved only 5 included instances (the same 5 as fair simulation) and 115 non-included instances, i.e., a success rate of just 40%.
For $td = 2.0$ our algorithm solved 300 of 300 instances (i.e., 100%): 143 included, and 157 non-included. Of the 143 included cases, all were shown during reduction/preprocessing (step 1) and none by steps 2, 3, 4. The average computation time for the included cases was 127 seconds. The average computation time for the 157 non-included cases was 5.4 seconds. Ordinary fair simulation solved only 1 of the 143 included instances. GOAL (timeout 30min, 14GB memory) solved only 1 of 143 included instances (the same one as fair simulation) and 106 of 157 non-included instances, i.e., a success rate of just 35.7%.

9.2. Finite automata.

9.2.1. Reduction of random NFA. Like in Sec. 9.1.1, we consider Tabakov-Vardi random automata. However, here we interpret these automata as NFA instead of Büchi automata, and reduce them such that the finite-word language is preserved.

Generally, random NFA are harder to reduce in size than random NBA, because for NFA it matters when (i.e., in exactly which step) one encounters an accepting state. In contrast, for NBA it only matters whether one encounters accepting states infinitely often. Thus random NFA have somewhat more complex languages than random NBA to begin with.

The generated Tabakov-Vardi random automata normally have many accepting states. However, before applying the reduction methods, we first transform the NFA into equivalent ones with just a single accepting state without any outgoing transitions. (Unless the empty word is in the language, in which case the initial state is accepting too.) Note that the same cannot be done for Büchi automata. This transformation of NFA makes direct (and backward) simulations significantly larger, and thus increases the effect of the reduction methods. The reason is that direct/backward simulations need to match accepting states immediately, regardless of whether the input word has already been fully read to the end or not. This makes it very hard for Duplicator to win the simulation game, and thus yields very small direct/backward simulations. However, if an NFA has just a single accepting state without any outgoing transitions then this state needs to be matched at most once in a simulation game, which is much easier. Note that this transformation does not actually make an NFA more complex, in the following sense. While one gets some additional transitions (albeit of a special type, all going to the one accepting state), the description of the set of accepting states becomes correspondingly simpler, since it just consists of a single element. Fig. 21 shows that doing this transformation is very important. Without it, even the best methods, like Heavy-12, perform very poorly (see the graph for Heavy-12, multi acc states). For random NFA with transition density $\leq 1.5$, all methods do not achieve much more than remove dead states. For such automata, the transformation into the form with one accepting state does not make much difference, except for the tradeoff between the number of transitions and the complexity of describing the set of accepting states. (See also the results on the transition density in Fig. 24.)

Fig. 22 shows the effect of different reduction methods (that all use the trick of transforming NFA into a form with a single accepting state). Like for Büchi automata, our Heavy method reduces the size far more than any simpler technique.
9.2.2. Density of simulations on NFA. In Fig. 23 we measure the density of direct simulation and backward simulation on Tabakov-Vardi random NFA. We take \( n = 100, |\Sigma| = 2 \) and \( td = 1.8 \) (a non-trivial case; larger \( td \) yield larger simulations). To show the effect of the acceptance density, we consider two cases: \( ad = 0.1 \) and \( ad = 0.9 \). Like in Sec. 9.2.1, these NFA had been transformed into equivalent ones with just a single accepting state. This makes direct simulation on NFA significantly larger than on Büchi automata, particularly if \( ad \) is high. We plot the size of direct and backward simulation as the lookahead \( k \) increases from 1 to 15.

9.2.3. Sparseness of reduced NFA. Like for Büchi automata in Sec. 9.1.3, we measure the average transition density of the Heavy-12 reduced random NFA. Our algorithm first transforms the NFA into a form with only one accepting state. This adds a significant number of transitions and thus increases the transition density. However, for NFA with transition density \( > 1.5 \), the Heavy-12 procedure then decreases the transition density again. In Fig. 24 we thus plot the original transition density, the density after the transformation into the form with one accepting state and the density of the Heavy-12 reduced automata.

9.2.4. Scalability of NFA reduction. We test the scalability of reducing NFA with Heavy-12 by testing Tabakov-Vardi random automata of increasing size \( n \) but fixed \( td, ad \) and \( \Sigma \). We ran four separate tests with \( td = 1.4, 1.6, 1.8 \) and 2.0. In each test we fixed \( ad = 0.5, |\Sigma| = 2 \).
and increased the number of states from \( n = 50 \) to \( n = 600 \) in increments of 50. For each parameter point we created 300 random automata and reduced them with Heavy-12. We analyze the average size of the reduced automata in percent of the original size \( n \), and how the average computation time increases with \( n \).

For \( td = 1.4 \) the average size of the reduced automata stays around 77% of the original size, regardless of \( n \). For \( td = 1.6 \) it stays around 81%. For \( td = 1.8 \) it decreases from 53% at \( n = 50 \) to 9% at \( n = 600 \). For \( td = 2.0 \) it decreases from 23% at \( n = 50 \) to 1% at \( n = 600 \). See Fig. 25.

Note that the lookahead of 12 did not change with \( n \). Surprisingly, larger automata do not require larger lookahead for a good reduction.

Unlike in B"uchi automata reduction, the average time to reduce NFA was much higher than the median time (for transition densities 1.6 and 1.8). For example, the average time to reduce a random NFA with 600 states and \( td = 1.6 \) was 199s, while the median time was 43s. For \( td = 1.8 \) the average and median times were 1316s and 20s, respectively. Apparently, a few random NFA are very hard instances which increase the average reduction time. Therefore, we analyze both the average and the median reduction time for NFA below.

In Fig. 26, we plot the median computation time (measured in ms) in \( n \) and then compute the optimal fit of the function \( time = a \cdot n^b \) to the data by the least-squares method as above.
Figure 23. Density of direct simulation and backward simulation on Tabakov-Vardi random NFA with \( n = 100, \ |\Sigma| = 2, \ td = 1.8 \) and \( ad = 0.1 \) (top) and \( ad = 0.9 \) (bottom), respectively. On the x-axis, the lookahead increases from 1 to 15. On the y-axis, we measure the size of the simulation relations. Every data point is the average of 1000 random automata.
Heavy-12 produces sparse automata. We consider Tabakov-Vardi random NFA with $n = 100$, $|\Sigma| = 2$, $ad = 0.5$ and $td = 1.0, \ldots, 3.0$. The x-axis is the transition density of the original automata while the y-axis is the average density of the new automata. The three curves show the average transition density of the original automata (this is just the identity function), the density after the transformation into the form with one accepting state, and the average transition density of the Heavy-12 reduced automata. Every point is the average of 1000 automata.

For $td = 1.4, 1.6, 1.8, 2.0$ we obtain $0.0058 \cdot n^{2.22}$, $0.011 \cdot n^{2.37}$, $0.0048 \cdot n^{2.38}$ and $0.0048 \cdot n^{2.26}$, respectively. So the median computation times scale slightly above quadratically.

In Fig. 28 we plot the average computation time (measured in ms) in $n$ and then compute the optimal fit of the function $time = a \cdot n^b$ to the data by the least-squares method, i.e., this computes the parameters $a$ and $b$ of the function that most closely fits the experimental data. The important parameter is the exponent $b$. For $td = 1.4, 1.6, 1.8, 2.0$ we obtain $0.0033 \cdot n^{2.33}$, $1.15 \cdot 10^{-4} \cdot n^{3.33}$, $3 \cdot 10^{-27} \cdot n^{11.7}$ and $0.008 \cdot n^{2.20}$, respectively. Clearly, for $td = 1.8$, the curve fits the experimental data extremely poorly (with exponent $b = 11.7$ and scale factor $a = 3 \cdot 10^{-27}$). Apparently, for $td = 1.8$, a few very hard instances create outliers that distort the averages (unlike the median). In Fig. 27 (resp. Fig. 28) we plot the averages including (resp. excluding) the case of $td = 1.8$. 
Figure 25. Reduction of Tabakov-Vardi random NFA with $ad = 0.5$, $|\Sigma| = 2$, and increasing $n = 50, 100, \ldots, 600$. Different curves for different $td$. We plot the average size of the Heavy-12 reduced automata, in percent of their original size. Every data point is the average of 300 automata.

Figure 26. Median computation time for Heavy-12 on Tabakov-Vardi NFA with $ad = 0.5$, $|\Sigma| = 2$ and $td = 1.4, 1.6, 1.8, 2.0$, with a least squares fit of the function $y = a \cdot x^b$. The x-axis shows the number of states of the original automata and the y-axis shows the median runtime in ms.
Figure 27. Average computation time for Heavy-12 on Tabakov-Vardi NFA with \( ad = 0.5, |\Sigma| = 2 \) and \( td = 1.4, 1.6, 1.8, 2.0 \), with a least squares fit of the function \( y = a \cdot x^b \). The x-axis shows the number of states of the original automata and the y-axis shows the average runtime in ms. Note the poor fit of the curve for \( td = 1.8 \).

Figure 28. Average computation time for Heavy-12 on Tabakov-Vardi NFA with \( ad = 0.5, |\Sigma| = 2 \) and \( td = 1.4, 1.6, 2.0 \), with a least squares fit of the function \( y = a \cdot x^b \). The x-axis shows the number of states of the original automata and the y-axis shows the average runtime in ms.
10. Extensions: Adding Transitions

In this section we describe a technique, called saturation, that reduces the number of states of automata by adding more transitions. The idea is that certain transitions may be added to an automaton without changing its language when other better transitions are already present. Conceptually, this is dual to the transition pruning techniques of Sec. 5. This technique is implemented in our tool [15] and can have a significant effect on some instances. However, it is not part of the default Heavy-k algorithm (described and tested in Sections 7 and 9), due to low efficiency and a tradeoff between the numbers of states and transitions. Note that adding transitions itself does not change the number of states. However, the changed automaton might allow the application of further quotienting that then reduces the number of states. Moreover, the changed automaton might be treated with the pruning techniques from Sec. 5, and this might remove some transitions other than the recently added ones. This modification might pave the way for further quotienting, etc., which finally results in an automaton with fewer states, and possibly even fewer transitions, than the one produced by the default Heavy-k method.

One downside is that, even if the number of states eventually decreases, not all the added transitions can be removed again. So one might obtain an automaton with fewer states but more transitions than the one produced by Heavy-k. This tradeoff effect between the numbers of states and transitions exists in practice, though it is not very strong; see the experiments in Sec. 10.3.

Definition 10.1. Let $A = (\Sigma, Q, I, F, \delta)$ be an automaton, $\Delta = Q \times \Sigma \times Q$ the set of all possible transitions between states in $A$, $S \subseteq \Delta \times \Delta$ a reflexive binary relation on $\Delta$, and, for a set of transitions $\Gamma \subseteq \Delta$, $S^{-1}(\Gamma) = \{ (p', \sigma', r') \in \Delta \mid \exists (p, \sigma, r) \in \Gamma \cdot (p, \sigma, r) S (p', \sigma', r') \}$. The $S$-saturated automaton is defined as $Sat(A, S) := (\Sigma, Q, I, F, \delta')$, where $\delta' = S^{-1}(\delta)$.

The intuition is that more transitions can be added without changing the language if better (i.e., $S$-larger) transitions already exist. Since $S$ is reflexive, saturation only adds transitions, and thus $A \subseteq Sat(A, S)$. When the converse inclusion also holds, we say that $S$ is good for saturation.

Definition 10.2. A relation $S \subseteq \Delta \times \Delta$ is good for saturation (GFS) if $Sat(A, S) \approx A$.

The GFS property is downward closed in the space of reflexive relations, i.e., if $S$ is GFS and $id \subseteq S' \subseteq S$, then $S'$ is also GFS.

We study GFS relations which add transitions to already existing states, and they do so by comparing the endpoints of such transitions over the same input symbol. (This is similar to our pruning technique from Sec. 5.) Formally, given two binary state relations $R_b, R_f \subseteq Q \times Q$ for the source and target endpoints, respectively, we define

$$S(R_b, R_f) = \{ ((p, \sigma, r), (p', \sigma, r')) \in \Delta \times \Delta \mid p R_b p' \text{ and } r R_f r' \}.$$  

$S(\cdot, \cdot)$ is monotone in both arguments.

Given an automaton $A$ and relations $R_b, R_f$ on the states of $A$, we will construct a new automaton $B = Sat(A, S(R_b, R_f))$. When reasoning about whether $S(R_b, R_f)$ is GFS (i.e., whether $B \approx A$), it is important to keep in mind that the relations $R_b, R_f$ are valid only w.r.t. $A$, but not necessarily w.r.t. $B$. 
Table 4. GFS relations $P(R_b, R_f)$ for NBA. ✓ denotes yes and × denotes no.

<table>
<thead>
<tr>
<th>$R_b \setminus R_f$</th>
<th>$id$</th>
<th>$\sqsubseteq_{di}$</th>
<th>$\sqsubseteq_{di}$</th>
<th>$\sqsubseteq_{fx-de}$</th>
<th>$\sqsubseteq_{de}$</th>
<th>$\sqsubseteq_{f}$</th>
<th>$\sqsubseteq_{bw-di}$</th>
<th>$\sqsubseteq_{bw-di}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$id$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$\sqsubseteq_{di}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$\sqsubseteq_{di}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$\sqsubseteq_{fx-de}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>$\sqsubseteq_{de}$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>$\sqsubseteq_{f}$</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>$\sqsubseteq_{bw-di}$</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Figure 29. $S(\sqsubseteq_{bw-di}, \sqsubseteq_{di})$ is not GFS.

Figure 30. $S(\sqsubseteq_{di}, \sqsubseteq_{bw-di})$ is not GFS.

10.1. Saturation of NBA. We study which semantic preorders induce GFS relations on NBA. Our results are summarized in Table 4.

In the transition pruning techniques of Sec. 5, the source states of transitions were compared w.r.t. backward simulation (resp. trace inclusion), while the target states were compared w.r.t. (various types of) forward simulation (resp. trace inclusion). However, for saturation this would be incorrect as the counterexample from Fig. 29 shows. In this automaton $A$ (without the dashed transition) we have that $(r, a, r) S(\sqsubseteq_{bw-di}, \sqsubseteq_{di}) (p, a, q)$, but adding the dashed transition $(r, a, r)$ changes the language, since $a^\omega$ is now accepted, i.e., $a^\omega \in L(Sat(A, S(\sqsubseteq_{bw-di}, \sqsubseteq_{di}))) \setminus L(A)$. Thus, $S(\sqsubseteq_{bw-di}, \sqsubseteq_{di})$ is not GFS. A similar example in Fig. 30 shows that $S(\sqsubseteq_{di}, \sqsubseteq_{bw-di})$ is not GFS either: Here $(p, a, q) S(\sqsubseteq_{di}, \sqsubseteq_{bw-di}) (r, a, s)$, and thus the dashed transition $p \xrightarrow{a} q$ is added, which causes the new word $a^\omega$ to be accepted—while this was not the case in the original automaton. While $S(\sqsubseteq_{bw-di}, \sqsubseteq_{di})$ and $S(\sqsubseteq_{di}, \sqsubseteq_{bw-di})$ are not GFS, one does obtain GFS relations by replacing either $\sqsubseteq_{bw-di}$ or $\sqsubseteq_{di}$ by the identity, which immediately follows from the more general results below.

Comparing both source and target states w.r.t. forward relations can yield GFS relations, as the following theorem shows.
Theorem 10.3. The relation $S(\equiv_{\text{fx-de}}, \subseteq_{\text{fx-de}})$ using fixed-word delayed simulation is GFS on NBA.

Proof. Let $B = Sat(A, S(\equiv_{\text{fx-de}}, \subseteq_{\text{fx-de}}))$. (Note that the relations $\equiv_{\text{fx-de}}, \subseteq_{\text{fx-de}}$ are valid w.r.t. $A$, but not necessarily w.r.t. $B$.) We only need to prove the non-trivial inclusion $B \subseteq A$. Let $w = \sigma_0 \sigma_1 \cdots \in L(B)$. Then there exists an initial fair trace $\pi = p_0 \xrightarrow{\sigma_0} p_1 \xrightarrow{\sigma_1} \cdots$ in $B$, which is not necessarily a trace in $A$, since it might use new transitions introduced by the saturation procedure. However, for every transition $p_i \xrightarrow{\sigma_i} p_{i+1}$ in $B$ there exists a transition $q \xrightarrow{\sigma_i} q'$ for some states $q, q'$ in $A$ s.t. $q \subseteq_{\text{fx-de}} p_i$ and $p_{i+1} \subseteq_{\text{fx-de}} q'$. In particular, $q \subseteq_{w[i..]} p_i$ and $p_{i+1} \subseteq_{w[i+1..]} q'$.

We inductively construct an initial fair trace $\rho = r_0 \xrightarrow{\sigma_0} r_1 \xrightarrow{\sigma_1} \cdots$ in $A$ s.t. $p_i \subseteq_{w[i..]} r_i$ for every $i \geq 0$. For the base case $i = 0$, we just take $r_0 = p_0$ (thus $\rho$ is initial). For the inductive step, assume $r_0 \xrightarrow{\sigma_0} \cdots \xrightarrow{\sigma_i} r_i$ has already been constructed. Since $p_i \xrightarrow{\sigma_i} p_{i+1}$ in $B$, there exists a transition $q \xrightarrow{\sigma_i} q'$ for some states $q, q'$ in $A$ s.t. $q \subseteq_{\text{fx-de}} p_i$ and $p_{i+1} \subseteq_{\text{fx-de}} q'$. By inductive assumption, $p_i \subseteq_{\text{fx-de}} w[i..] r_i$, and thus $q \subseteq_{\text{fx-de}} w[i..] r_i$ by transitivity. Since $q \xrightarrow{\sigma_i} q'$ in $A$, there exists a transition $r_i \xrightarrow{\sigma_i} r$ in $A$ s.t. $p_i \xrightarrow{\sigma_i} p_{i+1} \subseteq_{w[i+1..]} q' \subseteq_{w[i+1..]} r$. Let $r_{i+1} = r$, which again establishes the inductive invariant $p_{i+1} \subseteq_{\text{fx-de}} w[i+1..] r_{i+1}$. Clearly, $\rho$ is infinite. Moreover, since $\pi$ is fair and since by the delayed winning condition each occurrence of an accepting state in $\pi$ is eventually followed by an accepting state in $\rho$, we have that $\rho$ is fair as well. This shows $w \in L(A)$.

As a corollary of Theorem 10.3, using any relation included in fixed-word delayed simulation results in a GFS relation (cf. the taxonomy of GFQ relations of Fig. 3), such as direct and delayed simulations, together with their multipebble and lookahead variants. In short, every GFQ relation induces a GFS relation. This is not an accident, as shown in the following result.

Lemma 10.4. Let $\equiv \subseteq Q \times Q$ be an equivalence between states. Then, $S(\equiv, \equiv)$ is GFS iff $\equiv$ is GFQ.

Proof. Consider the saturated automaton $B = Sat(A, S(\equiv, \equiv))$ and the quotient automaton $C = A/\equiv$. We show that $B \approx C$. Take an initial fair run $\pi = [p_0] \xrightarrow{\sigma_0} [p_1] \xrightarrow{\sigma_1} \cdots$ in $C$, where $[p_i]$ denotes the equivalence class of state $p_i$ w.r.t. $\equiv$. Without loss of generality, let $p_0$ be initial, and let $p_i$ be accepting if $[p_i]$ contains an accepting state. We build an initial fair run $\pi' = p_0 \xrightarrow{\sigma_0} p_1 \xrightarrow{\sigma_1} \cdots$ in $B$. By the definition of quotiënting, each transition $[p_i] \xrightarrow{\sigma_i} [p_{i+1}]$ in $C$ originates from a concrete transition $\hat{p}_i \xrightarrow{\sigma_i} \hat{p}_{i+1}$ in $A$ for some $\hat{p}_i \in [p_i]$ and $\hat{p}_{i+1} \in [p_{i+1}]$. Since $\hat{p}_i \equiv p_i$ and $\hat{p}_{i+1} \equiv p_{i+1}$, by the definition of saturation there exists a transition $p_i \xrightarrow{\sigma_i} p_{i+1}$ in $B$. This shows $C \subseteq B$.

For the other inclusion, consider an initial fair run $\pi = p_0 \xrightarrow{\sigma_0} p_1 \xrightarrow{\sigma_1} \cdots$ in $B$. By the definition of saturation, each transition $p_i \xrightarrow{\sigma_i} p_{i+1}$ in $B$ originates from a concrete transition $\hat{p}_i \xrightarrow{\sigma_i} \hat{p}_{i+1}$ in $A$ for some $\hat{p}_i \equiv p_i$ and $\hat{p}_{i+1} \equiv p_{i+1}$. Thus, by the definition of quotiënting, $\pi = [p_0] \xrightarrow{\sigma_0} [p_1] \xrightarrow{\sigma_1} \cdots$ is an initial fair run in $C$, which shows $B \subseteq C$ and thus concludes the proof.

On the other hand, $S(id, \subseteq_{de})$ and $S(\supseteq_{de}, id)$, using the coarser delayed trace inclusion, are not GFS. (The same phenomenon happens w.r.t. GFQ relations; cf. Fig. 3.) In order to
see that $S(id, \subseteq^d e)$ is not GFS, consider the automaton $A$ from Fig. 31 (without the dashed transition). We have $p \subseteq^d e q$: If Spoiler plays $pq\omega$, then Duplicator replies with $qrs\omega$, if Spoiler plays $pq^nrs\omega$ for $n \geq 1$, then Duplicator replies with $q^{n+1}rs\omega$, and in both cases the delayed acceptance condition is satisfied. Since there is a transition $q \xrightarrow{a} q$, the saturated automaton $Sat(A, S(id, \subseteq^d e))$ has the additional dashed transition $q \xrightarrow{a} p$, and now it accepts the new word $a^\omega$ not previously accepted. Similarly, in order to see that $S(\supseteq^d e, id)$ is not GFS, consider the automaton $A$ from Fig. 32 (without the dashed transition). We have $q \subseteq^d e r$, and the transition $q \xrightarrow{a} q$ induces the additional dashed transition $r \xrightarrow{a} q$ in the saturated automaton $Sat(A, S(\supseteq^d e, id))$, and again the new word $a^\omega$ is suddenly accepted.

Also $S(id, \sqsubset^f)$ and $S(\sqsupseteq^f, id)$ using fair simulation are not GFS. For a simple counterexample, consider the automaton $A$ in Fig. 33 (without the dashed transition). We have $p \sqsubset^f q \sqsubset^f r$ (and in fact, the three states are fair simulation equivalent). Since $p \xrightarrow{a} q$, the saturated automaton $Sat(A, S(\sqsubset^f, id))$ has the additional dashed transition $q \xrightarrow{a} q$, and since $q \xrightarrow{a} r$, the saturated automaton $Sat(A, S(id, \sqsubset^f))$ has the additional dashed transition $q \xrightarrow{a} q$. In both cases, the saturated automaton accept the new word $a^\omega$ not previously accepted.

These counterexamples do not apply in the special case where the newly added transitions are transient in the saturated automaton.

**Theorem 10.5.** The relation $S(\subseteq^f, \subseteq^f)$ is GFS on NBA, provided that the newly added transitions are transient in the saturated automaton.
Proof. Let \( \mathcal{B} = \text{Sat}(\mathcal{A}, S(\supseteq^f, \subseteq^f)) \), and we assume that the new transitions in \( \mathcal{B} \) which are not in \( \mathcal{A} \) are transient in \( \mathcal{B} \). Thus, for a word \( w = \sigma_0\sigma_1 \cdots \), an initial and fair trace \( \pi = p_0 \xrightarrow{\sigma_0} p_1 \xrightarrow{\sigma_1} \cdots \) in \( \mathcal{B} \) ultimately does not contain any transition which is not already in \( \mathcal{A} \), i.e., there exists a \( k \) s.t. \( \pi[k..] \) is a fair trace in \( \mathcal{A} \). For every \( i < k \) and for every transition \( p_i \xrightarrow{\sigma_i} p_{i+1} \) in \( \mathcal{B} \), there exists a transition \( q \xrightarrow{\sigma_i} q' \) in \( \mathcal{A} \) s.t. \( q \subseteq^f p_i \) and \( p_{i+1} \subseteq^f q' \). We proceed backwards and we build a sequence \( \pi_k, \pi_{k-1}, \ldots, \pi_0 \) s.t. \( \pi_i \) for \( i \leq k \) is a fair trace in \( \mathcal{A} \) starting in \( p_i \) and reading the suffix \( w[i..] \). Then, \( \pi_0 \) is an initial fair trace witnessing \( w \in \mathcal{L}(\mathcal{A}) \). Assume \( \pi_{i+1} \) starting in \( p_{i+1} \) is already constructed. Since \( p_{i+1} \subseteq^f q' \), there exists a fair trace \( \pi' \) from \( q' \) in \( \mathcal{A} \) reading \( w[i+1..] \), and since \( q \xrightarrow{\sigma_i} q' \), there exists a fair trace \( \pi' \) from \( q \) in \( \mathcal{A} \) reading \( w[i..] \). Since \( q \subseteq^f p_i \), we deduce the existence of the fair trace \( \pi_i \) from \( p_i \) in \( \mathcal{A} \) reading \( w[i..] \).

Note that the criterion in Theorem 10.5 requires that the added transitions are transient in the new saturated automaton rather than in the original one. This is different from the transition pruning criterion in Theorem 5.7 that requires certain transitions to be transient in the original automaton, and thus also in the new pruned automaton. This makes it difficult to apply Theorem 10.5 in practice, since adding some transition might cause another added transition to become non-transient and vice-versa, i.e., there is not always a unique maximal solution.

Dually to Theorem 10.3, we obtain GFS relations if both source and target states are compared w.r.t. backward relations (but note that the directions of the relations are inverted here).

**Theorem 10.6.** The relation \( S(\sqsubseteq_{\text{bw-di}}, \sqsupseteq_{\text{bw-di}}) \) using backward direct trace inclusion is GFS on NBA.

Proof. Let \( \mathcal{B} = \text{Sat}(\mathcal{A}, S(\sqsubseteq_{\text{bw-di}}, \sqsupseteq_{\text{bw-di}})) \). We prove the non-trivial inclusion \( \mathcal{B} \subseteq \mathcal{A} \). Let \( w = \sigma_0\sigma_1 \cdots \in \mathcal{L}(\mathcal{B}) \). There exists an initial fair trace \( \pi = p_0 \xrightarrow{\sigma_0} p_1 \xrightarrow{\sigma_1} \cdots \) in \( \mathcal{B} \), which is not necessarily a trace in \( \mathcal{A} \), since it might use new transitions introduced by the saturation procedure. However, for every transition \( p_i \xrightarrow{\sigma_i} p_{i+1} \) in \( \mathcal{B} \) there exists a transition \( q \xrightarrow{\sigma_i} q' \) in \( \mathcal{A} \) s.t. \( p_i \sqsubseteq_{\text{bw-di}} q \) and \( q' \sqsubseteq_{\text{bw-di}} p_{i+1} \). By the definition of \( \sqsubseteq_{\text{bw-di}} \), we construct inductively a sequence \( \pi_0, \pi_1, \ldots \) of finite traces in \( \mathcal{A} \) s.t. each \( \pi_i \) is initial, ends in \( p_i \), and contains at least as many accepting states as does \( \pi[0..i] \). The base case of \( i = 0 \) is trivial. For the induction step we assume that such a \( \pi_i \) is already constructed, and consider the transition \( q \xrightarrow{\sigma_i} q' \). Since \( p_i \sqsubseteq_{\text{bw-di}} q \), there exists an initial trace in \( \mathcal{A} \) ending in \( q \). We extend this trace by the transition \( q \xrightarrow{\sigma_i} q' \) in \( \mathcal{A} \) above and use \( q' \sqsubseteq_{\text{bw-di}} p_{i+1} \) to extract the required initial trace \( \pi_{i+1} \) in \( \mathcal{A} \) ending in \( p_{i+1} \). A routine application of König’s Lemma shows the existence of an initial and fair trace \( \pi_\infty \) in \( \mathcal{A} \), thus showing \( w \in \mathcal{L}(\mathcal{A}) \). \( \square \)

10.2. **Saturation of NFA.** The full picture of GFS preorders is much simpler for finite words than for infinite ones. Criteria based on delayed and fair simulation (resp. trace-inclusion) cannot be used for saturation of NFA, of course. However, one can use forward and backward trace inclusion over finite words, yielding Theorems 10.7 and 10.8 below. Their proofs are straightforward adaptions of the proofs of Theorems 10.3 and 10.6, respectively, with the difference that over finite words one can use induction on the length of the accepted word, and thus avoid König’s Lemma. Finally, there is no analogue of Theorem 10.5 about
adding transient transitions, since this is only useful when states are compared w.r.t. fair trace inclusion, a notion that does not apply to NFA.

**Theorem 10.7.** The relation \( S(\preceq_{\text{fw}}, \succeq_{\text{fw}}) \) using forward trace inclusion is GFS on NFA.

*Proof.* Let \( B = \text{Sat}(A, S(\preceq_{\text{fw}}, \succeq_{\text{fw}})) \). We prove the non-trivial inclusion \( B \subseteq A \). We show, by induction on \( n \), that for every word \( w \) of length \( |w| = n \) and every finite final trace \( \pi_0 \) on \( w \) in \( B \) that starts from some state \( p_0 \), there exists a corresponding finite final trace \( \pi_1 \) on \( w \) in \( A \) of length \( n \) from \( p_0 \). The base case of \( n = 0 \) is trivial. For the induction step, let \( w = \sigma_0 w' \) with \( |w'| = n - 1 \) and let \( \pi_0 = p_0 \sigma_0 \rightarrow p_1 \pi_0' \) be the trace in \( B \). There exists a transition \( q_0 \sigma_0 \rightarrow q_1 \) in \( A \) s.t. \( q_0 \succeq_{\text{fw}} p_0 \) and \( p_1 \preceq_{\text{fw}} q_1 \). By the induction hypothesis, we know that there exists a final trace \( \pi_1' \) on \( w' \) of length \( n - 1 \) from \( p_1 \) in \( A \). Since \( p_1 \preceq_{\text{fw}} q_1 \), there also exists a final trace \( \pi_1'' \) on \( w' \) of length \( n - 1 \) from \( q_1 \) in \( A \). Thus we have a final trace \( \pi_1'' = q_0 \sigma_0 \rightarrow q_1 \pi_1'' \) on \( w \) of length \( n \) from \( q_0 \) in \( A \). Since \( q_0 \succeq_{\text{fw}} p_0 \), there also exists a final trace \( \pi_1 \) on \( w \) of length \( n \) from \( p_0 \) in \( A \). \( \square \)

**Theorem 10.8.** The relation \( S(\preceq_{\text{bw}}, \succeq_{\text{bw}}) \) using backward trace inclusion is GFS on NFA.

*Proof.* Let \( B = \text{Sat}(A, S(\preceq_{\text{bw}}, \succeq_{\text{bw}})) \). We prove the non-trivial inclusion \( B \subseteq A \). We show, by induction on \( n \), that for every word \( w \) with \( |w| = n \) and every finite initial trace \( \pi_0 \) on \( w \) in \( B \) that ends in some state \( p_n \), there exists a corresponding finite initial trace \( \pi_1 \) on \( w \) in \( A \) that ends in \( p_n \). The base case of \( n = 0 \) is trivial. For the induction step, let \( w = w' \sigma_n \) with \( |w'| = n - 1 \) and let \( \pi_0 = p_0 \sigma_n \rightarrow p_1 \pi_0' \) be the trace in \( B \). There exists a transition \( q_{n-1} \sigma_n \rightarrow q_n \) in \( A \) s.t. \( p_{n-1} \preceq_{\text{bw}} q_{n-1} \) and \( q_{n} \succeq_{\text{bw}} p_{n} \). By the induction hypothesis (applied to word \( w' \), trace \( \pi_0' \) and state \( p_{n-1} \)), we know that there exists an initial trace \( \pi_1' \) on \( w' \) in \( A \) that ends in \( p_{n-1} \). Since \( p_{n-1} \preceq_{\text{bw}} q_{n-1} \), there also exists an initial trace \( \pi_1'' \) on \( w' \) in \( A \) that ends in \( q_{n-1} \). Thus we have an initial trace \( \pi_1'' = \pi_1' q_{n-1} \sigma_n \rightarrow q_n \pi_1'' \) on \( w \) in \( A \) that ends in \( q_n \). Since \( q_n \preceq_{\text{bw}} p_{n} \), there also exists an initial trace \( \pi_1 \) on \( w \) in \( A \) that ends in \( p_{n} \). \( \square \)

Fig. 34 shows a worked example where a previously irreducible 6-state NFA is transformed into an equivalent 5-state NFA by applying saturation and transition pruning. (A corresponding example for Büchi automata can be obtained by adding a self-loop at state \( u \).)

### 10.3. Experimental Evaluation

We implemented an automaton reduction method called *Heavy-k-jump-sat* that extends the method Heavy-k-jump of Sec. 7 by an extra outer loop that adds as many extra transitions as possible, based on the criteria described in Sec. 10.1. We call this *transition saturation*, thus the suffix *-sat* in the name of the method. As usual, we use \( \preceq_{\text{bw}} \) to approximate \( \preceq_{\text{bw}} \) (which approximates \( \preceq_{\text{fw}} \) for NFA), \( \preceq_{\text{bw}} \) to approximate \( \preceq_{\text{bw}} \), \( \preceq_{\text{bw}} \) to approximate \( \preceq_{\text{bw}} \) and \( \preceq_{\text{bw}} \) to approximate \( \preceq_{\text{bw}} \).

For an input Büchi automaton \( A_{\text{init}} \), Heavy-k-jump-sat works as follows:

1. Reduce \( A_{\text{init}} \) with Heavy-k-jump and obtain \( A' \).
2. Let \( A \) be a copy of the current automaton, i.e., \( A := A' \). Saturate \( A' \) with transitions w.r.t. \( S := S(\preceq_{\text{bw}}, \preceq_{\text{bw}}) \), i.e., \( A' := \text{Sat}(A', S) \).
3. Quotient \( A' \) w.r.t. \( \preceq_{\text{bw}} \).
4. Saturate \( A' \) with transitions w.r.t. \( S := S(\preceq_{\text{bw}}, \preceq_{\text{bw}}) \), i.e., \( A' := \text{Sat}(A', S) \).
5. Reduce \( A' \) with Heavy-k-jump.
The initial NFA $A$ cannot be reduced any more by just quotienting and pruning. However, a repeated application of saturation and pruning (e.g., invoke the Reduce tool [15] with option `-sat2`) yields a smaller automaton with fewer states (5 instead of 6) and fewer transitions (10 instead of 11).

(6) If the current automaton $A'$ has fewer states, or the same number of states and fewer transitions, than the automaton $A$ (the one last seen before executing step 2.), then goto step 2. Otherwise terminate and return $A$, the smallest automaton seen so far. (Note that $A'$ might have more transitions than $A$.)

For NFA we use the saturation criteria from Sec. 10.2. Heavy-k-jump-sat for NFA works as described above, except that at Step (2) we saturate w.r.t. $S(\geq_{fw}, \leq_{fw})$ instead of $S(\geq_{de}, \leq_{de})$, at Step (3) we quotient with $\preceq_{bw}$ instead of $\preceq_{bw-di}$, and at Step (4) we saturate with $S(\geq_{bw}, \leq_{bw})$ instead of $S(\preceq_{bw-di}, \geq_{bw-di})$.

The correctness of Heavy-k-jump-sat follows from Theorem 10.3 and Theorem 10.6 (resp. Theorems 10.7 and 10.8 for NFA) and the correctness of Heavy-k-jump.

Note that the algorithm above is not optimal, in the sense that a more aggressive application of the saturation techniques might sometimes yield an even smaller automaton. While the number of states can never increase, the number of transitions might fluctuate (go up and down) many times if the steps (2)–(5) were applied repeatedly, before the number of states finally decreases again. This is because Heavy-k-jump does not necessarily remove
the same transitions that the saturation methods have added. The termination criterion in step (6) is more strict, since it stops immediately if no progress is seen, even though a continuation might possibly yield an even smaller result. The version above has been chosen for pragmatic reasons of balancing speed and effectiveness. Alternatively, one might stop only when a loop is detected—i.e., if the same automaton is seen twice, that is, if \( A \) and \( A' \) are isomorphic at step (6). However, this could take a very long time if the number of transitions fluctuates, and it rarely yields any significant advantage. On Tabakov-Vardi random NBA/NFA, the more aggressive version Heavy-k-jump-sat2 produced a different result (compared to that produced by Heavy-k-jump-sat) in only <1% of the test cases.

We now compare the behavior of Heavy-k-jump and Heavy-k-jump-sat. Given some input automaton \( A_{init} \), let \( A \) be the reduced automaton produced by Heavy-k-jump and \( A_s \) be the result of Heavy-k-jump-sat. It follows directly from the definitions above that one of the following two cases holds.

- \( A_s \) has strictly less states than \( A \). In this case there is no restriction on the number of transitions of \( A_s \). It can be lower, equal or higher than the number of transitions in \( A \).
- \( A_s \) has exactly the same number of states as \( A \). In this case the number of transitions of \( A_s \) is lower than or equal to the number of transitions in \( A \).

Thus Heavy-k-jump-sat prioritizes reducing the number of states over reducing the number of transitions. In other words, there can be a tradeoff where Heavy-k-jump-sat produces an automaton with fewer states but more transitions, compared to the one produced by Heavy-k-jump. (Recall the empirical result from Sec. 9.1.3 that Heavy-k-jump, on average, produces automata that are not only smaller but also sparser than the original.)

For example, some of the NBA derived from mutual exclusion protocols considered in Sec. 9.1.5 can be reduced even further. The automaton fischer.2.c.ba was reduced to 192 states and 316 transitions by Heavy-12, to 190 states and 314 transitions by Heavy-12-jump, and to 177 states and 392 transitions by Heavy-12-jump-sat. The automaton fischer.3.2.c.ba was reduced to 70 states and 96 transitions by Heavy-12 and Heavy-12-jump, and to 27 states and 53 transitions by Heavy-12-jump-sat. In the first automaton we had a tradeoff between states and transitions, while in the second automaton both were reduced.

However, empirically, on most automata this tradeoff effect between states and transitions is not very strong. Our tests on Tabakov-Vardi random automata show that Heavy-k-jump-sat very often produces automata with both fewer states and fewer transitions, when compared to Heavy-k-jump.

Fig. 35 shows that the extra effect of the saturation methods (i.e., the difference between Heavy-k-jump and Heavy-k-jump-sat) is very modest for Büchi automata, when we use our standard lookahead of \( k = 12 \). For transition densities \( td \leq 1.4 \) the number of states is marginally reduced at the expense of having a slightly higher number of transitions. For \( 1.5 \leq td \leq 1.8 \) both states and transitions are slightly reduced. For \( td \geq 1.9 \) there is no difference, because the automata produced by Heavy-12-jump are already very small. In the interesting region of \( 1.5 \leq td \leq 1.8 \), Heavy-12-jump-sat yields automata with fewer states than Heavy-12-jump in about 10%–25% of the cases, while the number of transitions is only larger in 5%-8% of the cases.

In contrast, the saturation methods have a significant effect for NFA, as shown in Fig. 36. For transition densities \( td \leq 1.4 \) the number of states is marginally reduced at the expense of having a moderately higher number of transitions. For \( 1.5 \leq td \leq 1.9 \) both states and transitions are significantly reduced. For \( td \geq 2.0 \) there is no difference, because the
Figure 35. We consider Tabakov-Vardi random Büchi automata with $n = 100$, $|\Sigma| = 2$, $ad = 0.5$ and $td = 1.0, \ldots, 2.0$. The x-axis is the transition density of the original automata. In the upper/lower picture the y-axis is the average number of states/transitions of the reduced automata after applying Heavy-12-jump and Heavy-12-jump-sat, respectively. There is hardly any difference between the methods for $td < 1.4$ or $td > 2.0$. Every data point is the average of 1000 automata.
automata produced by Heavy-12-jump are already very small. In the interesting region of $1.5 \leq td \leq 1.9$, Heavy-12-jump-sat yields automata with fewer states than Heavy-12-jump in about $30\%-60\%$ of the cases, while the number of transitions is only larger in $8\%-10\%$ of the cases.

In Fig. 37 we compare the speed of Heavy-12-jump and Heavy-12-jump-sat on Büchi automata and NFA, respectively. The results heavily depend on the transition density of the input automata, but in the interesting region of $1.5 \leq td \leq 1.8$, Heavy-12-jump-sat is about 2-4 times slower.
Figure 36. We consider Tabakov-Vardi random NFA with $n = 100$, $|\Sigma| = 2$, $ad = 0.5$ and $td = 1.0, \ldots, 3.0$. The x-axis is the transition density of the original automata. In the upper/lower picture the y-axis is the average number of states/transitions of the reduced automata after applying Heavy-12-jump and Heavy-12-jump-sat, respectively. Every data point is the average of 1000 automata.
Figure 37. We consider Tabakov-Vardi random Büchi automata (upper picture) and Tabakov-Vardi random NFA (lower picture) with \( n = 100, |\Sigma| = 2, ad = 0.5 \) and \( td = 1.0, \ldots, 3.0 \). The x-axis is the transition density of the original automata while the y-axis is the average time (in ms) to reduce the automata with Heavy-12-jump and Heavy-12-jump-sat, respectively. Every data point is the average of 1000 automata. Java 7 on Intel 2 Q8300, 2.50GHz.
11. Notes on the Implementation

The tools. Our tools Reduce and RABIT [15] implement the reduction algorithm of Sections 7 and 10 and the inclusion testing algorithm of Sec. 8, respectively. They are distributed in one package, written in Java (version ≥ 7) and are licensed under the GPLv2.

The Reduce and RABIT tools currently support only the .ba format to describe automata. This format is also supported by GOAL [68]. However, the package contains a utility to convert NFA in .ba format into the .timbuk format used by Libvata [52]. The .ba format is very basic. First it gives the unique initial state. Then comes a list of labeled transitions (one per line) and then the list of accepting states (one per line). Example:

```
[1]
a, [1] -> [2]
b, [2] -> [1]
c, [1] -> [3]
[2]
[3]
```

The default reduction algorithm in Reduce is Heavy-k-jump. Other versions like Heavy-k, Heavy-k-jump-sat and a more aggressive version Heavy-k-jump-sat2 can be invoked with options -nojump, -sat and -sat2, respectively. By default it assumes that the input is an NBA. It switches to NFA with the option -finite. The lookahead \( k \geq 1 \) is given as a parameter. Example: `java -jar Reduce.jar example.ba 12 -sat` reduces the NBA example.ba with Heavy-12-jump-sat.

The tool RABIT tests inclusion between NBA (or NFA with option -finite). Since it implements many optimizations, it should be invoked with option -fast for best performance. (The default is no optimization, which is very slow.) The lookahead may be specified as a parameter, but by default RABIT uses a heuristic that depends on the sizes and shapes of the input automata. Example: `java -jar RABIT.jar A.ba B.ba -fast -jf` tests inclusion between the NBA A.ba and B.ba. The additional option -jf has the effect that, after the automata reduction, a new thread is created that runs in parallel to the Ramsey-based antichain method. This thread alternatingly checks the GFI \( \preceq k\text{-bw}\text{-c}\text{-jumping} k\text{-lookahead fair simulation} \) and the segmented jumping \( k\text{-lookahead fair simulation} \) from Sec. 8.2 for an ever increasing \( k = 1, 2, 3, \ldots \). (Both threads stop as soon as one of them finds a solution.)

Algorithmic issues. The most critical part of the code is the computation of the \( k\)-lookahead simulations, since this takes the majority of the time on non-trivial cases. It becomes computationally feasible by using several optimizations described informally below. For details the reader is referred to [15] (algorithms/Simulation.java and algorithms/ParallelSimulation.java).

- We represent binary relations between states by boolean matrices, i.e., \((p,q)\) is in the relation if the matrix element \((p,q)\) is true. By using the \(\mu\)-calculus characterization of lookahead simulations in Sec. 6.4, they can be computed by a fixpoint iteration that converges to the lookahead simulation. E.g., for direct simulation one starts with all matrix elements set to true and refines downward. (It is more complex for delayed- and fair simulations.) This takes place in situ, i.e., there is only one copy of the matrix. Thus changing an element in the matrix possibly affects tests and changes of other matrix elements already in the same round of the iteration, instead of the next round. This
reduces the number of iterations significantly. (Achieving this in situ effect might be a problem for certain types of symbolic representations, e.g., BDDs.)

- Consider one round of the fixpoint refinement for \( k \)-lookahead direct simulation. In every such refinement round one needs to check, for every matrix element \((p, q)\) that is still true, whether it should remain true. As explained in Sec. 6.3, for every check of a pair of states \((p, q)\), Spoiler builds his attacks incrementally, i.e., he explores the tree of all possible attacks starting at \( p \) by depth-first search up-to depth \( k \). For every partial Spoiler attack in this tree, Duplicator searches for a possible defense. Whenever Duplicator can defend (from \( q \)) against a branch of non-maximal depth, deeper exploration of this branch is omitted. Thus, most of these checks of \((p, q)\) are resolved without exploring the full tree of all attacks from \( p \) up-to maximal depth. The following item elaborates different ways how Duplicator can search for a valid defense.

- Given an attack by Spoiler from some state \( p \) of some depth \( k' \leq k \), Duplicator needs to check whether there is a defense from state \( q \). A basic algorithm would explore the tree of Duplicator’s moves up-to depth \( k' \) (and stop once a defense is found). This basic version is implemented in [15], but not normally used (except in cases of very small lookahead), because other versions are often more efficient. The basic version is wasteful (for higher lookahead), because many of Spoiler’s attacks share common prefixes. A more efficient variant (also implemented in [15]) views lookahead simulation as a special case of multiple pebble simulation, as explained in Remark 6.5. When checking a pair of states \((p, q)\), Duplicator maintains and propagates several pebbles (starting with just one pebble on state \( q \)) that encode all her possible moves against Spoiler’s current attack from \( p \) (up-to depth \( k \)). Unlike in general multiple pebble simulation, this use of pebbles is local to the current round of the game, since Duplicator needs to commit to just one pebble after at most \( k \) steps.

This version needs to efficiently handle many sets of pebbles, i.e., subsets of states of the automaton. In an automaton with \( n \) states, the states are represented by integers in the set \( \{0, \ldots, n-1\} \), and sets of pebbles as subsets thereof. The only needed set operations are to add elements and to iterate through all elements of a set, but not to explicitly check membership. Java generic sets are not optimal here, due to their internal overhead (here the elements are just integers and typically \( n \leq 30000 \)). Our implementation uses a combination of integer arrays (to describe a list of size \(|S|\); for sets \( S \) with \(|S|^2 \leq 4n \)) and boolean arrays (of length \( n \); otherwise) to represent these sets. In the former case, adding a new element is \( O(|S|) \) (since duplicates must be avoided), but iterating through the set is optimal. Thus it is used only for sets that are small, relative to \( n \). In the latter case, adding a new element is \( O(1) \), but iterating through the set takes \( O(n) \) steps (instead of \( O(|S|) \) steps), which is inefficient if \(|S| \ll n \). So this representation is used only for larger sets. Since new sets are derived from previous sets by the propagation of the pebbles in the automaton, it is possible to predict (roughly, but reasonably accurately) whether a new set will be small or large in the sense described above.

- Even before the main fixpoint refinement loop starts, one can do a quick pre-processing step that sets many matrix elements to false. If there exists a short word \( w \) that can be read from state \( p \) but not from state \( q \) then it is trivial that \( q \) cannot simulate \( p \). Our implementation checks this condition for all words up-to a short length, typically 4-8 (depending on the size of the alphabet). The parallel version (see below) does this operation in a separate thread with words \( w \) of increasing length (up-to a certain maximum depending on memory requirements).
Finally, the iterations over the boolean matrix can be parallelized. The matrix is split into many small parts, and each part is handled by a worker-thread from the pool of available worker threads. This uses Java 7 fork-join concurrency and is invoked by the option \texttt{-par}. While each worker-thread writes only to a small part of the matrix, it still needs read access to the whole matrix. Thus the computation cannot easily be distributed, and shared memory access is still a bottleneck. Due to the monotonicity of the fixpoint refinement algorithm, missed updates are not a problem in the parallel version. The parallel version can be several times faster than the single-threaded one, depending on the hardware and on the input instance. However, all our benchmarks were done with the single-threaded version.

An optimized algorithm to compute ordinary simulations (i.e., with lookahead $k = 1$) was described in [36, 38]. We explain its main idea for the case of forward direct simulation. When some matrix elements are changed (from true to false) in an iteration of the fixpoint refinement, then only some elements may change in the next round, while other elements cannot possibly change (yet) because they are not directly affected by the recently changed elements. By keeping track of these dependencies, one can avoid redundant tests of elements that will not change (or at least not yet in this iteration). Our implementation uses this technique only in the case of lookahead $k = 1$, but not for higher lookaheads, because the dependency information becomes more complex and keeping track of it is not cost-effective. Worse yet, at higher lookaheads the computation time is not evenly distributed over all matrix elements (i.e., pairs of states). Instead the distribution is highly skewed towards a minority of hard cases. Typically, these are pairs of states where lookahead simulation does not hold, but where non-simulation is only established very late, i.e., after many iterations. In many earlier iterations Duplicator still wins easily (in small time) and the element stays true. Avoiding these redundant tests would yield only a small benefit, but still incur the required overhead. The element is only set to false in a late iteration where Duplicator finally admits defeat after having vainly searched through the entire tree of all possible candidates for a defense (against a certain Spoiler attack) up-to the maximal allowed lookahead. This last test is thus a costly operation that cannot be avoided.

12. Conclusion and Future Work

Our automata reduction technique Heavy-k, and its extensions Heavy-k-jump, Heavy-k-jump-sat and Heavy-k-jump-sat2, perform significantly better than previous methods implemented in GOAL [68]. In particular, they can be applied to solve PSPACE-complete automata problems like language inclusion for much larger instances than before. Our tools Reduce and RABIT [15] implement these algorithms in Java (version $\geq 7$) and are licensed under the GPLv2.

Future work includes more efficient algorithms for computing lookahead simulations by using symbolic representations of the relations/automata by BDDs or related formalisms. It would also be very useful to have a practically feasible way to compute under-approximations of language inclusion for NBA/NFA that are orthogonal to multi-pebble/lookahead-simulations. Then one could obtain an even better approximation by considering the transitive closure of the union of all approximations.

Quotienting techniques for alternating automata over infinite words are well-understood [31, 32, 18] (cf. also [5, 6]). An interesting research direction is to extend our transition pruning
and saturation methods from nondeterministic to alternating finite, Büchi, generalized Büchi, and parity automata.

Finally, transition pruning techniques have more recently been applied to reduce automata on finite trees [8] and infinite trees [7].
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